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Structural and energetic reorganizations in redox reaction of type I copper proteins are studied by density functional and \textit{ab initio} molecular orbital calculations. Model complexes of the active site with varying number of ligands, from \ce{Cu(SCH_3)} \textsuperscript{10+} to \ce{Cu(SCH_3)(Im)_2(S(CH_2)_3)_s} \textsuperscript{0+}, where \textit{Im} denotes imidazole, are investigated. Following the findings of structural instability in \ce{Cu(I)} × \ce{(SCH_3)(Im)_2} and its stabilization by the addition of the axial methionine (Met) ligand model, the structure and energetics are examined as functions of the \ce{Cu–S_{Met}} distance in the range of 2.1–3.3 Å. The reorganization energies in both redox states exhibit a minimum at the \ce{Cu–S_{Met}} distance of \textasciitilde 2.4 Å, whereas the ionization potential increases monotonically. The changes of reorganization energies correlate well with one of the \ce{Cu–N_{His}} distances rather than the \ce{Cu–S_{Cys}} distance. The estimated Arrhenius factor for oxidation of plastocyanin by \textit{P700} \textsuperscript{+} (in photosystem I) changes by an order of magnitude when the \ce{Cu–S_{Met}} distance fluctuates between 2.4 and 3.0 Å, whereas the factor for reduction of plastocyanin by cytochrome \textit{f} is nearly constant. Together with the data from our previous classical molecular dynamics simulation of solvated protein, we argue that the electron transfer rate is affected, and thus may be controlled, by the fluctuation of a weakly bound axial Met ligand. We also present the assessment of various exchange-correlation functionals, including those with the long-range correction, against the CCSD(T) reference and on the basis of a perturbative adiabatic connection model. For \ce{Cu(SCH_3)} and \ce{Cu(SCH_3)(Im)}, simple correlations have been found between the reorganization energies and the amount of Hartree–Fock exchange.

\textcopyright 2010 American Institute of Physics. [doi:10.1063/1.3495983]

I. INTRODUCTION

The redox active site of type 1 blue copper proteins \textsuperscript{1–6} contains a copper ion with ligands from a cysteine (Cys) and two histidine (His) residues that form a distorted tetrahedral geometry. \textsuperscript{7–10} In many proteins of this type, the fourth ligand is from a methionine (Met) residue \textasciitilde 3 Å away from the copper in the axial direction of the trigonal plane (Fig. 1). The structures observed by x-ray crystallography were very similar between the reduced and the oxidized states,\textsuperscript{7–10} in contrast to those in typical inorganic compounds where \ce{Cu} \textsuperscript{2+} and \ce{Cu} \textsuperscript{2+} tend toward tetrahedral and trigonal geometries, respectively. The small structural change seemed to imply that the protein environment constrains the active site in ways to reduce the reorganization energy and thereby accelerate the electron transfer.\textsuperscript{11–13} This and the related aspects have been also actively examined by synthetic models.\textsuperscript{14,15}

These protein regulation hypotheses were, however, challenged by a density functional theory (DFT) calculation.\textsuperscript{16} The optimized geometries of the model complex, in which the Cys ligand was replaced by \ce{CH_3S\textsuperscript{−}}, His by imidazole, and Met by \ce{(CH_3)_2S}, were close enough to the x-ray structure in both redox states, indicating that the characteristic tetrahedral structure is determined by the local interaction around the copper ion rather than the constraint from the protein environment. This was further supported by combined quantum-mechanics and molecular-mechanics (QM/MM) calculations,\textsuperscript{17} which concluded that the blue copper proteins are not more strained than other metalloproteins.

Those results would be simply rationalized in terms of electron delocalization from the Cys thiolate anion that partially reduces the \ce{Cu(II)} and \ce{Cu(I)} ions toward both spherical \textsuperscript{3d} \textsuperscript{10} and \textsuperscript{3d} \textsuperscript{10} \textit{4s} configurations that favor isotropic tetrahedral coordination. This picture would thus reduce the relevance of Jahn–Teller distortion. In addition, the nuclear arrangement of the active site only has an approximate symmetry of no higher than \textit{C}_s.

On the other hand, the roles of the other ligands are less clear. The importance of His ligands was marked in our previous study on ligand-to-metal charge-transfer (LMCT) dynamics in plastocyanin.\textsuperscript{18} The major coupling motions to the LMCT excitation were found to include \textit{N_{His}}–\ce{Cu}–\textit{N_{His}} bending and \textit{S_{Cys}}–\ce{Cu}–\textit{(N_{His})_2} wagging motions, whereas the influence of axial Met ligand to the energy spectrum was comparatively minor. Nonetheless, since the redox electron transfer involves smaller energy scale than the LMCT excitation, more detailed analysis would be needed.

The role of axial Met ligand has been studied via mutagenesis, which suggested possibilities of tuning the redox potential and spectroscopic properties and of protecting the metal site from solvent and other external ligands.\textsuperscript{3,19} However, there remains an uncertainty about the ligand effect on the reduction potential;\textsuperscript{4,20,21} spectroscopic analysis and DFT
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$X_\alpha$ calculation first stressed the importance of Cu–S_Met distance that modulates the reduction potential by as large as 1 eV, whereas B3LYP DFT calculation predicted an order of magnitude smaller value. More recent spectroscopic analysis with B(38HF)P86 DFT calculation has shown that the reduction potential change should be larger than 200 meV.

With these backgrounds, in this work, we re-examine the role of axial Met ligand. Here, its importance has emerged with the findings of a structural instability in Cu(I)(Cys)×(His)$_2$ complex and its stabilization by the addition of the axial Met ligand. We shall emphasize the need for investigating both the reduction potential and the reorganization energies. Although there exist many computational works on blue copper proteins, with focus on electronic structure, molecular dynamics, QM/MM, electron transfer reactions, and docking, to our knowledge, none has systematically examined the effect of axial Met ligand on reorganization energies and redox reaction rates.

We also examine various density functionals and the nature of electron correlation in copper complexes. For transition metal complexes, DFT seems promising but yet immature. Investigations in this area are thus important themselves and for advancing QM/MM studies where computational efficiency is the key. Although the popular B3LYP functions often yield decent results, its all-round accuracy is not expected as the empirical parameterization excluded transition metal complexes. In such case, a reasonable strategy would be to explore the functionals with smaller number of empirical factors.

Another issue studied here is the long-range correction (LC) in DFT. The LC methods are actively developed in the recent years, but their applications to transition metal complexes are yet scarce. The key concept shared between the LC and the hybrid methods is the mixing of Hartree–Fock exchange (HFX) to reduce the self-interaction errors. We analyze this aspect to elucidate the nature of electron correlation in copper complexes. The impact of HFX on geometry optimizations has been examined previously by comparing BP86, B3LYP, and B(38HF)P86 functionals. We systematically extend the analysis with use of the nonempiri-
cal Perdew–Burke–Ernzerhof (PBE) functional families and on the ground of a perturbative adiabatic connection model.

Although we are currently working on QM/MM calculations including the protein environment, QM/MM methods intrinsically involve both systematic and statistical errors, as represented by those from the boundary between QM and MM regions. We thus focus in this report on the model complexes, with an aim to establish reference data for comparison with the forthcoming QM/MM results. Under this setting, intriguing pictures have emerged on the potential dynamic role of the weakly bound axial Met ligand.

After summarizing the computational methods in the Sec. II, Sec. III describes the results and discussion. The paper concludes in Sec. IV.

II. COMPUTATIONAL DETAILS

We have selected 17 functionals from 3 criteria. The first is to include those employed in previous related works; the popular B3LYP and the spectroscopically calibrated B(38HF)P86. The second is to include the LC functionals. The third is to employ the functionals with minimal number of empirical parameters; we thus selected PBE (Ref. 52) and RPBE (Ref. 53) for the exchange part and PBE and one-parameter progressive (OP) (Ref. 54) for the correlation part. These are combined to form PBE, RPBE, PBEOP (POP), and RPBEOP (RPOP) functionals. In addition, the hybrids with HFX are examined on the basis of an adiabatic connection model, according to which 50% (1/2) and 25% (1/4) HFX mixtures correspond to the second- and fourth-order perturbation theories (MP2 and MP4), respectively. Hereafter, this model is called “perturbative adiabatic connection model.” Following the terminology for PBE0, the other hybrids with 25% HFX will be denoted by RPBE0, POP0, and RPOPO. The hybrids with 50% HFX will be denoted by PBEH, RPBEH, POPH, and RPOPH.

The LANL2DZ(dp) basis set was mainly used with effective core potential (ECP) on copper and sulfur. A set of $f$ functions with the exponent 3.525 was added on copper. In some cases, an all-electron basis set was employed for comparison, in which the copper basis set is contracted as (62111111/33111/311) and extended with $p$, $d$, and $f$ functions of exponents 0.174, 0.132, and 0.39, and the 6-31G* set is used for the other atoms. This basis set has been used previously and will be denoted as VTZ(Cu)/6-31G* hereafter. In all cases, the $f$ and $d$ functions are purified to five and seven functions.

We used the programs GAMESS (Ref. 58) and NWChem (Ref. 59) for the electronic structure calculations. The non-default RPOP functional was implemented with the correlation length parameter $q_{ab}=2.3789$, the same value as has been previously determined for the POP functional. The other functionals were also implemented where needed. The two programs have been checked to yield identical results to at least 10$^{-4}$ hartree at given geometries with properly chosen integration grids; the small deviations come from the slight difference in the definition of the grids. The LC-DFT calculations were carried out by GAMESS, and the open-shell

FIG. 1. The active site structure of plastocyanin (from the Protein Data Bank code 1BUX).
III. RESULTS AND DISCUSSION

A. Cu(Cys)

We first investigate the minimal complex Cu(Cys), the core part in the active site. Hereafter, the truncated amino acid models, CH$_3$S$^-$, C$_3$N$_2$H$_4$, and (CH$_3$)$_2$S, will be denoted by Cys, His, and Met.

The optimized geometrical parameters are listed in Table S1 in the supplementary material (SM). The Cu–S distance is in the range of 214–220 pm in the reduced state and 222–230 pm in the oxidized state. The shorter distance in the reduced state stems from the covalent nature of the Cu(I)–S bond. As will be seen in the following sections (Tables S4–S7 in the SM), the difference becomes smaller in the larger complexes with His and Met ligands, and in the Cu(Cys)(His)$_2$(Met) complex the order reverses as observed in the proteins.

The mixing of HFX, e.g., from PBE (0%) to PBE0 (25%) and PBEH (50%), systematically elongates the Cu–S distance and shortens the S–C distance. The same applies to the POP, RPBE, and RPOP families. In comparison, the LC functionals tend to give shorter Cu–S and S–C distances. For the Cu–S–C angle, dispersion among the methods is negligibly small.

The amount of HFX also correlates systematically with the reorganization energies, as plotted in Fig. 2. Data points from B3LYP and B(38HF)P86 are also included and are found to correspond well with the range displayed by the lines from the PBE families. These indicate that the reorganization energies are well characterized by the amount of HFX and are less dependent on the functionals. The horizontal lines were drawn at the values from the LC-BOP functional, to which the results from LC-POP and LC-RPOP were identical within 1 meV. The intersections with the lines from the PBE families indicate that the reorganization energies from the LC functionals correspond to 37%–40% hybrid of HFX. The effect of HFX will be further discussed in Sec. III B.

The results with different basis sets are summarized in Table S2 in the SM. The replacement of ECP on sulfur by the all-electron DZP basis resulted in negligible changes. On the other hand, the VTZ(Cu)6-31G* basis set tends to give shorter Cu–S distance and smaller reorganization energies. In particular, MP2 with this basis set yielded notably short Cu–S distance of 209 pm in the reduced state. We have checked the calculation by freezing the lowest 15 (chemical core) orbitals and found no significant change. In the following, we mainly employ the LANL2DZ(dp) set with ECPs on copper and sulfur, as it appears qualitatively sufficient and well-balanced. We will revisit the VTZ(Cu)6-31G* set in Sec. III D.

B. Perturbative adiabatic connection model

Here, we describe an analysis based on the perturbative adiabatic connection model. According to this model, the 50% hybrids (PBEH, POPH, RPBEH, and RPOPH) correspond to MP2. The Z-MP2 calculations yielded the reorganization energies $\lambda_I$=99 meV and $\lambda_{II}$=82 meV. Comparison of these with Fig. 2 confirms that the 50% hybrids certainly give the reorganization energies closest to the MP2 values.

If we therefore trust this model, the 25% hybrids should correspond to MP4. Generally, the MP4 calculations are more expensive than the coupled-cluster methods, while the accuracy is in the order of CCSD<MP4<CCSD(T). We thus computed CCSD(T) energies at the geometries optimized by the DFT methods. The results are listed in Table S3 in the SM. With one exception (PBE0 and PBEH in oxidized state), the geometries from the 25% hybrid functionals yielded lower CCSD(T) energies than those from the 50% hybrids, indicating that the former is more reliable for structural calculations. The lowest CCSD(T) energy is found at the RPO0 geometries for both redox states. The CCSD(T) reorganization energies from the RPO0 geometries are 62 meV in both states.
The optimized geometric parameters and the reorganization energies are listed in Table S4 in the Supporting Material.

C. Cu(Cys)(His)

We now add a His model to the minimal complex. The optimized geometries show linear arrangement of the S–Cu–N atoms in both reduced and oxidized states. The plane formed by the Cu–S–C_{Cys} atoms and the molecular plane of His are perpendicular to each other in the reduced state, whereas they are parallel to each other in the oxidized state [Fig. S1 in the SM (Ref. 61)]. These structures can be interpreted in terms of balance between electrostatic repulsion and conjugation between the lone pair orbital on sulfur and the π orbitals of His; by removing an electron from the highest occupied molecular orbital (HOMO), which mainly consists of the sulfur lone pair orbital (HOMO), the electrostatic repulsion is reduced and the conjugation is enhanced.

The linear structures of Cu(Cys)(His) contrast with the trigonal structures in the larger complexes with two His ligands that are seen in the protein active site and in the next sections. This implies absence of strong directionality in the Cu–N_{His} ligand bonds, in accord with the picture of nearly spherical electronic configurations on Cu, as mentioned in Sec. I. Indeed, from the natural population analysis (NPA) (Ref. 63) the effective charge on Cu site was typically 0.5–0.7 in the reduced state and 0.7–0.9 in the oxidized state.

The reorganization energies $\lambda_1$ and $\lambda_2$ along the amount of HFX are plotted in Fig. 3. $\lambda_1$ increases almost linearly, similar to the case of Cu(Cys) in Fig. 2, but the slope is smaller. The His ligand thus moderates the effect of HFX. On the other hand, the behavior of $\lambda_2$ is qualitatively different; all the lines are V-shaped and the overall change along the HFX is smaller. These behaviors of $\lambda_1$ and $\lambda_2$ appear to correlate with the change of Cu–S distance. That is, $\lambda_1(\lambda_2)$ depends mostly on the structures in the oxidized (reduced) state, and as listed in Table S4 in the SM, the Cu–S distance increases systematically along the HFX in the oxidized state, but not in the reduced state.

D. Cu(Cys)(His)$_2$

The addition of the second His ligand induces notable changes. Hereafter, the nitrogen atoms corresponding to the N$_{\delta}$ in His37 and His87 in Fig. 1 are denoted by N$_u$ and N$_p$.

The optimized structural parameters and the reorganization energies are listed in Table S5 in the SM. Noted, in particular, is the dispersion among different functionals of the Cu–N$_p$ distance in the reduced state. The structures are grouped into two types: trigonal (Fig. 4) and T-shape (Fig. 4). The latter contains a Cu(Cys)(His) part in a linear structure, similar to that found in Sec. III C, and the other His located with large (>4 Å) Cu–N$_b$ distance. The trigonal structure was found by MP2, B(38HF)P86, PBE0, PBEH, POPH, RPBEH, and all the LC functionals, whereas the T-shape structure was obtained by the remaining functionals, B3LYP, PBE, POP, POP0, RPBE, RPBE0, RPOP, RPOP0, and RPOPH. Comparison in the PBE families indicates that the larger amount of HFX tends to stabilize the trigonal structure. This is also seen in the results from the three LC functionals that commonly yielded the trigonal structure.

The corresponding results from the VTZ(Cu)-6-31G* basis set are listed in Table S6 in the SM. They show similar tendency to the LANL2DZ(dp) set, but with a few more cases giving the T-shape structure in the PBE families. For both basis sets, B3LYP gives the T-shape structure whereas B(38HF)B86 gives the trigonal structure. This again appears to correlate with the amount of HFX.

Further analysis has revealed that the T-shape structure is generally more stable and, in some cases, the trigonal structure corresponds to a metastable local minimum. This is shown in Fig. 5, which plots the minimum energy profiles along the Cu–N$_b$ distance. Again, the amount of HFX appears to correlate with the energy profiles in the short Cu–N$_b$ distance (<2.4 Å); the energy is uphill for B(38HF)P86 and the LC functionals, whereas it is downhill for B3LYP, POP0, RPE0, and RPOP0. The behavior in this region is closely related to the ligand reorganization. Comparison with the CCSD(T) results $^{64}$ in Fig. 5 shows that the former group tends to overestimate the Cu-His binding, whereas the latter group underestimates. Figure 5 also shows that the best agreement with the CCSD(T) reference in the short distance region is obtained by PBE0, and the second best is by B3LYP.

These results are suggestive of the nature of electron correlation in copper complex. In general, major errors in DFT come from poor cancellation of the self-interaction in the Coulomb and exchange energy terms, which is improved by the introduction of HFX that partially removes the self-exchange. The results in Fig. 5 implies that the uniform introduction of 25% HFX undercounts the self-interaction correction to POP, RPBE, and RPOP functionals, whereas the LC with $\mu = 0.47$ overcounts. The LC functionals may be calibrated by adjusting the switching parameter $\mu$ since the smaller $\mu$ reduces the amount of HFX in the short-range...
region. (Note that the original optimization to $\mu=0.47$ excluded transition metal complexes.)47 However, we shall not pursue this calibration in the present work. The qualitative observations here may be related to the “hard-soft” concept of the metal-ligand interaction; the soft Cu(I) ion does not fit well with the moderately hard ligands such as His nitrogen and thus tend to repel one of the His ligands. In the oxidized state, on the other hand, the trigonal structure was obtained by all the functionals and MP2, which seems in accord with the hardness of the Cu(II) ion as well as with the stronger electrostatic interaction.

Because of the structural irregularity observed in the reduced state, the reorganization energies and the amount of HFX no longer show systematic correlation. Nonetheless, the moderation due to the His ligand, as discussed in Sec. III C for Cu(Cys)(His), seems to carry over.

E. Cu(Cys)(His)$_2$(Met)

It was found that the structural instability of Cu(I)(Cys)(His)$_2$ is quenched by the addition of a Met ligand in the axial position. The optimized structural parameters are
listed in Table S7 in the SM.61 Starting from the x-ray structure, all but one (RPOP) functionals yielded trigonal geometry of the Cu(I)(Cys)(His)_2 part. Comparison with the results in Sec. III D thus indicates that the axial Met ligand stabilizes the trigonal structure.

There exists, however, dispersion of the optimized Cu–S_Met distance. It is less than 3 Å for MP2, B(38HF)P86, PBE, PBE0, PBEH, RPBE0, RPBEH, and the LC functionals, whereas it is longer than 4.5 Å for the remaining functionals including B3LYP, POP, POP0, POPH, RPBE, RPOP, RPO0, and RPOPH. This grouping roughly corresponds to that into the trigonal and T-shape structures for the Cu(I) ×(Cys)(His)_2 complex in Sec. III D.

Interestingly, the best two functionals discussed in Sec. III D from the results in Fig. 5, PBE0 and B3LYP, belong to the different groups. We thus compared the CCSD(T) energies at their optimized geometries and found that the PBE0 geometry is more stable by 109 meV than the B3LYP geometry; this indicates that the former functional yields more reliable interactions and structures. We will thus use the PBE0 functional for the extensive calculations in the next section.

The stabilization of the trigonal structure induced by Met ligand may be again interpreted in terms of the hard-soft concept. The soft thioether group of Met interacts well with the soft Cu(I) ion. Then, the induced electronic polarization “hardens” the Cu(I) ion and stabilizes the two His ligands. This picture is supported by the NPA on the Cu(I) site, which was found more positive in Cu(I)(Cys)(His)_2(Met) than in Cu(I)(Cys)(His)_2. Indeed, the effective charge on the Cu site increases monotonically with increasing the number of ligands from Cu(Cys) to Cu(Cys)(His)_2(Met) in the reduced state: 0.541, 0.562, 0.653, and 0.696. The corresponding change in the oxidized state was not monotonic: 0.796, 0.703, 0.913, and 0.892. The structure in the oxidized state is robust; it is tetrahedral by all the functionals and MP2, and the Cu–S_Met distance was in the range of 2.4–2.6 Å.

F. Reorganization control by Met

The results in the previous sections illuminate the importance of axial Met ligand in determining the active site structure. This further suggests that the Met ligand may control the structural reorganization in the redox reaction. We thus examine the structure and energy as functions of the Cu–S_Met distance. The calculations were repeated by constraining the Cu–S_Met distance at values between 2.1 and 3.3 Å but the other coordinates relaxed. As decided in Secs. III D and III E with reference to the CCSD(T) calculations, the PBE0 functional is employed in this section.

Figure 6(a) plots the reorganization energies along the Cu–S_Met distance. The average λ_{av}=(λ_1+λ_2)/2 is also included. All of them show a minimum λ=0.22 eV at 2.4 Å and increases up to 0.45 eV at 3.3 Å. The range of Cu–S_Met distance observed by x-ray crystallography for various blue copper proteins is 2.5–3.3 Å. In this regard, the proteins do not necessarily constrain the Cu–S_Met distance simply to minimize the reorganization energy. Instead, the constraint may control the reorganization energy and thus the electron transfer rate; this will be discussed further below.

The computed ionization potentials (IPs) are plotted in Fig. 6(b). The adiabatic IP and the average of two vertical IPs are included. They increase monotonically along the Cu–S_Met distance, from ~5.31 eV at 2.1 Å to 5.47 eV at 3.3 Å for the adiabatic IP. This increase of 160 meV is closer to the recent estimate of 200 meV (Ref. 22) than to the previous prediction of 70 meV by B3LYP.21

The changes of the reorganization energy, 230 meV, and of the IP, 160 meV, are in comparable magnitude. These are non-negligible for the inner-sphere reorganization energy in electron transfer reactions. Moreover, it is these comparable energies that bring about the qualitatively notable difference between the oxidation and reduction processes, as will be discussed in the next section. Although the influence of the protein environment should be examined with care, it seems generally unlikely for the inner-sphere metal-ligand energies as large as 200 meV to be masked or smeared out.65

The total energies along the Cu–S_Met distance are plotted in Fig. 6(c). The curve in the reduced state shows a minimum at Cu(I)–S_Met distance 2.7 Å and is very flat, within 300 K=26 meV in the range of 2.4–3.1 Å. On the other hand, the potential in the oxidized state exhibits a
G. Estimating the Arrhenius factor

According to the linear response model, the activation free energy of redox electron transfer is given by

$$
\Delta G^\ddagger = \frac{(\Delta G^0 + \lambda)^2}{4\lambda},
$$

(1)

where $\Delta G^0$ is the reaction free energy. $\Delta G^0$ is evaluated from the difference of the reduction potentials of the donor and the acceptor. For example, the reduction potentials versus the standard normal hydrogen electrode (NHE) of $P. \text{nigra}$ plastoctyanin (Pc), cytochrome $f$ (cytf), and the P700$^+$ (in photosystem I) are experimentally determined as $E^0(\text{Pc}) = 370 \text{ mV}$, $E^0(\text{cytf}) = 340 \text{ mV}$, and $E^0(\text{P700}^+) = 490 \text{ mV}$, respectively. Thus, the reaction free energy for the reduction of Pc by cytf is $\Delta G^0_{\text{red}}/e = E^0(\text{cytf}) - E^0(\text{Pc}) - 30 \text{ mV}$, and that for the oxidation of Pc by P700$^+$ is $\Delta G^0_{\text{ox}}/e = E^0(\text{Pc}) - E^0(\text{P700}^+) = -120 \text{ mV}$. Note that $E^0(\text{Pc})$ enters in $\Delta G_{\text{Red}}^0$ and $\Delta G_{\text{ox}}^0$ in different signs.

The reduction potential of Pc is related to its IP via

$$
E^0(\text{Pc}) = \text{IP}/e - E_{\text{NHE}} + E_c,
$$

(2)

in which $E_{\text{NHE}}$ is a conversion constant to the NHE scale and $E_c$ contains the other factors, such as solvation contribution. Here, we set $E_{\text{NHE}} = 4.5 \text{ V}$ and calibrate $E_c$ from the computed IP and the experimental $E^0(\text{Pc})$. From Fig. 6(b), we find IP = 5.42 eV at Cu–S Met distance of 2.87 Å, the observed distance from x-ray crystallography of $P. \text{nigra}$ Pc. Using this IP, we obtain $E_c = -0.55 \text{ V}$. Using Eq. (2) and Fig. 6(b), $\Delta G_{\text{Red}}^0$ and $\Delta G_{\text{ox}}^0$ are evaluated as functions of the Cu–S Met distance.

For the reorganization energy $\lambda$, we use the results in Fig. 6(a). Since the reorganization energies in Fig. 6(a) represent only the inner-sphere part of Pc, we need to estimate contributions from the protein environment, the donor cytf, and the acceptor P700$^+$. The previous QM/MM study showed that the protein environment reduces the inner-sphere reorganization energy by reducing the change of metal-ligand bonds. The Car–Parrinello QM/MM molecular dynamics calculation evaluated the inner-sphere reorganization energy as small as 0.1 eV, and the outer-sphere reorganization energy of 0.6 eV. This latter value mainly comes from the solvent water, and the protein reorganization was reported to be negligible. However, the solvent reorganization energy may be mostly excluded at the docking conformation of the redox proteins. Considering these, we assume that the electrostatic effect from the protein environment shift the curve in Fig. 6(a) downward by 0.2 eV. We also assume that the reorganization energies in cyt f and P700 are about 0.2 eV. The uncertainty in these estimates will be taken into account in the calculations below.

The calculated Arrhenius factors, $\exp(-\Delta G^\ddagger / k_B T)$, at the room temperature are plotted in Fig. 8. To take account of the uncertainty in the evaluation of reorganization energy and to check the robustness of the conclusion, calculations with the $\lambda_{\text{av}}$ shifted by +0.1 eV are also included. Particularly noted is the large dependence on the Cu–S Met distance for the oxidation of Pc by P700$^+$. For example, the factor at 2.4 Å Cu–S Met is 8.6 times larger than that at 3.0 Å. This ratio is
even greater, 15.2, with the use of $\lambda_{av} + 0.1$ eV. Moreover, it is this process in which the potential along Cu–S_Met is flatter [Fig. 6(c)], and thus the larger fluctuation of Cu–S_Met is expected. For the reduction of Pc+ by cyt f, on the other hand, the Arrhenius factor does not change much along Cu–S_Met.

The large difference between the reduction and oxidation processes can be understood simply via linear approximation, $\lambda_R(\lambda) = \lambda(\lambda_R) + a(\lambda - \lambda_R)$ and $IP(R) = IP(R_0) + b(R - R_0)$, where $R$ and $R_0$ denote the Cu–S_Met distance and its representative value, e.g., $R_0 = 2.9$ Å. As seen in Figs. 6(a) and 6(b), both $a$ and $b$ are positive around $R_0 = 2.9$ Å. The point here is that the IP(Pc) enters in $\Delta G^0_{red}$ and $\Delta G^0_{ox}$ in different sign, and thus the numerator in Eq. (1) has a different dependence on $R$ with the slope $(a-b)$ for the reduction of Pc+ and $(a+b)$ for the oxidation of Pc.

IV. CONCLUDING REMARKS

The pictures emerging from the last two sections are summarized as follows. (1) The reduction potential is chiefly determined by the Cu(Cys) part (as the major component of HOMO is the sulfur lone pair), whereas the local (ligand) reorganization energy is mainly controlled by the Cu-His interaction. In these respects, therefore, the Cys and His ligands have different roles in the redox electron transfers. Moreover, these may be controlled by the Met ligand, as will be described next. (2) In the oxidation of Pc by P700+, not only the Cu–S_Met distance is flexible but also the electron transfer rate is sensitive to it; the Arrhenius factor can change by an order of magnitude when the Cu–S_Met distance fluctuates in the thermally accessible range. On the other hand, in the reduction of Pc+ by cyt f, not only the Cu–S_Met distance is more constrained, but also its influence on the Arrhenius factor is much smaller.

To elucidate the dynamical fluctuation of the methionine ligand, the effects of the protein environment should be important. This aspect is currently under study by the QM/MM method. Nonetheless, in order to sketch the idea, we display in Fig. 9 a trajectory of the Cu(II)–S_Met distance from our previous classical molecular dynamics simulation of solvated plastocyanin. As seen, it exhibits a diffusive and large amplitude fluctuation in the range corresponding to Figs. 6–8. The diffusive behavior is also observed in the sharp decay of its time-correlation function and its broad spectrum, the characteristics of white noise, as has been presented in Figs. 4b and 5a of Ref. 18. The Cu(II)–S_Met distance will also behave a diffusive fluctuation on an even flatter potential surface [Fig. 7(c)]. In such case, the diffusion-reaction model such as the Sumi–Marcus model68–70 would be applicable. As demonstrated by the Sumi–Marcus theory, the diffusion-controlled electron transfer may exhibit multiple time-scale kinetics. Its relevance to the physiological electron transfer by blue copper proteins would be an intriguing issue to explore. Works along this line will be reported in the future.
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In order to resolve this issue, we anticipate that substantially improved so-called “double-shell” effect, which is not expected to affect much the calculation was in the range of 0.191–0.196 and did not change much along the Cu–N distance. The moderately high values are likely due to the orbital relaxation coming from the so-called “double-shell” effect, which is not expected to affect much the energy profiles in the plots.

In order to resolve this issue, we anticipate that substantially improved QM/MM methodologies would be needed, on which we are currently elaborating.