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Abstract. We generalize the division polynomials of elliptic curves to hyperelliptic Ja-
cobians over the complex numbers. We construct them by using the hyperelliptic sigma
function. Using the division polynomial, we describe a condition that a point on the Jaco-
bian is a torsion point. We prove several properties of the division polynomials such as a
determinantal expression and recurrence formulas. We also study relations among the sigma
function, the division polynomials, and the canonical local height functions.

1. Introduction

In the study of elliptic curves, the division polynomials are important for the study
of the structure of the torsion subgroup. Moreover the division polynomials have
various applications such as description of a multiplication map, computation of
the order of the Mordell-Weil group of an elliptic curve over a finite field, elliptic
divisibility sequences, and transformation formulas for canonical local heights.

Recently, several authors studied generalizations of the division polynomials.
They defined the division polynomials in the cases of hyperelliptic curves and
hyperelliptic Jacobians.

The former case is studied by D. G. Cantor [9] andÔnishi [24–26]. Cantor
algebraically defined an analog of the division polynomial on a hyperelliptic curve
of any genus over any field. On the other hand,Ônishi studied the hyperelliptic
sigma function, which is a generalization of the Weierstrass sigma function. Then
he defined an analog of the division polynomial on a hyperelliptic curve of any
genus overC by using the hyperelliptic sigma function and its derivatives. He
also proved a determinantal expression of it. Matsutani [26, Appendix] proved
that these two analogs of the division polynomial are essentially the same.

The latter case is studied by Kanayama [15,16] in the case of genus 2. He
defined the division polynomials on the Jacobian variety of a curve of genus 2,
and described the multiplication maps by using them and their derivatives. He also
described a condition that a point on the Jacobian is a torsion point by using the
division polynomial and its derivatives.
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In this paper, we generalize Kanayama’s division polynomials to the case of
general hyperelliptic Jacobians. The hyperelliptic sigma function is defined for any
genus, thus we can define the division polynomials in the same way as in the case
of elliptic curves.

To state our results, we make some definitions. LetC be a non-singular pro-
jective hyperelliptic curve of genusg overC defined by

y2 = x2g+1 + λ2gx
2g + · · ·+ λ1x+ λ0.

Let J = Cg/Λ be the Jacobian variety ofC. Let σ : Cg → C be the hyperelliptic
sigma function. We denote byΘ the theta divisor ofJ defined byσ(u) = 0.

We define the division polynomialφn(u) by

φn(u) =
σ(nu)

σ(u)n2

for any integern.
Similarly to the case of genus 1, the hyperelliptic℘-functions are defined as

follows:

℘ij(u) = − ∂2

∂ui∂uj
log σ(u),

℘ijk(u) = − ∂3

∂ui∂uj∂uk
log σ(u)

for 1 ≤ i, j, k ≤ g. Thenφn, ℘ij , and℘ijk are periodic with respect toΛ. For
P = u mod Λ ∈ J , we writeφn(P ) = φn(u), ℘ij(P ) = ℘ij(u) and℘ijk(P ) =
℘ijk(u).

In the case of elliptic curves, it is known that the division polynomialφn is
represented as a polynomial in the Weierstrass℘-function and its derivative. More
precisely, if℘(u) satisfy the differential equation

℘′(u)2 = 4℘(u)3 + 4λ1℘(u) + 4λ0,

thenφn is represented as a polynomial in℘ and℘′ with coefficients inZ[λ0, λ1].
For any genus, we can prove the following:

Theorem 1.1 (cf. Theorem 5.8).There exists a non-zero computable element∆ ∈
Z[λ0, . . . , λ2g] such that, for any integern, φn is represented as a polynomial in
℘ij and℘ijk (1 ≤ i, j, k ≤ g) with coefficients inZ[1/∆, λ0, . . . , λ2g].

Theorem 1.1 is proved by a determinantal expression ofφn (cf. Theorem 5.7) and
the theory of Gr̈obner bases in a polynomial ring over a general Noetherian ring.
In particular, we can take∆ = 2 for g = 2. See Example 5.9.

Kanayama [15] gave the multiplication formulas for the℘-functions by using
the division polynomialφn. We can give the same multiplication formulas as his
formulas for any genus (Proposition 4.10). Kanayama also gave a condition that a
point in the Jacobian is a torsion point. Using the vanishing structure of the sigma
function and its derivatives proved bŷOnishi [26], we can prove a generalization
of Kanayama’s result.
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Theorem 1.2 (cf. Theorem 4.7).Letn be a non-zero integer andP ∈ J \Θ. Then
[n]P = O if and only if(φn)\m(P ) = 0 for all m = 1, 2, . . . , g, where(φn)\m is
the derivative ofφn defined at the end of Section 2.

In fact, in the case of genus 2, Theorem 1.2 is a refinement of Kanayama’s theorem.
See Remark 4.8.

In the case of elliptic curves, the division polynomial has a determinantal ex-
pression. Letn be a positive integer. Then we have

φn(u) =
(−1)n−1

(1!2! · · · (n− 1)!)2

∣∣∣∣∣∣∣∣∣
℘′(u) ℘′′(u) . . . ℘(n−1)(u)
℘′′(u) ℘′′′(u) . . . ℘(n)(u)

...
...

. . .
...

℘(n−1)(u) ℘(n)(u) . . . ℘(2n−3)(u)

∣∣∣∣∣∣∣∣∣ .
This formula is called the Kiepert formula. We can deduce this formula from the
Frobenius-Stickelberger formula, which is a kind of addition formula for the sigma
function.Ônishi [24–26] generalized the Frobenius-Stickelberger formula to gen-
eral hyperelliptic Jacobians. By using his formula, we can prove the Kiepert-type
formula, which is a determinantal expression of the division polynomial. It is too
complicated to include here, see Theorem 5.5. Moreover, we give another deter-
minantal expression (Theorem 5.7), which is used in the proof of Theorem 1.1.

The division polynomials of an elliptic curve satisfy a recurrence formula as
follows: For integersm andn,

φm+n(u)φm−n(u) = φn(u)
2φm+1(u)φm−1(u)− φm(u)2φn+1(u)φn−1(u).

(1)
This formula is important for the computation of the division polynomials and the
study of elliptic divisibility sequences.

Recently, Kanayama [16] proved a generalization of (1) which includes some
derivatives of the division polynomials. By using a classical theta relation, we have
the following generalization of (1), which is different from Kanayama’s formula.

Theorem 1.3 (cf. Theorem 6.4).Let n > 2g be an integer,m1,m2, . . . ,mn be
integers andu ∈ Cg. We define then× n matrixA by

A =
(
φmi+mj (u)φmi−mj (u)

)
1≤i,j≤n

.

Then we havedetA = 0. In particular, if g ≡ 1, 2 (mod 4) andn is even, then
we havepf A = 0, wherepf A is the Pfaffian ofA.

In fact, we can deduce (1) from Theorem 1.3 wheng = 1.
As an application of the division polynomials, we study relations among the

sigma function, the division polynomials, and the canonical local height func-
tions. We first prove an explicit formula for the canonical local height functions
for Archimedean places. Then we prove transformation formulas for the canoni-
cal local height functions for any places. More precisely, we prove the following
results.

We assume thatC is defined over a number fieldK. Then we may regardJ as
an algebraic variety defined overK. Moreover the theta divisorΘ is defined over
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K. By Theorem 1.1,φn may be regarded as a rational function onJ defined over
K.

Let v be a place ofK andKv be the completion ofK atv. Then the canonical
local height functionλ̂v is anR-valued function defined on(J \ Θ)(Kv) (see
Definition 7.2).

First letv be an Archimedean place. We may regard(J \Θ)(Kv) as a subset of
(J \Θ)(C) via an embeddingKv ↪→ C. By using the hyperelliptic sigma function,
we have an explicit formula for the canonical local height functionλ̂v as follows:

Theorem 1.4 (cf. Theorem 7.4).Let v be an Archimedean place. For anyP ∈
(J \Θ)(Kv),

λ̂v(P ) = − log
∣∣exp (−π√−1L(u, u)

)
σ(u)

∣∣,
whereu ∈ Cg is a point withP = u mod Λ andL(z, w) is theR-bilinear form
onCg × Cg defined in Section 2.

When g = 1, this formula is well-known (cf. [28, Chapter VI, Theorem 3.2]).
Wheng = 2, it was proved by Yoshitomi [32, Corollary 2.5].

Next we assume thatv is any place ofK. We can prove the transformation
formula, which relates a multiplication map, the canonical local height function
and the division polynomial.

Theorem 1.5 (cf. Theorem 7.5).Letv be a place ofK. Letn be a non-zero integer
andP ∈ J(Kv). If P, [n]P /∈ Θ, then we have

λ̂v([n]P ) = n2λ̂v(P )− log |φn(P )|v,

where|·|v is an absolute value associated withv.

Note that Theorem 1.5 for Archimedean places is an immediate consequence of
Theorem 1.4. Theorem 1.5 is also known in the case of genus1 (cf. [28, Chap-
ter VI, Exercise 4 (e)]).

This paper is organized as follows. In Section 2, we review the theory of hyper-
elliptic functions. In Section 3, we study division of hyperelliptic functions, which
is used in computation of the division polynomials. We use the theory of Gröbner
bases in a polynomial ring over a general Noetherian ring to prove lemmas in this
section. In Section 4, we define the division polynomials and prove some proper-
ties of them. In Section 5, we derive determinantal formulas, which express the
division polynomial as a quotient of determinants. We also prove a theorem on the
coefficients of the division polynomials. In Section 6, we first describe a classical
relation of theta functions with characteristics. Then we prove recurrence formu-
las for the division polynomials by this relation. In Section 7, we give a definition
and an explicit formula for the canonical local height function for an Archimedean
place. Then we prove some relations of the canonical local height function and the
addition or multiplication map.

Some examples require computation with computer algebra systems. The au-
thor used Macaulay 2 [13], Maxima [19], and Risa/Asir [23].
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Notation

We use the following notation throughout the paper. For a matrixA, we denote
by tA the transpose ofA. Unless otherwise stated, we regard a vector as a column
vector and we writeu =

t
(u1, u2, . . . , ug) for u ∈ Cg. For a ringR, we denote by

Mn(R) the set ofn × n matrices overR. We denote by1n the identity matrix of
sizen. For a2n × 2n skew-symmetric matrixA, we denote the Pfaffian ofA by
pf A, that is,pf A =

√
detA. We take the sign of the Pfaffian so that

pf

(
0 −1n
1n 0

)
= (−1)n+1.

The choice only affects the addition formula (Theorem 2.15).
For a ringR and elementsr1, . . . , rm ∈ R, we denote by〈r1, . . . , rm〉 the

ideal generated byr1, . . . , rm in R.
For z ∈ C, we definee(z) = exp(2π

√
−1z). We denote byHg by the Siegel

upper half space of degreeg, that is,

Hg = {τ ∈Mg(C)
∣∣ tτ = τ, Im τ is positive definite}.

In an expression for the Taylor expansion, the symbol(d◦(z1, z2, . . . , zm) ≥
n) stands for the terms of total degree at leastn with respect to the variables
z1, z2, . . . , zm. These terms may contain other variables.

2. The sigma function

In this section, we review the theory of the sigma function and fix the definitions.
For details, we refer the reader to [5,26]. Note that our choice of a defining equa-
tion of a curve and differential forms is the same as that in [26] but different from
that in [5]. Hence our formulas are also different from those in [5].

LetC be a non-singular projective curve overC defined by

y2 = f(x) = x2g+1 + λ2gx
2g + · · ·+ λ1x+ λ0.

Thenf(x) has no multiple roots, the genus ofC is g, andC has the unique point
∞ at infinity. We defineλ2g+1 = 1 for convention. To simplify notation, for a
subringR of C, we writeR[λi] instead ofR[λ0, λ1, . . . , λ2g].

The differential forms

ω1 =
dx

2y
, ω2 =

xdx

2y
, . . . , ωg =

xg−1dx

2y

form a basis of the holomorphic1-forms onC. Forj = 1, 2, . . . , g, we define

ηj =
1

2y

2g−j∑
k=j

(k + 1− j)λk+1+jx
kdx,

which is a differential form of the second kind without poles except at∞. Let
α1, . . . , αg, β1, . . . , βg be a symplectic basis ofH1(C,Z). Then their intersections



6 Yukihiro Uchida

satisfyαi · αj = βi · βj = 0 andαi · βj = δij , whereδij is Kronecker’s delta. We
define the period matricesω′, ω′′, η′, η′′ ∈Mg(C) by

ω′ =

(∫
αj

ωi

)
, ω′′ =

(∫
βj

ωi

)
,

η′ =

(
−
∫
αj

ηi

)
, η′′ =

(
−
∫
βj

ηi

)
.

Note that our definition differs from that in [26] by the signs ofη′ andη′′. When
g = 2, it coincides with the definition in [12,15].

Let

M =

(
ω′ ω′′

η′ η′′

)
.

Then we have the generalized Legendre relation (cf. [5, Lemma 2.0.1]):

M

(
0 −1g
1g 0

)
tM = −2π

√
−1

(
0 −1g
1g 0

)
. (2)

In particular,τ = ω′−1ω′′ is a symmetric matrix, and we have

η′′ = η′τ − 2π
√
−1

t
ω′−1.

By Riemann’s inequality,Im τ is positive definite, henceτ ∈ Hg.
We define the theta function with characteristics by

ϑ

[
a
b

]
(z, τ) =

∑
n∈Zg

e

(
1

2
t
(n+ a)τ(n+ a) +

t
(n+ a)(z + b)

)
,

wherez ∈ Cg, τ ∈ Hg anda, b ∈ Rg.
LetΛ = ω′Zg + ω′′Zg. ThenΛ is a lattice ofCg. Let

δ′′ =
t(

1

2
, . . . ,

1

2

)
, δ′ =

t(
g

2
,
g − 1

2
, . . . ,

1

2

)
, δ =

(
δ′′

δ′

)
.

We define the hyperelliptic sigma function onCg by

σ(u) = c exp

(
1

2
tuη′ω′−1u

)
ϑ[δ](ω′−1u, τ),

wherec is the constant such thatσ(u) satisfies the following proposition:

Proposition 2.1.The sigma functionσ(u) has the Taylor expansion aroundu = 0
with coefficients inQ[λi]. Furthermore, ifg = 2l − 1 or g = 2l, then we have

σ(u) =

∣∣∣∣∣∣∣∣∣
u1 u2 . . . ul
u2 u3 . . . ul+1

...
...

.. .
...

ul ul+1 . . . u2l−1

∣∣∣∣∣∣∣∣∣+ (d◦(u1, u2, . . . , ug) ≥ l + 2).
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Proof. The former part is proved more generally in [7, Corollary 1] or in [22,
Theorem 3]. The latter part is proved in [5, Proposition 2.2].ut

We can also determine the constantc explicitly, see [5, Definition 2.1]. We will
not use an explicit expression of the constantc later. Note that our definition of the
sigma function coincides with that in [26].

For anyu ∈ Cg, we denote byu′ andu′′ the elements inRg satisfying that
u = ω′u′+ω′′u′′. We define theC-valuedR-bilinear formL(u, v) onCg ×Cg by

L(u, v) =
1

2π
√
−1

tu(η′v′ + η′′v′′).

For l ∈ Λ, let

χ(l) = e

((
t
l′δ′′ − t

l′′δ′
)
+

1

2
t
l′l′′
)
.

Note thatχ(l) = ±1.

Proposition 2.2 (Translational relation). For any u ∈ Cg and anyl ∈ Λ, we
have

σ(u+ l) = χ(l)e

(
L

(
u+

1

2
l, l

))
σ(u).

Proof. This proposition is proved by using formulas for theta functions and the
generalized Legendre relation. See [5, Theorem 1.1].ut

Proposition 2.3.The sigma functionσ(u) is an odd function ifg ≡ 1, 2 (mod 4),
and an even function ifg ≡ 0, 3 (mod 4).

Proof. It follows from [20, Chapter II, Proposition 3.14].ut

Let
E(u, v) = L(u, v)− L(v, u).

ThenE(u, v) is the imaginary part of the Riemann form associated withσ(u).
Moreover we have the following proposition.

Proposition 2.4.We have the following properties.

(i) E(u, v) is R-valued,R-bilinear and alternating.
(ii) E(

√
−1u,

√
−1v) = E(u, v).

(iii) E(u, v) is Z-valued onΛ× Λ.
(iv) E(u, v) =

t
u′′v′ − t

u′v′′.

Proof. (i) and (iii) follow from (iv). (ii) follows from [17, Chapter VI, Theo-
rem 1.2]. We prove (iv).

E(u, v) = L(u, v)− L(v, u)

=
1

2π
√
−1

(
t
(ω′u′ + ω′′u′′)(η′v′ + η′′v′′)

− t
(ω′v′ + ω′′v′′)(η′u′ + η′′u′′)

)
=

1

2π
√
−1

(
t
u′(

t
ω′η′′ − t

η′ω′′)v′′ +
t
u′′(

t
ω′′η′ − t

η′′ω′)v′
)
.
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By the generalized Legendre relation (2), we have

t
η′ω′′ − t

ω′η′′ =
t
ω′′η′ − t

η′′ω′ = 2π
√
−1 1g.

Hence we haveE(u, v) =
t
u′′v′ − t

u′v′′. ut

We define the hyperelliptic℘-functions by

℘ij(u) = − ∂2

∂ui∂uj
log σ(u),

℘ijk(u) = − ∂3

∂ui∂uj∂uk
log σ(u), . . . , i, j, k, . . . ∈ {1, 2, . . . , g}.

Obviously,℘-functions do not depend on the order of their indices. For example,
℘ij(u) = ℘ji(u).

Proposition 2.5.For anyu ∈ Cg and anyl ∈ Λ, we have

℘ij(u+ l) = ℘ij(u), ℘ijk(u+ l) = ℘ijk(u), . . . ,

that is, the hyperelliptic℘-functions are periodic with respect toΛ.

Proof. Take the logarithmic derivatives of both sides of the translational relation
(Proposition 2.2). ut

Let J = Cg/Λ be the Jacobian variety ofC andκ : Cg → J be the natural projec-
tion. By Proposition 2.5, we may regard℘ij , ℘ijk, . . . as meromorphic functions
onJ . We write℘ij(P ) = ℘ij(u) for P = κ(u).

We define the Abel-Jacobi mapI : Pic0(C) → J by

I

(
m∑
i=1

niPi

)
= κ

t( m∑
i=1

ni

∫ Pi

∞
ω1, . . . ,

m∑
i=1

ni

∫ Pi

∞
ωg

) ,

where
∑m

i=1 ni = 0. By the Abel-Jacobi theorem, the mapI is well-defined and a
group isomorphism.

The following theorem gives the inverse of the Abel-Jacobi map.

Theorem 2.6.Let (x1, y1), (x2, y2), . . . , (xg, yg) ∈ C and

u =

t( g∑
i=1

∫ (xi,yi)

∞
ω1, . . . ,

g∑
i=1

∫ (xi,yi)

∞
ωg

)
,

that is,κ(u) = I(
∑g

i=1(xi, yi)− g∞). Then we have

2yi = ℘ggg(u)x
g−1
i + ℘gg,g−1(u)x

g−2
i + · · ·+ ℘gg2(u)xi + ℘gg1(u),

xgi = ℘gg(u)x
g−1
i + ℘g,g−1(u)x

g−2
i + · · ·+ ℘g2(u)xi + ℘g1(u).

In particular,
℘gi(u) = (−1)g−ieg−i+1,

whereei is thei-th elementary symmetric polynomial inx1, x2, . . . , xg.
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Proof. See [5, Theorem 3.2].ut

For an integern with 1 ≤ n ≤ g, let

Θ[n] =

{
I

(
n∑

i=1

Pi − n∞

) ∣∣∣ P1, . . . , Pn ∈ C

}
.

We defineΘ[0] = {O}. Then, for0 ≤ n ≤ g,Θ[n] is a closed subvariety ofJ and
dimΘ[n] = min{n, g}. FurthermoreΘ[g] = J . We define the theta divisorΘ by
Θ = Θ[g−1].

Proposition 2.7.The divisor ofσ(u) is κ−1(Θ).

Proof. See [21, pp. 3.80–82]. Note that this proposition is a special case of Theo-
rem 2.17 (ii). ut

By Proposition 2.7,℘i1i2...in has a pole of ordern alongΘ. We can prove the
converse. To state it, we introduce the following notation. LetR be a subring ofC.
We write

R[℘gi, ℘ggi] = R[℘g1, ℘g2, . . . , ℘gg, ℘gg1, ℘gg2, . . . , ℘ggg],

R[℘ij ] = R[{℘ij

∣∣ 1 ≤ i ≤ j ≤ g}],
R[℘ij , ℘ijk] = R[{℘ij

∣∣ 1 ≤ i ≤ j ≤ g} ∪ {℘ijk

∣∣ 1 ≤ i ≤ j ≤ k ≤ g}].

For indeterminatesXij andXijk, we similarly defineR[Xgj , Xggi], R[Xij ] and
R[Xij , Xijk]. When we consider these rings, we ignore the order of the indices of
the indeterminates. For example, we identifyXig asXgi.

Theorem 2.8.Letϕ : J \Θ → C2g be the morphism defined by

ϕ(P ) = (℘g1(P ), ℘g2(P ), . . . , ℘gg(P ), ℘gg1(P ), ℘gg2(P ), . . . , ℘ggg(P )).

Thenϕ is an embedding, therefore the affine ring ofJ \ Θ is isomorphic to
C[℘gi, ℘ggi]. In particular, any meromorphic function onJ which has a pole only
alongΘ is represented as a polynomial in℘g1, ℘g2, . . . , ℘gg, ℘gg1, ℘gg2, . . . ,
℘ggg.

Theorem 2.8 is proved by using Mumford’s construction of hyperelliptic Jaco-
bians [21]. Furthermore, we can determine the structure of the ringC[℘gi, ℘ggi].
We introduce some polynomials to describe it, following [21, Chapter IIIa,§1].
Let

U(t) = tg + U1t
g−1 + · · ·+ Ug,

V (t) = V1t
g−1 + · · ·+ Vg.

By the division algorithm, we have

f(t)− V (t)2 = U(t)W (t) +R1t
g−1 + · · ·+Rg−1t+Rg,



10 Yukihiro Uchida

whereW (t) is a polynomial int, andR1, R2, . . . , Rg are polynomials inU1, U2,
. . . ,Ug, V1, V2, . . . ,Vg with coefficients inZ[λi].

To adopt them to our coordinates℘gi and℘ggi, we define the polynomialsF1,
F2, . . . ,Fg in Xg1, Xg2, . . . , Xgg, Xgg1, Xgg2, . . . , Xggg by

Fi(Xg1, Xg2, . . . , Xgg, Xgg1, Xgg2, . . . , Xggg)

= 4Ri

(
−Xgg,−Xg,g−1, . . . ,−Xg1,

1

2
Xggg,

1

2
Xgg,g−1, . . . ,

1

2
Xgg1

)
,

where we substitute−Xgj andXggj/2 for Ug−j+1 andVg−j+1 respectively in
the right-hand side. We can easily verify thatF1, F2, . . . , Fg ∈ Z[λi][Xgi, Xggi].
Then we can determine the structure of the affine ring ofJ \Θ as follows:

Theorem 2.9.The homomorphism

C[Xgi, Xggi]/〈F1, F2, . . . , Fg〉 → C[℘gi, ℘ggi],

Xgi 7→ ℘gi,

Xggi 7→ ℘ggi

is well-defined and an isomorphism. In particular, we have the differential equa-
tions

Fi(℘g1, ℘g2, . . . , ℘gg, ℘gg1, ℘gg2, . . . , ℘ggg) = 0.

Theorems 2.8 and 2.9 are proved similarly to [21, Chapter IIIa, Theorem 10.3]. In
fact, whenUi andVi are the coordinates ofJ \ Θ as in [21, Chapter IIIa,§1], we
have

Ui = −℘g,g−i+1, Vi =
1

2
℘gg,g−i+1

by Theorem 2.6.

Example 2.10.Wheng = 1, we have

F1 = 4(X3
11 + λ2X

2
11 + λ1X11 + λ0)−X2

111.

Wheng = 2, we have

F1 = 4X4
22 + 4λ4X

3
22 + (12X12 + 4λ3)X

2
22 + (8λ4X12 −X2

222 + 4λ2)X22

+ 4X2
12 + 4λ3X12 − 2X122X222 + 4λ1,

F2 = 4X12X
3
22 + 4λ4X12X

2
22 + (8X2

12 + 4λ3X12)X22

+ 4λ4X
2
12 + (−X2

222 + 4λ2)X12 −X2
122 + 4λ0.

By Theorem 2.9, we can represent any meromorphic function onJ with only
pole alongΘ as a polynomial in℘gi and℘ggi. However, these expression may
be complicated and it may be difficult to derive them. Hence we often use all the
second and third derivatives℘11, ℘12, . . . , ℘gg and℘111, ℘112, . . . , ℘ggg. In fact,
these derivatives often appear in the formulas in the rest of this paper.
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Example 2.11.In the case of genus 2, Grant [12] obtained the defining equations
of J \ Θ, where he used all the second and third derivatives℘11, ℘12, ℘22, ℘111,
℘112, ℘122, ℘222. We use his equations:

F3 = X12X222 −X122X22 −X112,

F4 = 2(X22 + λ4)X112 − (X12 + λ3)X122 −X11X222 −X111,

F5 = (4X22 + 4λ4)X
2
12 − 4X11X12 + 4λ0 −X2

122,

F6 = 4(X3
22 +X12X22 + λ4X

2
22 +X11 + λ3X22 + λ2)−X2

222,

F7 = 2X2
12 + (4X2

22 + 4λ4X22 + 2λ3)X12 + 2λ1 − 2X11X22 −X122X222.

Note that our coordinatesXijk are different from Grant’s coordinates. We have the
isomorphism

C[Xij , Xijk]/〈F3, F4, . . . , F7〉 → C[℘ij , ℘ijk],

Xij 7→ ℘ij ,

Xijk 7→ ℘ijk.

We can also obtain the defining equations like those in Example 2.11 in the
case of genus 3. See [5, Theorem 4.7].

H. F. Baker [3] proved the following relation between℘ijkl and℘ij .

Theorem 2.12 (Fundamental formula).Lete1, e2, e3, ande4 be indeterminates.
Let

f(x, z) =

g∑
i=0

xizi(λ2i+1(x+ z) + 2λ2i),

whereλ2g+1 = 1. Then we have∏
1≤i<j≤4

(ei − ej) ·
∑

1≤i,j,k,l≤g

℘ijkl(u)e
i−1
1 ej−1

2 ek−1
3 el−1

4

= 2
∑
ρ∈A3

[
(eρ(1) − eρ(2))(e4 − eρ(3))

·

(
f(eρ(1), eρ(2))− (eρ(1) − eρ(2))

2
∑

1≤i,j≤g

℘ij(u)e
i−1
ρ(1)e

j−1
ρ(2)

)

·

(
f(e4, eρ(3))− (e4 − eρ(3))

2
∑

1≤i,j≤g

℘ij(u)e
i−1
4 ej−1

ρ(3)

)]
,

(3)

whereA3 is the alternating group of degree3.

Proof. See [3, pp. 136–144]. Note that our definition of the℘-functions are dif-
ferent from that in [3] since the defining equation ofC in [3] is taken asy2 =
4x2g+1+ · · · while our defining equation is taken asy2 = x2g+1+ · · · . Therefore
our formula also differs from that in [3, p. 144].ut
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Corollary 2.13. Let1 ≤ i, j, k, l ≤ g. Then℘ijkl can be represented as a polyno-
mial in ℘11, ℘12, . . . , ℘gg with coefficients inZ[λi].

Proof. The right-hand side of (3) is alternating with respect toe1, . . . , e4. Hence
it is divisible by

∏
(ei − ej). Since the coefficients of the right-hand side of (3) as

a polynomial ine1, . . . ,e4 belong toZ[λi][℘ij ], this corollary holds. ut

Remark 2.14.Explicit descriptions of℘ijkl in the case of genus 3 are written in
[3, pp. 155–156] and [5, Section 4.2.2]. Note that our definition of℘-functions is
slightly different from theirs.

To describe the addition formula, we introduce the following functions:

mi,j(u, v) = ℘g,i+1(u)℘g,j+1(v)− ℘g,i+1(v)℘g,j+1(u)

+ ℘i,j+1(v)− ℘i,j+1(u)− ℘i+1,j(v) + ℘i+1,j(u),

where we assume that℘mn = 0 unless1 ≤ m,n ≤ g. Let k = g if g is even,
k = g + 1 if g is odd. We define the skew-symmetrick × k-matrixMg(u, v) by

Mg(u, v) = (mi,j(u, v))0≤i,j≤k−1.

We denote the Pfaffian of the matrixMg(u, v) byFg(u, v):

Fg(u, v) = pfMg(u, v) =
√
detMg(u, v),

where the sign of the square root is chosen so thatpf
(

0 −1n
1n 0

)
= (−1)n+1. Then

Fg(u, v) is a polynomial in℘ij(u) and℘ij(v) with integral coefficients. We have
the addition formula as follows:

Theorem 2.15 (Buchstaber-Enolskii-Leykin).We have

σ(u+ v)σ(u− v)

σ(u)2σ(v)2
= Fg(u, v).

Proof. See [6, Theorem 3.3].ut

Example 2.16.Wheng = 1, we have

σ(u+ v)σ(u− v)

σ(u)2σ(v)2
= −℘11(u) + ℘11(v).

This is a well-known formula (cf. [31, Chapter XX, p. 451, Example 1]).
Wheng = 2, we have

σ(u+ v)σ(u− v)

σ(u)2σ(v)2
= −℘11(u) + ℘11(v)− ℘12(u)℘22(v) + ℘22(u)℘12(v).

This formula is classical (cf. [4, p. 100]).
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Finally, we review the result on the derivatives of the sigma function in [26].
For an integern with 1 ≤ n ≤ g, we denote by\n the set of positive integersi
such thatn+ 1 ≤ i ≤ g andi ≡ n+ 1 (mod 2), that is,

\n =

{
{n+ 1, n+ 3, . . . , g} if g ≡ n+ 1 (mod 2),

{n+ 1, n+ 3, . . . , g − 1} if g ≡ n (mod 2).

We also define] = \1 and[ = \2. For any meromorphic functionF on Cg, we
define

F\n(u) =

∏
i∈\n

∂

∂ui

F (u).

Similarly, we defineF] = F\1 andF[ = F\2 . Note thatF\g = F since\g = ∅.

Theorem 2.17 (̂Onishi). Letn be an integer with1 ≤ n ≤ g.

(i) Let \̌n be a proper subset of\n and

σ\̌n(u) =

∏
i∈\̌n

∂

∂ui

σ(u).

Thenσ\̌n(u) = 0 for anyu ∈ κ−1(Θ[n]).

(ii) Letu ∈ κ−1(Θ[n]). Thenσ\n(u) = 0 if and only ifu ∈ κ−1(Θ[n−1]).

Proof. (i) is [26, Lemma 6.2]. (ii) follows from [26, Proposition 6.5].ut

3. Division of hyperelliptic functions

In this section, we prove some lemmas on division of hyperelliptic functions. This
section is technical, and the results in this section are only used to actually compute
the division polynomials and to prove results on the coefficients of the division
polynomials.

We use the theory of Gröbner bases in polynomial rings over Noetherian rings
to prove the lemmas in this section. We do not include the definition and properties
of Gröbner bases in this paper. For details, we refer the readers to [1, Chapter 4].

For simplicity, we restrict ourselves the case where the coefficient ring is a
unique factorization domain (UFD). It is sufficient for our applications. We fix a
term order on each polynomial ring throughout this section.

Definition 3.1. LetR be a Noetherian UFD. LetG = {G1, . . . , Gt} be a set of
non-zero polynomials inR[X1, . . . , Xn]. Then we define

∆(G) = ∆(G1, . . . , Gt) = lcm(lc(Gi)
∣∣ 1 ≤ i ≤ t)),

wherelc(Gi) is the leading coefficient ofGi.
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Lemma 3.2.LetR be a Noetherian UFD andK be a field which containsR as a
subring. LetI ⊂ R[X1, . . . , Xn] be a non-zero ideal. LetG be a Gr̈obner basis
for I. Then we have

IK[X1, . . . , Xn] ∩R[X1, . . . , Xn]

= IR[1/∆(G)][X1, . . . , Xn] ∩R[X1, . . . , Xn].

Proof. If K is the quotient field ofR, then the lemma follows from [1, Proposi-
tion 4.4.4] and the paragraph after the proof of it. For the general case, letF be the
quotient field ofR. ThenK is an extension field ofF . It is known that

IK[X1, . . . , Xn] ∩ F [X1, . . . , Xn] = IF [X1, . . . , Xn],

which is clear by the theory of Gröbner bases, or see [29,§16.7, Lemma]. By
taking the intersections of both sides andR[X1, . . . , Xn], we obtain the lemma.
ut

Lemma 3.3.LetR be a Noetherian UFD andK be a field which containsR as a
subring. LetI be a non-zero ideal inR[X1, . . . , Xn], IK = IK[X1, . . . , Xn], and
π : K[X1, . . . , Xn] → K[X1, . . . , Xn]/IK be the natural map. We assume that
IK is a prime ideal. LetS ∈ R[X1, . . . , Xn] with π(S) 6= 0. LetG be a Gr̈obner
basis forI+〈S〉 and∆ = ∆(G). Then, for anyP ∈ R[1/∆][X1, . . . , Xn] and any
Q ∈ K[X1, . . . , Xn] withπ(P ) = π(QS), there existsQ′ ∈ R[1/∆][X1, . . . , Xn]
such thatπ(Q′) = π(Q).

Proof. By assumption,P − QS ∈ IK . Hence we haveP ∈ IK + 〈S〉. Since
P ∈ R[1/∆][X1, . . . , Xn], there exists a non-negative integerm such that∆mP ∈
R[X1, . . . , Xn]. Let P ′ = ∆mP . ThenP ′ ∈ (IK + 〈S〉) ∩ R[X1, . . . , Xn]. By
Lemma 3.2,

(IK + 〈S〉)∩R[X1, . . . , Xn] = (I+ 〈S〉)R[1/∆][X1, . . . , Xn]∩R[X1, . . . , Xn].

Therefore there existsQ′′ ∈ R[1/∆][X1, . . . , Xn] such thatP ′ −Q′′S ∈ IK . Let
Q′ = Q′′/∆m. ThenP −Q′S ∈ IK , that is,π(P ) = π(Q′S). SinceIK is a prime
ideal, we haveπ(Q′) = π(Q). ut

By using Lemma 3.3, we can prove a lemma on division of hyperelliptic func-
tions.

Lemma 3.4.LetR be a Noetherian UFD which is a subring ofC and which con-
tainsZ[λi]. LetS ∈ R[℘gi, ℘ggi] be a non-zero function. Let̃S ∈ R[Xgi, Xggi] be
a polynomial withS̃(℘gi, ℘ggi) = S. LetG be a Gr̈obner basis for〈F1, . . . , Fg, S̃〉
in R[Xgi, Xggi], whereF1, . . . , Fg are the polynomials in Theorem 2.9. Let∆ =
∆(G). Then, for anyP ∈ R[1/∆][℘gi, ℘ggi] and anyQ ∈ C[℘gi, ℘ggi], if P =
QS, thenQ ∈ R[1/∆][℘gi, ℘ggi].
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Proof. By Theorem 2.9, the homomorphism

ϕ : C[Xgi, Xggi]/〈F1, . . . , Fg〉 → C[℘gi, ℘ggi],

Xgi 7→ ℘gi,

Xggi 7→ ℘ggi

is an isomorphism. Since the right-hand side is an integral domain,〈F1, . . . , Fg〉
is a prime ideal. Therefore the lemma follows from Lemma 3.3.ut

In Lemma 3.4, we use the defining equations ofJ \Θ in Theorem 2.9. We can
also use other defining equations ofJ \ Θ. In the case of genus 2, we can use the
defining equations in Example 2.11. Then we have the following lemma.

Lemma 3.5.Let g = 2. Let R be a Noetherian UFD which is a subring ofC
and which containsZ[λi]. LetS ∈ R[℘ij , ℘ijk] be a non-zero function. Let̃S ∈
R[Xij , Xijk] be a polynomial withS̃(℘ij , ℘ijk) = S. LetG be a Gr̈obner ba-
sis for 〈F3, . . . , F7, S̃〉 in R[Xij , Xijk], whereF3, . . . , F7 are the polynomials in
Example 2.11. Let∆ = ∆(G). Then, for anyP ∈ R[1/∆][℘ij , ℘ijk] and any
Q ∈ C[℘ij , ℘ijk], if P = QS, thenQ ∈ R[1/∆][℘ij , ℘ijk].

The proof is similar to that of Lemma 3.4.

Remark 3.6.The denominator∆ in Lemma 3.4 or 3.5 depends on the term order
and the choice of the Gröbner basisG.

4. The division polynomials

In this section, we define the division polynomials and study their properties. Our
definition is a generalization of that in [15].

Definition 4.1. For an integern, we define thedivision polynomialφn by

φn(u) =
σ(nu)

σ(u)n2 . (4)

Remark 4.2.Forg = 1, the usual definition of the division polynomials isψn(u) =

(−1)n+1σ(nu)/σ(u)n
2

.

Proposition 4.3.For any integern,

φ−n(u) =

{
−φn(u) if g ≡ 1, 2 (mod 4),

φn(u) if g ≡ 0, 3 (mod 4).

Proof. The proposition immediately follows from Proposition 2.3.ut

Proposition 4.4.For any integern, φn(u) is periodic with respect toΛ. Therefore
it is a meromorphic function onJ .

Proof. The proposition follows from Proposition 2.2 by an easy calculation.ut
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By Proposition 4.4, we can writeφn(P ) = φn(u) for P = κ(u).

Corollary 4.5. For any integern, φn ∈ C[℘gi, ℘ggi].

Proof. The functionφn(u) has a pole only alongΘ by definition. Therefore the
corollary follows from Theorem 2.8.ut

Remark 4.6.We will prove a stronger result later. See Theorem 5.8. However, we
use Corollary 4.5 in the proof of it.

The following theorem describes a condition that a point in the Jacobian is an
n-torsion point by the division polynomial and its derivatives.

Theorem 4.7.Letn be a non-zero integer andP ∈ J \Θ. Then[n]P = O if and
only if (φn)\m(P ) = 0 for all m = 1, 2, . . . , g.

Proof. In the proof, we write

FI(u) =

(∏
i∈I

∂

∂ui

)
F (u)

for a meromorphic functionF and a subsetI ⊂ \m.
Letu ∈ Cg be a point withκ(u) = P . First, assume that[n]P = O. Thennu ∈

κ−1(Θ[m]) for 0 ≤ m ≤ g. Let F (u) = 1/σ(u)n
2

. Thenφn(u) = σ(nu)F (u).
Hence, for1 ≤ m ≤ g,

(φn)\m(u) =
∑
I⊂\m

n|I|σI(nu)F\m\I(u), (5)

where we denote by|I| the number of elements inI. By Theorem 2.17,σI(nu) =
0 for any subsetI ⊂ \m. Therefore(φn)\m(P ) = 0.

Conversely, assume that(φn)\m(P ) = 0 for m = 1, 2, . . . , g. It is sufficient
to prove thatnu ∈ κ−1(Θ[m]) for 0 ≤ m ≤ g. We prove it by induction onm.
It is clear whenm = g. Assume thatnu ∈ κ−1(Θ[m]). By Theorem 2.17 (i), for
any proper subsetI ( \m, σI(nu) = 0. Therefore, by (5) and the assumption that
(φn)\m(u) = 0,

n|\
m|σ\m(nu)F (u) = 0.

SinceF (u) 6= 0, we haveσ\m(nu) = 0. By Theorem 2.17 (ii), we havenu ∈
κ−1(Θ[m−1]). ut

Remark 4.8.When g = 1, Theorem 4.7 is clear and well-known. Wheng =
2, Kanayama [15, Theorem 7] proved that[n]P = O if and only if φn(P ) =
(∂φn/∂u2)(P ) = (∂2φn/∂u

2
2)(P ) = 0. Since(φn)\2 = φn and (φn)\1 =

∂φn/∂u2, Theorem 4.7 is a refinement of Kanayama’s result.

As generalizations of Kanayama’s results [15, Proposition 1 and Lemma 1],
we have the following propositions.
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Proposition 4.9.Letm andn be integers. Then we have

φm+n(u)φm−n(u)

φm(u)2φn(u)2
= Fg(mu, nu) (m,n 6= 0), (6)

φmn(u) = φm(nu)φn(u)
m2

. (7)

Proof. These formulas easily follow from Theorem 2.15 and the definition of the
division polynomials. ut

Proposition 4.10.Letn be a non-zero integer. Then we have

℘ij(nu) = ℘ij(u) +
φ
(i)
n φ

(j)
n − φnφ

(ij)
n

n2φ2n
,

℘ijk(nu) =
1

n
℘ijk(u)

−
φ
(ijk)
n φ2n −

(
φ
(ij)
n φ

(k)
n + φ

(ki)
n φ

(j)
n + φ

(jk)
n φ

(i)
n

)
φn + 2φ

(i)
n φ

(j)
n φ

(k)
n

n3φ3n
,

whereφn = φn(u), φ
(i)
n = ∂φn/∂ui, φ

(ij)
n = ∂φ

(i)
n /∂uj , φ

(ijk)
n = ∂φ

(ij)
n /∂uk.

Proof. Take the logarithmic derivatives of both sides of (4).ut

Forn = 0, 1, 2, the division polynomialφn is described as follows:

Theorem 4.11.We have

φ0(u) = 0, φ1(u) = 1,

φ2(u) =
∂lFg(v, u)

∂v1∂v3 . . . ∂v2l−1

∣∣∣∣
v=u

,

whereg = 2l− 1 or g = 2l. In particular,φ0(u), φ1(u), φ2(u) ∈ Z[λi][℘ij , ℘ijk].

For the proof, we need an analog of de l’Hôpital’s rule.

Lemma 4.12.LetD ⊂ Cg be a domain andα ∈ D. LetF andG be holomorphic
functions on D. Assume thatF/G can be extended as a holomorphic functionH
on D. Let

d = min

{
n ∈ Z≥0

∣∣∣ there existi1, . . . , in such that
∂nG

∂ui1 · · · ∂uin
(α) 6= 0

}
.

Then, if indicesi1, . . . , id satisfy(∂dG/∂ui1 . . . ∂uid)(α) 6= 0, we have

lim
u→α

G(u)6=0

F (u)

G(u)
=

(∂dF/∂ui1 . . . ∂uid)(α)

(∂dG/∂ui1 . . . ∂uid)(α)
= H(α).
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Proof. Let S = {1, 2, . . . , d}. For simplicity, we write

FI(u) =

∏
j∈I

∂

∂uij

F (u)

for any subsetI ⊂ S.
SinceF (u) = G(u)H(u), we have

FS(u) =
∑
I⊂S

GI(u)HS\I(u).

If I is a proper subset ofS, thenGI(α) = 0 by the definition ofd. Hence we have

FS(α) = GS(α)H(α).

This proves the lemma.ut

Proof (Proof of Theorem 4.11).We haveφ0(u) = 0 andφ1(u) = 1 by definition.
By Theorem 2.15,

σ(u+ v)

σ(u)2σ(v)2
=

Fg(v, u)

σ(v − u)
. (8)

If we fix u, then the left-hand side of (8) is holomorphic with respect tov in a
neighborhood ofv = u. By Proposition 2.1,

∂lσ(v − u)

∂v1∂v3 . . . ∂v2l−1

∣∣∣∣
v=u

= 1.

Therefore, by Lemma 4.12,

φ2(u) =
σ(2u)

σ(u)4
=

∂lFg(v, u)

∂v1∂v3 . . . ∂v2l−1

∣∣∣∣
v=u

.

SinceFg(u, v) is a polynomial in℘ij(u) and℘ij(v) with integral coefficients,
by Corollary 2.13, we haveφ2(u) ∈ Z[λi][℘ij , ℘ijk]. ut

Example 4.13.Forg = 1, we have

φ2(u) = ℘11(u).

Forg = 2, we have

φ2(u) = ℘12(u)℘122(u)− ℘22(u)℘112(u)− ℘111(u).

Now we can compute the division polynomialφn by Lemma 3.4, Proposi-
tions 4.9 and 4.10, and Theorem 4.11 as in [15, pp. 403–404]. Although we can
use determinantal expressions (Theorems 5.5 and 5.7) or the recurrence formula
(Theorem 6.4), they are rather complicated forg ≥ 2.

For g = 2 and1 ≤ n ≤ 5, the author computedφn and verified thatφn ∈
Z[λi][℘ij , ℘ijk] by using Maxima [19] and Risa/Asir [23]. Note that it is not nec-
essary to use Lemma 3.4 in the case of genus 2 (see [15]). This fact suggests the
following conjecture:
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Conjecture 4.14.For any integern, φn(u) ∈ Z[λi][℘ij , ℘ijk].

This conjecture is true forg = 1 (cf. [27, Section 1.3]). In the case of genus 2,
Kanayama proved thatφn ∈ Q[λi][℘ij , ℘ijk] for any integern in [16, Corollary 1
(Corrected)]. We will prove a weaker result than Conjecture 4.14 in Theorem 5.8.
Using Theorem 5.8, we will prove thatφn ∈ Z[1/2, λi][℘ij , ℘ijk] for g = 2 in
Example 5.9. This statement is stronger than Kanayama’s result.

5. Determinantal expressions

In this section, we give determinantal expressions for the division polynomialφn.
As an application, we prove a result on the coefficients ofφn as a polynomial in
the℘-functions.

Let u ∈ κ−1(Θ[1]). We define

w0(u) = 1, w1(u) = x(u), w2(u) = x(u)2, . . . , wg(u) = x(u)g,

and

wg+i(u) =

{
x(u)(i−1)/2y(u) if i is odd,

x(u)g+i/2 if i is even,

for i ≥ 1. Ônishi proved the following formula.

Theorem 5.1 (Frobenius-Stickelberger-type formula).Let n be an integer and
u(1), . . . , u(n) ∈ κ−1(Θ[1]).

(i) If 2 ≤ n ≤ g, then we have

(−1)n(n−1)(n+g+1)/2
σ\n(u

(1) + · · ·+ u(n))
∏

1≤i<j≤n σ[(u
(i) − u(j))

σ](u(1))n . . . σ](u(n))n

= det
(
wj−1(u

(i))
)
1≤i,j≤n

.

(ii) If n ≥ g, then we have

(−1)(n−g−1)(n+g2+2g)/2
σ(u(1) + · · ·+ u(n))

∏
1≤i<j≤n σ[(u

(i) − u(j))

σ](u(1))n . . . σ](u(n))n

= det
(
wj−1(u

(i))
)
1≤i,j≤n

.

Remark 5.2.Theorem 5.1 is proved in [26, Theorem 8.2]. Unfortunately, the sign
in [26, Theorem 8.2] is incorrect since the sign in [26, Proposition 5.1] is miscal-
culated. The sign(−1)g(g−1)(g−3)/2 in [26, Proposition 5.1] should be replaced
by (−1)g(g−2)(g−3)/2, then [26, Theorem 8.2] is modified as above.

Using Theorem 5.1,̂Onishi also proved a similar formula for his division poly-
nomialψn(u) = σ(nu)/σ](u)

n2

(cf. [26, Theorem 9.3]). This formula is called
the Kiepert-type formula. We prove a similar formula for our division polynomial
φn(u) = σ(nu)/σ(u)n

2

.
We need some lemmas.
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Lemma 5.3.Fix an integerk with 1 ≤ k ≤ g. Letu andv be onκ−1(Θ[1]). Then

lim
u→v

σ[(u− v)

uk − vk
=

1

xk−1(v)
.

Proof. See [26, Lemma 9.1].ut

Lemma 5.4.For any genusg, the functionσ[(u) is an odd function.

Proof. Let |[| be the number of elements in[. Then|[| is (g−1)/2 if g is odd, and
(g−2)/2 if g is even. Hence|[| is an even number ifg ≡ 1, 2 (mod 4), and an odd
number ifg ≡ 0, 3 (mod 4). Therefore the lemma follows from Proposition 2.3.
ut

Using these lemmas, we prove the following theorem.

Theorem 5.5 (Kiepert-type formula). Fix an integerk with 1 ≤ k ≤ g. Let
n ≥ 1 be an integer,u(1), . . . , u(g) ∈ κ−1(Θ[1]), andu = u(1) + · · · + u(g). We
define

Nn(u
(1), . . . , u(g)) =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

1 w1(u
(1)) w2(u

(1)) . . . wng−1(u
(1))

...
...

...
. ..

...
1 w1(u

(g)) w2(u
(g)) . . . wng−1(u

(g))
0 w′

1(u
(1)) w′

2(u
(1)) . . . w′

ng−1(u
(1))

...
...

...
. ..

...
0 w′

1(u
(g)) w′

2(u
(g)) . . . w′

ng−1(u
(g))

...
...

...
...

...

0 w
(n−1)
1 (u(1)) w

(n−1)
2 (u(1)) . . . w

(n−1)
ng−1 (u

(1))
...

...
...

. ..
...

0 w
(n−1)
1 (u(g)) w

(n−1)
2 (u(g)) . . . w

(n−1)
ng−1 (u

(g))

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
and

D(u(1), . . . , u(g)) =

∣∣∣∣∣∣∣∣∣
1 w1(u

(1)) w2(u
(1)) . . . wg−1(u

(1))
1 w1(u

(2)) w2(u
(2)) . . . wg−1(u

(2))
...

...
...

. ..
...

1 w1(u
(g)) w2(u

(g)) . . . wg−1(u
(g))

∣∣∣∣∣∣∣∣∣ ,
where the symbols′, ′′, . . . , (n−1) denote

d

duk
,

(
d

duk

)2

, . . . ,

(
d

duk

)n−1

respectively. Here we regardwj(u) locally as a function ofuk. Then we have

φn(u) = εn

(
x(u(1)) · · ·x(u(g))

)(k−1)n(n−1)/2
Nn(u

(1), . . . , u(g))

(1!2! · · · (n− 1)!)gD(u(1), . . . , u(g))n2 ,
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where

εn =


1 if g ≡ 0 (mod 4),

(−1)n−1 if g ≡ 1 (mod 4),

(−1)n(n−1)/2 if g ≡ 2, 3 (mod 4).

(9)

Proof. We divide the proof into two steps. The first step is taking limits of both
sides of the Frobenius-Stickelberger-type formula (Theorem 5.1). This step is sim-
ilar to the proof ofÔnishi’s Kiepert-type formula ([24, Theorem 3.3]). The second
step is eliminatingσ] andσ[ by combining the formula obtained in the first step
and the Frobenius-Stickelberger-type formula itself.

Step 1.Replacingn by ng in Theorem 5.1, we have

(−1)g(ng−g−1)(n+g+2)/2
σ(u(1) + · · ·+ u(ng))

∏
1≤i<j≤ng σ[(u

(i) − u(j))

σ](u(1))ng . . . σ](u(ng))ng

=

∣∣∣∣∣∣∣∣∣
1 w1(u

(1)) w2(u
(1)) . . . wng−1(u

(1))
1 w1(u

(2)) w2(u
(2)) . . . wng−1(u

(2))
...

...
...

. ..
...

1 w1(u
(ng)) w2(u

(ng)) . . . wng−1(u
(ng))

∣∣∣∣∣∣∣∣∣ . (10)

The right-hand side is equal to

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

1 w1(u
(1)) . . . wng−1(u

(1))
...

...
. ..

...
1 w1(u

(g)) . . . wng−1(u
(g))

0 w1(u
(g+1))− w1(u

(1)) . . . wng−1(u
(g+1))− wng−1(u

(1))
...

...
. ..

...
0 w1(u

(2g))− w1(u
(g)) . . . wng−1(u

(2g))− wng−1(u
(g))

1 w1(u
(2g+1)) . . . wng−1(u

(2g+1))
...

...
. ..

...
1 w1(u

(ng)) . . . wng−1(u
(ng))

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

.

For1 ≤ i ≤ g, we puth(i) = u
(g+i)
k − u

(i)
k . By Taylor’s theorem,

wj(u
(g+i))− wj(u

(i)) = w′
j(u

(i))h(i) + (d◦(h(i)) ≥ 2).
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Therefore, by dividing both sides of (10) byh(1)h(2) · · ·h(g), taking limitsu(g+i) →
u(i) for 1 ≤ i ≤ g, and using Lemmas 5.3 and 5.4, we have

(−1)g(ng−g−1)(n+g+2)/2+g+g(g−1)/2σ(2u+ u(2g+1) + · · ·+ u(ng))

·
∏

1≤i<j≤g

σ[(u
(i)−u(j))4 ·

∏
1≤i≤g

2g+1≤j≤ng

σ[(u
(i)−u(j))2 ·

∏
2g+1≤i<j≤ng

σ[(u
(i)−u(j))

/(
g∏

i=1

(
x(u(i))k−1σ](u

(i))2ng
)
· σ](u(2g+1))ng · · ·σ](u(ng))ng

)

=

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

1 w1(u
(1)) w2(u

(1)) . . . wng−1(u
(1))

...
...

...
. . .

...
1 w1(u

(g)) w2(u
(g)) . . . wng−1(u

(g))
0 w′

1(u
(1)) w′

2(u
(1)) . . . w′

ng−1(u
(1))

...
...

...
. . .

...
0 w′

1(u
(g)) w′

2(u
(g)) . . . w′

ng−1(u
(g))

1 w1(u
(2g+1)) w2(u

(2g+1)) . . . wng−1(u
(2g+1))

...
...

...
. . .

...
1 w1(u

(ng)) w2(u
(ng)) . . . wng−1(u

(ng))

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

. (11)

We repeat these operations. For1 ≤ i ≤ g, we puth(i) = u
(2g+i)
k − u

(i)
k . The

right-hand side of (11) is equal to

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

1 w1(u
(1)) . . .

...
...

. . .
1 w1(u

(g)) . . .
0 w′

1(u
(1)) . . .

...
...

. . .
0 w′

1(u
(g)) . . .

0 w1(u
(2g+1))− w1(u

(1))− w′
1(u

(1))h(1) . . .
...

...
. . .

0 w1(u
(3g))− w1(u

(g))− w′
1(u

(1))h(g) . . .
1 w1(u

(3g+1)) . . .
...

...
. . .

1 w1(u
(ng)) . . .

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

.

By Taylor’s theorem,

wj(u
(g+i))− wj(u

(i))− w′
j(u

(i))h(i) =
1

2!
w′′

j (u
(i))(h(i))2 + (d◦(h(i)) ≥ 3).
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Therefore, by dividing both sides of (11) by
(
h(1)h(2) · · ·h(g)

)2
, taking limits

u(2g+i) → u(i) for 1 ≤ i ≤ g, and using Lemmas 5.3 and 5.4, we have

(−1)g(ng−g−1)(n+g+2)/2+(1+2)(g+g(g−1)/2)σ(3u+ u(3g+1) + · · ·+ u(ng))

·
∏

1≤i<j≤g

σ[(u
(i)−u(j))9 ·

∏
1≤i≤g

3g+1≤j≤ng

σ[(u
(i)−u(j))3 ·

∏
3g+1≤i<j≤ng

σ[(u
(i)−u(j))

/(
g∏

i=1

(
x(u(i))3(k−1)σ](u

(i))3ng
)
· σ](u(3g+1))ng · · ·σ](u(ng))ng

)

=
1

(2!)g

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

1 w1(u
(1)) w2(u

(1)) . . . wng−1(u
(1))

...
...

...
. . .

...
1 w1(u

(g)) w2(u
(g)) . . . wng−1(u

(g))
0 w′

1(u
(1)) w′

2(u
(1)) . . . w′

ng−1(u
(1))

...
...

...
. . .

...
0 w′

1(u
(g)) w′

2(u
(g)) . . . w′

ng−1(u
(g))

0 w′′
1 (u

(1)) w′′
2 (u

(1)) . . . w′′
ng−1(u

(1))
...

...
...

. . .
...

0 w′′
1 (u

(g)) w′′
2 (u

(g)) . . . w′′
ng−1(u

(g))

1 w1(u
(3g+1)) w2(u

(3g+1)) . . . wng−1(u
(3g+1))

...
...

...
. . .

...
1 w1(u

(ng)) w2(u
(ng)) . . . wng−1(u

(ng))

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

.

Repeating these operations, we have

(−1)α
σ(nu)

∏
1≤i<j≤g σ[(u

(i) − u(j))n
2∏g

i=1

(
x(u(i))(k−1)n(n−1)/2σ](u(i))n

2g
)

=
1

(1!2! · · · (n− 1)!)g
Nn(u

(1), . . . , u(g)), (12)

where

α =
1

2
g(ng − g − 1)(n+ g + 2) +

(
1 + 2 + · · ·+ (n− 1)

)(
g +

1

2
g(g − 1)

)
=

1

2
g(ng − g − 1)(n+ g + 2) +

1

4
n(n− 1)g(g + 1).

Step 2.Replacingn by g in Theorem 5.1, we have

(−1)g(g−1)/2
σ(u)

∏
1≤i<j≤g σ[(u

(i) − u(j))∏g
i=1 σ](u

(i))g
= D(u(1), . . . , u(g)). (13)

Combining (12) and (13), we have

φn(u) = εn

(
x(u(1)) · · ·x(u(g))

)(k−1)n(n−1)/2
Nn(u

(1), . . . , u(g))

(1!2! · · · (n− 1)!)gD(u(1), . . . , u(g))n2 ,
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where

εn = (−1)β ,

β =
1

2
g(ng − g − 1)(n+ g + 2) +

1

4
n(n− 1)g(g + 1)− 1

2
n2g(g − 1).

It is easy to verify thatεn satisfies (9). ut

In Theorem 5.5, we use derivatives with respect touk. By using derivatives
with respect tox, we obtain another formula.

Let µ(u) be a function onκ−1(Θ[1]). We denote bẏµ(u), µ̈(u), . . . ,µ〈ν〉(u)
the functions

dµ

dx
(u),

d2µ

dx2
(u), . . . ,

dνµ

dxν
(u)

respectively.

Lemma 5.6.Letm > 0 be any integer. Then we have

1

m!

(
2y(u)

)2m−1
y〈m〉(u) ∈ Z[λi][x(u), y(u)].

Proof. We prove the lemma by induction onm. Sinceẏ(u) = ḟ(x(u))/
(
2y(u)

)
,

the lemma holds form = 1.
We assume that the lemma holds for1, 2, . . . ,m − 1. Then, for any integer

1 ≤ k ≤ m − 1, there existsak(u) ∈ Z[λi][x(u), y(u)] such thaty〈k〉(u) =

k!ak(u)/
(
2y(u)

)2k−1
. By differentiating the defining equationy2 = f(x), we

have

2y(u)y〈m〉(u) = f 〈m〉(x(u))−
m−1∑
k=1

(
m

k

)
y〈k〉(u)y〈m−k〉(u).

It is easily seen thatf 〈m〉(x(u))/m! ∈ Z[λi][x(u)]. By assumption, we have(
m

k

)
y〈k〉(u)y〈m−k〉(u) = m!

ak(u)am−k(u)(
2y(u)

)2m−2 .

Therefore the lemma holds form. ut

For integersi, j ≥ 0, we define

Wi,j(u) =
w

〈i〉
j (u)

i!
.

Then we have the following formula.
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Theorem 5.7.Under the assumptions and notation of Theorem 5.5, we define

Mn(u
(1), . . . , u(g)) =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

W0,0(u
(1)) W0,1(u

(1)) . . . W0,ng−1(u
(1))

...
...

. ..
...

W0,0(u
(g)) W0,1(u

(g)) . . . W0,ng−1(u
(g))

W1,0(u
(1)) W1,1(u

(1)) . . . W1,ng−1(u
(1))

...
...

. ..
...

W1,0(u
(g)) W1,1(u

(g)) . . . W1,ng−1(u
(g))

...
...

...
...

Wn−1,0(u
(1)) Wn−1,1(u

(1)) . . . Wn−1,ng−1(u
(1))

...
...

. ..
...

Wn−1,0(u
(g)) Wn−1,1(u

(g)) . . . Wn−1,ng−1(u
(g))

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
and

Fn(u
(1), . . . , u(g)) = εn

(
2gy(u(1)) · · · y(u(g))

)n(n−1)/2
Mn(u

(1), . . . , u(g)).

Then we have

φn(u) =
Fn(u

(1), . . . , u(g))

D(u(1), . . . , u(g))n2 . (14)

Furthermore we have

Fn(u
(1), . . . , u(g)) ∈ Z[λi][x(u(1)), . . . , x(u(g)), y(u(1)), . . . , y(u(g))]. (15)

Proof. The proof of (14) is similar to that of Theorem 5.5. We omit the details.
We prove (15). To simplify notation, we write

R = Z[λi][x(u(1)), . . . , x(u(g)), y(u(1)), . . . , y(u(g))].

Let s be the largest integer not exceeding(n−1)g/2, andr = ng−s. By (14),
we have

φn(u) = ±

(
2gy(u(1)) · · · y(u(g))

)n(n−1)/2

D(u(1), . . . , u(g))n2

·

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

1
0!

x(u(1))
0!

. . . xr−1(u(1))
0!

y(u(1))
0!

. . . (xs−1y)(u(1))
0!

0 ẋ(u(1))
1!

. . . (xr−1)〈1〉(u(1))
1!

ẏ(u(1))
1!

. . . (xs−1y)〈1〉(u(1))
1!

...
...

. . .
...

...
. . .

...

0 x〈n−1〉(u(1))
(n−1)!

. . . (xr−1)〈n−1〉(u(1))
(n−1)!

y〈n−1〉(u(1))
(n−1)!

. . . (xs−1y)〈n−1〉(u(1))
(n−1)!

...
...

. . .
...

...
. . .

...
1
0!

x(u(g))
0!

. . . xr−1(u(g))
0!

y(u(g))
0!

. . . (xs−1y)(u(g))
0!

0 ẋ(u(g))
1!

. . . (xr−1)〈1〉(u(g))
1!

ẏ(u(g))
1!

. . . (xs−1y)〈1〉(u(g))
1!

...
...

. . .
...

...
. . .

...

0 x〈n−1〉(u(g))
(n−1)!

. . . (xr−1)〈n−1〉(u(g))
(n−1)!

y〈n−1〉(u(g))
(n−1)!

. . . (xs−1y)〈n−1〉(u(g))
(n−1)!

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

.
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Let A be the matrix in the right-hand side. We denote byAi1...ik
j1...jk

the submatrix
of A consisting of the rowsi1, . . . , ik and the columnsj1, . . . , jk. By the Laplace
expansion,

detA =
∑

1≤i1<···<ir≤ng

(−1)i1+···+ir+r(r+1)/2|A|i1...ir1...r |A|ir+1...ing

r+1...ng ,

whereir+1, . . . , ing are the indices withir+1 < · · · < ing and{i1, . . . , ing} =
{1, . . . , ng}. Since each entry ofAi1...ir

1...r is of the form(xl)〈m〉(u(k))/m!, we have
|A|i1...ir1...r ∈ R. Therefore it is sufficient to prove that(

2gy(u(1)) · · · y(u(g))
)n(n−1)/2

|A|ir+1...ing

r+1...ng ∈ R

for anyir+1 < · · · < ing.
Fix indicesir+1 < · · · < ing and letB = A

ir+1...ing

r+1...ng . For 1 ≤ k ≤ g, let
tk be the number of the rows containing the variableu(k). We defineT0 = 0 and
Tk = t1 + · · ·+ tk for 1 ≤ k ≤ g. By using the Laplace expansion repeatedly,

detB =
∑

j1,...,js

εj1,...,js

g∏
k=1

|B|Tk−1+1...Tk

jTk−1+1...jTk
,

wherej1, . . . , js run through all indices satisfying that{j1, . . . , js} = {1, . . . , s}
andjTk−1+1 < · · · < jTk

for all 1 ≤ k ≤ g. Hereεj1,...,js = ±1. Then, for any

1 ≤ k ≤ g,BTk−1+1...Tk

jTk−1+1...jTk
is of the form(
(xljy)〈mi〉(u(k))

mi!

)
1≤i,j≤tk

,

where0 ≤ m1 ≤ · · · ≤ mtk ≤ n − 1 and0 ≤ l1 ≤ · · · ≤ ltk . Therefore it is
sufficient to prove the following claim:

Claim. Let v ∈ κ−1(Θ[1]). Let t ≤ n be a positive integer. Let0 ≤ m1 < · · · <
mt ≤ n− 1 and0 ≤ l1 < · · · < lt. Then we have

(2y(v))n(n−1)/2 det

(
(xljy)〈mi〉(v)

mi!

)
1≤i,j≤t

∈ Z[λi][x(v), y(v)].

First note that

(xljy)〈mi〉

mi!
=

mi∑
k=0

(xlj )〈k〉

k!
· y〈mi−k〉

(mi − k)!
.

Hence we have

det

(
(xljy)〈mi〉

mi!

)
1≤i,j≤t

= det




y〈m1〉

m1!
y〈m1−1〉

(m1−1)! . . . 0
...

...
. ..

...
y〈mt〉

mt!
y〈mt−1〉

(mt−1)! . . .
y
0!




xl1

0! . . . xlt

0!
(xl1 )〈1〉

1! . . . (xlt )〈1〉

1!
...

.. .
...

(xl1 )〈mt〉

mt!
. . . (xlt )〈mt〉

mt!


 .
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We denote byM andN the first and the second matrix of the right-hand side
respectively. ThenM is at × (mt + 1) matrix andN is an(mt + 1) × t matrix.
By the Binet-Cauchy formula,

det(MN) =
∑

1≤j1<···<jt≤mt+1

|M |1...tj1...jt
|N |j1...jt1...t .

It is easy to see that|N |j1...jt1...t ∈ Z[λi][x(v)]. Therefore the proof of Claim 5 is
reduced to proving the following:

Claim. Let v ∈ κ−1(Θ[1]). Let t ≤ n be a positive integer. Let0 ≤ m1 < · · · <
mt ≤ n− 1 and0 ≤ k1 < · · · < kt ≤ mt. Then we have

(2y(v))n(n−1)/2 det

(
y〈mi−kj〉(v)

(mi − kj)!

)
1≤i,j≤t

∈ Z[λi][x(v), y(v)],

where we assume thaty〈m〉/m! = 0 if m < 0.

For an integerm 6= 0, let e(m) = 2m− 1 and lete(0) = 0. By Lemma 5.6,

(2y(v))e(m) y
〈m〉(v)

m!
∈ Z[λi][x(v), y(v)]

for any integerm. Sincee(m) is increasing with respect tom, if m ≤ m′, then

(2y(v))e(m
′) y

〈m〉(v)

m!
∈ Z[λi][x(v), y(v)].

By assumption,mi ≤ n − 1 − t + i andkj ≥ j − 1. Hence we havemi − kj ≤
n−t+i−j. Therefore, for any1 ≤ i, j ≤ t, there existsbij(v) ∈ Z[λi][x(v), y(v)]
such that

y〈mi−kj〉(v)

(mi − kj)!
=

bij(v)

(2y(v))e(n−t+i−j)
.

Then we have

det

(
y〈mi−kj〉(v)

(mi − kj)!

)
1≤i,j≤t

= det

(
bij(v)

(2y(v))e(n−t+i−j)

)
1≤i,j≤t

=
∑
τ∈St

sgn(τ)

t∏
i=1

biτ(i)(v)

(2y(v))e(n−t+i−τ(i))
,

whereSt is the symmetric group of degreet. Therefore it is sufficient to prove that

t∑
i=1

e(n− t+ i− τ(i)) ≤ n(n− 1)

2

for anyτ ∈ St. The proof is divided into two cases.
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Case 1.First we consider the case wheren− 2t ≥ 0. Thenn− t+ i− j ≥ 1 for
all 1 ≤ i, j ≤ t. Hence we have

t∑
i=1

e(n− t+ i− τ(i)) =
t∑

i=1

(2(n− t+ i− τ(i))− 1) = −2t2 + (2n− 1)t.

Sincen andt are integers, it is easily seen that−2t2 + (2n− 1)t ≤ n(n− 1)/2.

Case 2.Next we consider the case wheren − 2t < 0. Let l = n − 2t. Then
e(n− t+ i− j) = 0 if and only if (i, j) ∈ {(t− l+1, 1), (t− l+2, 2), . . . , (t, l)}.
Note thate(0) = 0 = (2 · 0− 1) + 1. Hence we have

t∑
i=1

e(n− t+ i−τ(i)) ≤ l+
t∑

i=1

(2(n− t+ i−τ(i))−1) = −2t2+(2n+1)t−n.

Sincen − 2t is an integer andn − 2t < 0, we haven − 2t ≤ −1, that is,t ≥
(n + 1)/2. Therefore it is easily seen that−2t2 + (2n + 1)t − n ≤ n(n − 1)/2.
ut

As an application of the determinantal expression, we can prove the following
theorem:

Theorem 5.8.There exists a non-zero element∆ ∈ Z[λi] such that, for any integer
n, φn ∈ Z[1/∆, λi][℘gi, ℘ggi].

Proof. Without loss of generality, we may assume thatλ0, λ1, . . . , λ2g are alge-
braically independent overQ. By Proposition 4.3, we may assume thatn > 0.

LetE(u) = D(u(1), . . . , u(g))2. SinceD(u(1), . . . , u(g)) is the Vandermonde
determinant,E(u) is a symmetric polynomial inx(u(1)), . . . , x(u(g)) with integral
coefficients. HenceE(u) ∈ Z[℘gi] by Theorem 2.6.

For a non-negative integerm, let

Qm(u) = φn(u)E(u)m.

LetM be the smallest integer such that2M ≥ n2. By Theorem 5.7,

QM (u) = Fn(u
(1), . . . , u(g))D(u(1), . . . , u(g))2M−n2

.

The right-hand side is symmetric with respect tou(1), . . . , u(g). By using Theo-
rem 2.6, we can eliminatey(u(1)), . . . , y(u(g)) in the right-hand side. Then the
right-hand side becomes a symmetric polynomial inx(u(1)), . . . , x(u(g)) with co-
efficients inZ[1/2, λi][℘ggi]. Therefore, by Theorem 2.6,

QM ∈ Z[1/2, λi][℘gi, ℘ggi].

Then there exists a non-negative integert such that

2tQM ∈ Z[λi][℘gi, ℘ggi].
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Form ≥ 0, letQ′
m = 2tQm. Let∆ ∈ Z[λi] be the element obtained by putting

S = E in Lemma 3.4. We prove that

Q′
m ∈ Z[1/∆, λi][℘gi, ℘ggi] (16)

for m ≥ 0 by induction onm.
Whenm = M , we have already proved (16). Assume that (16) holds form.

SinceQ′
m = Q′

m−1E, (16) holds form− 1 by Lemma 3.4.
Sinceφn = Q′

0/2
t, replacing∆ by 2∆ if necessary, the theorem holds.ut

In Theorem 5.8, we only use℘g1, ℘g2, . . . , ℘gg, ℘gg1, ℘gg2, . . . , ℘ggg to ex-
press the division polynomialφn. If we use all the second and third derivatives,
namely,℘11, ℘12, . . . , ℘gg, ℘111, ℘112, . . . , ℘ggg, then we may be able to take a
smaller element∆. We illustrate this by the following example.

Example 5.9.We consider the case of genus 2.
First we use the defining equationsF1, F2 in Example 2.10. By Theorem 2.6,

we have

E(u) = D(u(1), u(2))2 = (x(u(2))− x(u(1)))2 = ℘22(u)
2 + 4℘12(u).

Let S̃ = X2
22 + 4X12 andG be a Gr̈obner basis for the ideal〈F1, F2, S̃〉 in the

ringZ[λi][Xgi, Xggi]. Then Theorem 5.8 holds for∆ = ∆(G).
By computing the Gr̈obner basisG, we can compute∆. The author used

Macaulay 2 [13]. When we use degrevlex withX122 > X222 > X12 > X22,
we have∆ = 144 = 24 · 32. Therefore we have

φn ∈ Z[1/6, λi][℘12, ℘22, ℘122, ℘222] (17)

for anyn.
We can also use all the second and third derivatives to representφn. We use

the defining equationsF3, F4, F5, F6, F7 in Example 2.11. We use degrevlex with

X111 > X112 > X122 > X222 > X11 > X12 > X22.

Let G be a Gr̈obner basis for the ideal〈F3, F4, F5, F6, F7, S̃〉. Then we have
∆ = ∆(G) = 8 = 23. Replacing Lemma 3.4 by Lemma 3.5 in the proof of
Theorem 5.8, we have

φn ∈ Z[1/2, λi][℘11, ℘12, ℘22, ℘111, ℘112, ℘122, ℘222]

for anyn. Moreover, by the defining equationsF3, F4, F6 in Example 2.11, we
have the following relations:

℘112 = ℘12℘222 − ℘122℘22,

℘111 = 2(℘22 + λ4)℘112 − (℘12 + λ3)℘122 − ℘11℘222,

4℘11 = −4(℘3
22 + ℘12℘22 + λ4℘

2
22 + λ3℘22 + λ2) + ℘2

222.

Therefore we have

φn ∈ Z[1/2, λi][℘12, ℘22, ℘122, ℘222]

for anyn, which is stronger than (17).
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6. Recurrence formulas

In this section, we give recurrence formulas for the division polynomials. First, we
review the following classical theta relation, which was independently proved by
Caspary [10] and Frobenius [11].

Theorem 6.1.Letn > 2g be an integer,a, b ∈ (1/2)Zg, τ ∈ Hg andw1, w2, . . . ,
wn, z1, z2, . . . ,zn ∈ Cg. Then we have

det

(
ϑ

[
a
b

]
(wi + zj , τ) ϑ

[
a
b

]
(wi − zj , τ)

)
1≤i,j≤n

= 0.

Proof. See [10], [11] or [2, p. 473, Ex. v]. ut

We obtain the following relation of the sigma functions as a corollary.

Corollary 6.2. Letn > 2g be an integer andu(1), u(2), . . . , u(n) ∈ Cg. We define
then× n matrixA by

A =
(
σ(u(i) + u(j))σ(u(i) − u(j))

)
1≤i,j≤n

.

Then we havedetA = 0. In particular, if g ≡ 1, 2 (mod 4) andn is even, then
we havepf A = 0.

Proof. The former part easily follows from Theorem 6.1 and the definition of the
hyperelliptic sigma function. The latter part follows from Proposition 2.3.ut

Remark 6.3.Whenn = 2g + 2, the latter part of Corollary 6.2 was proved by
Weierstrass [30].

By Corollary 6.2, we have the following relation of the division polynomials.

Theorem 6.4.Letn > 2g be an integer,m1,m2, . . . ,mn be integers andu ∈ Cg.
We define then× n matrixA by

A =
(
φmi+mj (u)φmi−mj (u)

)
1≤i,j≤n

.

Then we havedetA = 0. In particular, if g ≡ 1, 2 (mod 4) andn is even, then
we havepf A = 0.

Proof. By definition,

φmi+mj (u)φmi−mj (u) =
σ(miu+mju)σ(miu−mju)

σ(u)2(m
2
i+m2

j )
.

Hence we have

detA = det

(
σ(miu+mju)σ(miu−mju)

σ(u)2(m
2
i+m2

j )

)

=
1

σ(u)4(m
2
1+···+m2

n)
det
(
σ(miu+mju)σ(miu−mju)

)
= 0

by Corollary 6.2. The proof of the latter part is similar.ut
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We can derive recurrence formulas for the division polynomials from Theorem 6.4.
We show examples forg = 1, 2.

Example 6.5.Wheng = 1 andn = 4, we have

φm1+m2(u)φm1−m2(u)φm3+m4(u)φm3−m4(u)

− φm1+m3(u)φm1−m3(u)φm2+m4(u)φm2−m4(u)

+ φm1+m4(u)φm1−m4(u)φm2+m3(u)φm2−m3(u) = 0

for anym1, . . . ,m4 ∈ Z. Puttingm1 = k, m2 = l, m3 = m andm4 = 0, we
have

φk+l(u)φk−l(u)φm(u)2 − φk+m(u)φk−m(u)φl(u)
2

+ φl+m(u)φl−m(u)φk(u)
2 = 0.

This is a well-known relation of the division polynomials in the case of genus1
(cf. [27, Lemma 2.23]).

Example 6.6.Let g = 2 andn = 6. Puttingm1 = m + 1, m2 = m, m3 = 3,
m4 = 2,m5 = 1 andm6 = 0, we have

φ2m+1(φ5 − φ4φ
3
2 + φ33)

− φm+4φm+2φ
2
m−2 + φm+4φm+1φm−1φm−2φ

2
2 − φm+4φ

2
mφm−2φ3

+ φ2m+3φm−1φm−3 − φm+3φm+1φ
2
m−1φ

2
3 + φm+3φ

2
mφm−1φ4φ2

− φm+3φm+2φmφm−3φ
2
2 + φ2m+2φmφm−2φ

2
3 − φm+2φ

3
mφ5

+ φm+3φ
2
m+1φm−3φ3 − φm+2φ

2
m+1φm−2φ4φ2 + φ3m+1φm−1φ5 = 0, (18)

where we omit the variableu. Puttingm1 = m + 1, m2 = m − 1, m3 = 3,
m4 = 2,m5 = 1 andm6 = 0, we have

φ2mφ2(φ5 − φ4φ
3
2 + φ33)

− φm+4φm+1φm−2φm−3 + φm+4φmφ
2
m−2φ

2
2 − φm+4φ

2
m−1φm−2φ3

+ φm+3φm+2φm−1φm−4 − φm+3φmφm−1φm−2φ
2
3 + φm+3φ

3
m−1φ4φ2

− φ2m+2φmφm−4φ
2
2 + φm+2φm+1φmφm−3φ

2
3 − φm+2φmφ

2
m−1φ5

+ φm+2φ
2
m+1φm−4φ3 − φ3m+1φm−3φ4φ2 + φ2m+1φmφm−2φ5 = 0. (19)

To compute the division polynomials by the recurrence formulas (18) and (19), we
need to prove thatφ5 − φ4φ

3
2 + φ33 6= 0. We can verify it by direct computation or

by using the Taylor expansion of the hyperelliptic sigma function.

In the case of genus 1, the recurrence formulas are used to compute the division
polynomials. In the general case, the recurrence formulas are useful to compute
the values of the division polynomials. Furthermore, at least theoretically, we can
inductively compute the division polynomials by the recurrence formulas. How-
ever the computation requires division of hyperelliptic functions as described in
Section 3, which is not efficient.
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7. The canonical local height functions

In this section, we give explicit formulas for the canonical local height functions
(or Néron functions) on the JacobianJ for Archimedean places. We also give a
relation of the canonical local height function and the division polynomial.

First we review the canonical local height functions. For details, see [18, Chap-
ter 11], [8], or [14,§B.9].

We assume that the hyperelliptic curveC is defined over a number fieldK.
ThenJ andΘ are also defined overK. Let φn be the division polynomial ofJ
defined as in Section 4. Thenφn may be regarded as a rational function onJ
defined overK by Theorem 5.8. By definition, we have[n]∗Θ = n2Θ + div(φn)
for n 6= 0.

LetMK be the set of places ofK. For eachv ∈ MK , let |·|v be the absolute
value associated withv whose restriction toQ is one of the standard absolute
values onQ. We definev(x) = − log |x|v. We denote the completion ofK atv by
Kv.

Definition 7.1. A functionλv : (J \Θ)(Kv) → R is called alocal height function
for v (associated withΘ) if the following property holds: LetU be any Zariski
open subset ofJ such thatU ∩ Θ 6= ∅ andΘ|U = div(F ) for some rational
functionF on U . Then there exists a continuous functionα : U(Kv) → R such
that

λv(P ) = v(F (P )) + α(P )

for all P ∈ (U \Θ)(Kv).

Definition 7.2. Letv ∈MK . A functionλ̂v : (J\Θ)(Kv) → R is called thecanon-
ical local height functionfor v (associated withΘ) if the following conditions are
satisfied.

(i) λ̂v is a local height function forv associated withΘ.
(ii) Letφ be a rational function onJ satisfying[2]∗Θ = 4Θ + div(φ). Then

λ̂v([2]P ) = 4λ̂v(P ) + v(φ(P ))

for all P ∈ (J \Θ)(Kv).

The canonical height function̂λv is uniquely determined up to an additive con-
stant. Furthermore, if we fix the functionφ, thenλ̂v is uniquely determined.

The division polynomialφ2 satisfies[2]∗Θ = 4Θ+div(φ2). From now on, we
fix φ = φ2. Thenλ̂v is uniquely determined.

To describe an explicit formula for the canonical local height function for an
Archimedean place, we make some definitions. Letv be an Archimedean place.
Then there exists an embeddingτ : Kv ↪→ C corresponding tov such that|x|v =
|τ(x)| for all x ∈ Kv, where the absolute value in the right-hand side is the usual
one. We identifyKv as a subfield ofC through the embeddingτ .

We define the functionΣ(u) onCg by

Σ(u) = e

(
−1

2
L(u, u)

)
σ(u).
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Proposition 7.3.The function|Σ(u)| onCg is periodic with respect toΛ.

Proof. Let l ∈ Λ. By Proposition 2.2, we have

|Σ(u+ l)| =
∣∣∣∣e(1

2
E(u, l)

)∣∣∣∣ · |Σ(u)|.

By Proposition 2.4 (i),E(u, l) ∈ R. Therefore we have∣∣∣∣e(1

2
E(u, l)

)∣∣∣∣ = 1.

This proves the proposition.ut

Then we have the following explicit formula:

Theorem 7.4.LetP ∈ (J \Θ)(Kv). Letu ∈ Cg be a point withκ(u) = P . Then
we have

λ̂v(P ) = v(Σ(u)).

Proof. We define the function̂λ′v : (J \Θ)(Kv) → R by

λ̂′v(P ) = v(Σ(u)),

whereu ∈ Cg satisfiesκ(u) = P . By Proposition 7.3,̂λ′v is well-defined. It
is sufficient to prove that the conditions in Definition 7.2 are satisfied. Then the
theorem follows from the uniqueness of the canonical local height function.

First we prove that̂λ′v is a local height function associated withΘ. LetU be a
Zariski open subset ofJ such thatU∩Θ 6= ∅ andΘ|U = div(F ) for some rational
functionF onU . LetG(u) = σ(u)/F (κ(u)). Sincediv(G) = 0, G and1/G are
holomorphic functions onκ−1(U). Thereforev(G(u)) is continuous onκ−1(U).
By the definition of̂λ′v, we have

λ̂′v(P ) = v(F (P )) + v(G(u))− π ImL(u, u),

whereP = κ(u). Thereforêλ′v is a local height function associated withΘ.
Next we prove that

λ̂′v([2]P ) = 4λ̂′v(P ) + v(φ2(P )).

By definition,

λ̂′v([2]P ) = v

(
e

(
−1

2
L(2u, 2u)

)
σ(2u)

)
= 4v

(
e

(
−1

2
L(u, u)

)
σ(u)

)
+ v

(
σ(2u)

σ(u)4

)
= 4λ̂′v(P ) + v(φ2(P )).

This concludes the proof of the theorem.ut
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From now on, we consider an arbitrary place. We have translation formulas for
the canonical local height functions as follows:

Theorem 7.5.Letv ∈MK andP,Q ∈ (J \Θ)(Kv).

(i) (Quasi-parallelogram low) IfP +Q,P −Q /∈ Θ, then we have

λ̂v(P +Q) + λ̂v(P −Q) = 2λ̂v(P ) + 2λ̂v(Q) + v(Fg(P,Q)).

(ii) Letn be a non-zero integer. If[n]P /∈ Θ, then we have

λ̂v([n]P ) = n2λ̂v(P ) + v(φn(P )).

Note that Theorem 7.5 immediately follows from Theorem 7.4 whenv is
Archimedean. In the following, we prove Theorem 7.5 for an arbitrary place.

Proof. First note that it is sufficient to prove the corollary onU(Kv), whereU is a
non-empty Zariski open subset ofJ , since the functions appearing in the proof are
v-adically continuous. Hence we will not specify the domains of the functions.

(i) Let σ, δ, π1, π2 : J × J → J be the homomorphisms defined by

σ(P,Q) = P +Q, δ(P,Q) = P −Q, π1(P,Q) = P, π2(P,Q) = Q.

Then we have
divFg = σ∗Θ + δ∗Θ − 2π∗

1Θ − 2π∗
2Θ.

Therefore, by general theory (cf. [18,§11, Theorem 1.1]), there exists a constant
γv such that

λ̂v(P +Q) + λ̂v(P −Q) = 2λ̂v(P ) + 2λ̂v(Q) + v(Fg(P,Q)) + γv. (20)

Substituting[2]P and[2]Q for P andQ respectively, we have

λ̂v([2](P +Q)) + λ̂v([2](P −Q))

= 2λ̂v([2]P ) + 2λ̂v([2]Q) + v(Fg([2]P, [2]Q)) + γv. (21)

On the other hand, by Proposition 4.9,

v(φ2(P +Q)) + v(φ2(P −Q))

= 2v(φ2(P )) + 2v(φ2(Q))− 4v(Fg(P,Q)) + v(Fg([2]P, [2]Q)). (22)

Combining (20), (21), (22), and the definition ofλ̂v, we haveγv = 0.
(ii) We prove it by induction onn. If n = 1, 2, it is clear by definition.
Let n ≥ 3. We assume that the corollary holds forn − 1 andn − 2. Then, by

(i),

λ̂v([n]P ) = −λ̂v([n− 2]P ) + 2λ̂v([n− 1]P ) + 2λ̂v(P ) + v(Fg([n− 1]P, P ))

= −(n− 2)2λ̂v(P )− v(φn−2(P )) + 2(n− 1)2λ̂v(P )

+ 2v(φn−1(P )) + 2λ̂v(P ) + v(Fg([n− 1]P, P ))

= n2λ̂v(P ) + v(φn(P )).

This completes the proof.ut
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Remark 7.6.Theorems 7.4 and 7.5 are already known in the case of genus 1 (cf.
[28, Chapter VI]). Note that our canonical local height function differs from that
in [28] by an additive constant.

In the case of genus 2, Theorem 7.4 was proved by Yoshitomi [32, Corol-
lary 2.5]. The author has proved formulas similar to Theorem 7.5. The details will
appear in a forthcoming publication.

Acknowledgements.The author would like to thank Professors Kenichi Bannai, Kazuhiro
Fujiwara, Atsushi Moriwaki, and YoshihirôOnishi for valuable comments and help. He
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