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Summary

This dissertation is devoted to the investigation of geometrical configurations and the reliability of framed structural systems used in bridges.

In the first part of this paper, some fundamental characteristics of the geometrical configurations of framed structures are studied on the basis of optimum design concepts, placing particular attention on the influence of topological and geometrical characteristics on the weight-minimized systems. In order to disclose their effects on structural configuration in the design process, the concepts of "topology" and "geometry" are specifically introduced by means of the "node system" and the "member system". By use of the above-mentioned concepts, the weight-minimization formula is presented and a practical design procedure useful for obtaining the effective configuration is found through some numerical experimentation.

For a more practical point of view, an approximate design method is also employed, with the aid of the optimality criterion method, to reduce the computation load which is inevitable because of the complex set of mutual correlations between factors involved in the design process.

The latter part deals with the safety analysis and design methods based on the reliability concepts. As the measure of safety, two different parameters, failure probability and safety index, are adopted for evaluating the influence of uncertainties on structural design. While failure probability is used to discuss the structural characteristics under the environment with variational loads and resistances, a safety index is employed to make the reliability-based design practical. Here, particular attention is placed on the evaluation of the reliability of indeterminate structural systems, the influence of statistical uncertainty on the structural safety, and the application of the reliability theory to the load factor design.
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(iii)
Chapter 1 Introduction

1.1 Structural Design

"Where economic law reigns supreme and mathematical exactness is jointed to daring and imagination: that is beauty!"

- Le Corbusier -

Before the Industrial Revolution, the word "design" had been scarcely used except in the field of the fine and applied arts. Today, it can be seen in the various fields other than the artistic fields. One of these designs is structural design which may be defined here:

"Structural design is to decide the definite form, interiors and details of a structure which offers maximum benefit from a limited investment through its expected service period."

A process of structural design can be illustrated in Fig. 1.1, using the concept of mapping. Here, the design process consists of four abstract spaces; data space $D$, type space $T$, proportional space $M$ and norm space $N$. Data space contains the uncontrollable primitive constraints due to design requirements. Type space stands for various types of structures, and each point of proportional space represents a resulting design. Therefore, in the narrow sense of selecting member sizes and proportion, design can be interpreted as an establishment of correspondence between data space and proportional space, in which both scalar mapping function and norm space present a criterion to evaluate the efficiency of design.

Numerous investigations have been made on improvements of structural design with emphasis on various stages involved in the design process. By use of the afore-mentioned concept, they can be classified into the following categories:

1) On determination of a rational mapping function without reference to norm space

2) On examination of structural characteristics from a designing point of views, by calling attention to data and type spaces
3) On influence of norm space on structural design
4) On optimization of design process, itself, including the examination of norm space

Most of studies belong to category 1, which aim to determine the rational combination of design parameters according to the current design codes. Category 2 contains the studies relevant to the decision of geometrical configuration and the examination of structural behavior of new typed structures. The objective of the studies in category 3 is to elucidate the influence of factors whose treatment is not established in the current design codes. Those investigations are generally based upon the new design concepts such as limit state design, probabilistic design. As a whole, design process is discussed in category 4, in which the risk assessment and the code-optimization are involved.

![Diagram](image)

Fig. 1.1 Design Process as a Mapping
1.2 Bridge Design

"Of all the human artifacts, none can beat the great bridge: for power, for grace, for the reflection of period and the taste of progress, for the illumination of a setting or the honouring of old vitality"

- James Morris - 3)

Procedure of Bridge Design

Bridge design forms a hierarchy as well as other structural designs. According to A. Templeman 4), it is classified as four stages;
1) Topology of the structure
2) Geometry of the structure
3) Overall sizes of structure members
4) Detailed design of elements

For trussed bridges, "topology" means the number of nodes or members and their connectivity, and "geometry" means the locations of nodes and the lengths of members. In stage 3, the cross-sectional areas and the proportion of members are determined. Stage 4 means the detailed design such as the selection of plate thickness, depth of cross section, etc. Through the decisions concerned with the above four stages, a design is completed. It is, however, quite difficult to obtain a design which produces the maximum benefit, because each stage involved in the design process is not independent but inter-related.

Generally, bridge design process is quite different from the analysis. Design process consists of comparison and decision to reach many feasible solutions, while a unique solution can generally be obtained in structural analysis.

Application of Mathematical Programming to Structural Design

If the objective of structural design is to obtain a structure which produces the maximum benefit, the concept of optimization should be introduced into the design process. Then, the interpretation of design should be transferred from the analysis-oriented method to the design-oriented one. Increasing the necessity of rationality in structural de-
sign, structural optimization has been developed in recent years. In accordance with the development of the digital computer, remarkable advances have been shown in this field since 1960 when the modern form of structural optimization was born by L. A. Schmit5). There are, however, many difficulties to overcome for the full potential of optimization to be realized. In designs of civil engineering structures, the difficulties involved in the structural optimization seem to appear quite explicitly, because many requirements are imposed on these designs;

1) Usefulness—convenience, comfort, and maintenance
2) Safety—sufficient strength, durability and stability for the applied forces and weather conditions during the life of structure
3) Economy—choice of type of structure and materials
4) Harmony with the environment

Some of these requirements are intractable in the optimization procedure because of the difficulty in expressing them numerically. In addition, a great deal of the design variables induce difficulties, such as a poor convergency and an excessive computation load. In order to reduce the computation load, some special treatments, for instance, approximation or decomposition, should be introduced into the design procedure, by calling attention to the characteristics of the underlying problems that are large, multivariable, nonlinear, constrained problems.

**Geometrical Configurations of Bridges**

To many people the bridge is one of man's most beautiful and useful works, and symbolic of man's achievements. The aesthetic factor has played a quite important role in the design of bridge. As noted from the elegant shapes of ancient stone arches and those of modern suspended bridges, a number of investigations6)-9) have been performed to disclose the relationships between structural configurations and mechanical properties. The process of pursuing the mechanical rationality in structural design problems is greatly concerned with the determining configurations of a structural system, which is vested with so many kinds of possibilities of selections, based on the high reliability of materials and the recent development of construction method. It should be mentioned here
that the economical consideration takes one of the most important roles in the decision process for structural design.

The first step for obtaining the effective configuration is to clarify the factors which constitute the configuration. Next, the recognition of configuration should be performed by means of those factors specified previously. After these processes, an interest is focused on fundamental characteristics of geometrical configurations, placing attention on inherent mechanical aspects of bridges. An effective procedure to determine the configuration will be achieved through the numerical experiments. When the establishment of design process is made, it is desirable to derive an approximate method in which the geometrical variation can be taken into account, to save the memory capacity and computation time necessary for the optimization.

Reliability of Bridges

It is well known that bridge structures as well as other civil engineering structures must withstand the severe environments. Because of this, it is necessary to evaluate the influence of environmental uncertainties on structural safety. Generally, the uncertainties involved in the design process are due to the dispersions of the loads and resistances, and errors occurring in analysis and construction, etc., whether it is possible or not to perform the probabilistic evaluation under artificial controls. As a rule, those uncertainties have been taken into consideration by the introduction of safety factor. Needless to say, the accumulated experiments or observation data obtained in the past are reflected in the determination of safety factor, but the probabilistic or statistical treatment is preferable from the standpoint of rational design.

Numerical investigations have been made on the application of probabilistic concepts to structural problems since the intensive work by A. Freudenthal in 1947. An excellent review of the development in this field so far is given by the 1972 Task Committee on Structural Safety of ASCE. Up to the present the probabilistic interpretation of structural safety has gained acceptance on the belief that this approach can be implemented without difficulty within the framework of conventional structural analysis and design.
Recent research is roughly divided into five subjects;

1) Application to practical design; rationalization of current design codes, minimization of total expected cost, etc.

2) Extension of reliability analysis; probabilistic evaluation of structural instability, estimation of structural safety of complex or large systems.

3) Fundamental consideration on the theoretical framework of reliability theory; establishment of new safety measure, management of various uncertainties.

4) Application to time-dependent problems; safety analysis and design against seismic or wind load, application of random process theory.

5) Application to prediction problems; risk assessment, statistical decision making.

1.3 Objectives and Layout of This Dissertation

This dissertation deals with two separate subjects; geometrical configuration of framed structure and safety analysis and design based on the reliability concepts.

Some fundamental characteristics of geometrical configuration of framed structures are investigated on the basis of the optimum design concepts, placing particular attention on the influence of topological and geometrical characteristics on the weight alleviated systems. In order to disclose their effects on structural configuration, the concepts of "topology" and "geometry" are specifically introduced by means of the "node system" and the "member system". By use of the abovementioned concept, the weight-minimization formulation is constructed, and also an approximation is introduced into the design process so as to reduce the computation load associated with complex optimization problems. From the standpoint of structural design, this subject is referred to the one with respect to the type space described in section 1.1.

Next, the influence of uncertainties unavoidably involved in various stages of the design process on structural safety and design is
studied on the basis of both the classical theory and the second-moment theory. The classical theory is used to discuss the safety of structural system with the variated strength under the random load. Using the fiducial statistics or Bayesian decision theory, the effect of sampling on structural safety is examined with interests on the number of data and the sampling method. And the weight-minimization design with failure probability constraints is formulated for the indeterminate structural systems with many possible failure modes.

Based on the second-moment theory, a practical design method is proposed and applied to the load factor design. Comparing with several reliability-based design methods, the efficiency and applicability of the proposed method is discussed through some numerical examples.

Chapter 2 contributes to clarify the configurational characteristics of trussed systems. A distinctive feature of the configuration of trussed bridge is illustrated compared with other trussed structures. Geometrical configuration of trussed system is graphically interpreted by introducing the concepts of "topology" and "geometry". Furthermore, two abstract systems, the "node system" and the "member system", are considered to disclose the influence of topological and geometrical characteristics on weight-minimization. Examination of mutual relationship between geometrical configuration and mechanical properties of members provides a rough but useful guide for the design procedure.

In Chapter 3, from a practical point of views an approximate design method is studied to reduce the computation load associated with large optimization problems with many variables and a large number of nonlinear constraints. A least-weight structure is sought with the aid of a two-step approach, in which the design variables, cross sectional areas of members and nodal coordinates, are treated in two separate but dependent design spaces. Cross sectional areas can be expressed as functions of the nodal coordinates, using the sub-optimization of members and the optimality criterion. A truss example whose dimension and configuration are the same as the Amakusa 1-Go Bridge is employed to demonstrate the efficiency and applicability of the method. This design method is also applicable to arched structures, and the characteristics of trussed and arched structures are discussed with interests on their geometrical con-
figurations through numerical examples.

Chapter 4 deals with the safety analysis and the minimum-weight design of framed structures based upon the classical reliability theory in which structural safety is evaluated by means of failure probability. For indeterminate structural systems with many possible failure modes, a simple method presenting a good upper bound of failure probability is derived by using the correlations between every two failure modes. By use of the fiducial statistics and Bayesian decision theory the influence of sampling or measurement is discussed. Also, the minimum-weight design with reliability constraints is outlined and an approximate method is proposed for a large system, which decomposes the possible failure modes into basic and non-basic modes.

Safety index is adopted as a measure of safety in Chapter 5. The influence of statistical uncertainty is discussed by considering the safety index as a random variable. To evaluate the safety of structural systems with different kinds of failure modes, the reliability analysis based on the second-moment theory is extended by calling attention to the definition of safety index presented by A. Hasofer and N. Lind.

Chapter 6 presents a reliability-based design method without dependence on mathematical assumption or approximation. The design formulation is constructed by paying attention to the "failure point" which indicates the most unsafety situation. In order to make the reliability-based design practical, the method proposed here is applied for the load factor design. Performing the calibration to the current code, resistance and load factors are determined. Then, it becomes possible to examine the safety of present bridges through numerical experiments.

Main conclusions obtained through these chapters are comprehensively reviewed in Chapter 7 accompanied with some proposals for structural design and the prospects for the future studies to be continued.
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Chapter 2 Geometrical Configurations of Trussed Structural Systems Used for Bridges

2.1 Geometrical Configurations of Trussed Structures

There are some kinds of trussed structures; transmission tower, space truss used for roof and dome, trussed bridge, etc., which possess mutually different geometrical configurations to comply with their purpose of use. ("geometrical configuration" will be frequently abbreviated as "configuration" hereafter) In truss design, the designer can freely determine the interior layout of the structure, while the exterior is frequently constrained. Although many factors affect the determination of truss configuration, economy must be one of important factors. In fact, a number of design examples has made it clear that it is possible to obtain more economic designs by introducing the variety of configuration into the design process.

Up to the present many efforts have been made to disclose the configurational characteristics of truss. The first important contribution to the decision of structural configuration was made by J. Maxwell¹). Later, A. Michell²) recognized the importance of Maxwell's theorem, applied it to determine the least-weight structure. H. Cox³), W. Hemp⁴), D. Ghista⁵) and et al⁶)-¹³) developed the classical theorem by Maxwell and Michell and gave examples of optimum configurations for certain load cases. However, their works are essentially based on the analytical method, and are not suitable for practical design because of the lack of generality.

In recent years the search for rational configuration has been carried out with the aid of mathematical programmings. Using the Linear Programming (LP), W. Dorn and et al¹⁴) determined the optimum layout of members, eliminating the unnecessary members from the "ground structure" which is formed by connecting the truss members between every possible nodes. Also, A. Palmer and D. Sheppard¹⁵) derived the effective layout by use of the Dynamic Programming (DP). In addition, many papers¹⁶)-²²) have been presented for this field.
Despite of many contributions as listed above, there remain some difficulties in the treatment of configuration in the design process. Evidently, it is impossible to simultaneously take thought of all design factors pertaining to the configuration, and even if possible, the implementation of design work will be prohibitive and time-consuming. Then, it is inevitable to disclose the intrinsic properties of present structures and further the effect of design factors on structural configuration. It is obvious that the loading condition is the most important factor among all design factors, and that the paths between the loading points and the supporting points are closely related with the configuration.

Generally, trussed structure is defined as a pin-jointed framework whose members do not resist bending but carry only axial forces. For this specific structural character, truss configuration is constructed as a superposition of triangles which are the basic patterns to hold the stability of structure. For example, a typical one is Warren truss which consists of the "isomorphic" triangles, and in which the "degree" of nodes is less than four.

Unlike the decision of the configuration of continuous media, the numbers of nodes and members, the lengths of members, the locations of nodes and the connectivity are important to specify the configuration of truss. By means of these quantities the efficiency of configuration is discussed in this paper.

2.2 Configurational Characteristics of Trussed Bridges

Trussed bridge is considered as a system which resists the bending action as a whole. On account of the functional requirements, its configuration is horizontally long and also the vertical load due to the gravity force is excellent among the applied loads. Generally, usual trussed bridges consist of chord members and hanger members. Truss type (e.g. Pratt truss, Warren truss, etc.) is mainly recognized by the layout of hanger members. Here, in order to clarify the character-
istics of trussed bridges, the concepts of "exterior" and "interior" are introduced. The exterior means the chord members and a part of the hanger members, which distinguish the space occupied by truss itself from the other space. The interior means the remains of members.

By use of the above-mentioned concepts, the configurational characteristics of trussed bridges are investigated through some simple design examples. Consider example 1 shown in Fig. 2.1. Under the supporting and loading conditions given in this figure, the configuration shown in Fig. 2.1(b) can be considered optimal, because the force is directly transmitted from the applied point to the supporting points. In this case, the interior members are unnecessary since the buckling failure does not occur at the exterior members. The same load is reversely applied in example 2, where the load induces the compressive force in members. Unless the buckling occurs, the system shown in Fig. 2.2(b) is optimum. But, if the buckling effect can not be ignored, the resulting system will change, for instance, to the one shown in Fig. 2.2(c). Example 3 represents a model for trussed bridge. In the former two cases, the configurations of the exterior can be similarly determined without difficulty, though those of the interior are different. The determination of the exterior can be carried out by considering the transmission paths from the loading point to the supporting points. However, in example 3 it is difficult to find the effective transmitting paths. The direct connection of the loading and supporting points yields the system shown in Fig. 2.3(b), whose members give no contribution. If the load is allowed to move along the acting line, various configurations can be considered for the exterior with correspondence to individual applied points. Furthermore, the member force may change from compressive to tensile or vice versa as the location of node changes. Since the buckling effect should be taken into consideration for the design of compressive members, the layout of the interior becomes important to reduce the weight or cost.

As mentioned before, the loading condition is one of the most important factors to determine the configuration. Here, the configurational characteristics are argued with interests on the relations between
Fig. 2.1 Example 1  Fig. 2.2 Example 2  Fig. 2.3 Example 3

Fig. 2.4 Triangular Truss
the loading condition and the arrangement of members. Consider a triangular truss shown in Fig. 2.4, in which the vertical load is applied at the center of span and the buckling effect is not taken into account. In this example, node (2) must be translated upwards to coincide the directions of some members with that of the load. The necessary cross sectional areas of member 1 and member 4 are reduced by the translation of node (2), but the lengths of those members become larger. The optimum position will be determined as a point where the increase and decrease on weight due to the above phenomena are balanced. As observed in these examples, the difficulty involved in the decision of truss configuration lies in the fact that truss is a discrete system whose elements are chosen relatively free.

2.3 Recognition of Truss Configuration

The problem treated here can be specified as "to determine an optimal configuration which satisfies the functional requirement and is safe against an external load ". Then, it is of importance how to recognize and specify the configuration.

With the aid of the graph theory, the configuration of the truss system can be expressed by a linear graph consisting of only nodes and lines, which is here expressed by the term "topology ". And the mechanical characteristics of the structural system considered here can be determined by specifying geometrical dimensions of members used, which are termed as "geometry ". Thus, the factors to define the configuration consist of the "node system " and the "member system ", namely

Node System
\[
\begin{align*}
\text{factors with respect to topology} & \\
\text{----- number of nodes} & \\
\text{factors with respect to geometry} & \\
\text{----- locations of nodes} & 
\end{align*}
\]

Member System
\[
\begin{align*}
\text{factors with respect to topology} & \\
\text{----- number and layout of members} & \\
\text{factors with respect to geometry} & \\
\text{----- lengths and sectional areas} & \\
\text{of members} & 
\end{align*}
\]
The optimum problem here is, therefore, composed of the following four steps ;

1) How many nodes shall the truss have ?
2) Where shall the nodes be located ?
3) How shall the nodes be connected by members ?
4) What cross sectional areas shall they be assigned ?

These questions are, as well known, so mutually correlated that the questions should be solved simultaneously to reach the optimum solution.

2.4 Mechanical Design Factors

As observed in the previous examples, the buckling effect is considered influential on the determination of the configuration of truss. Representative factors as to mechanical properties are enumerated as follows ;

**Limit allowable stress** Under allowable stress constraints, the validity of configuration can be evaluated to some extent by tracing the path from loading point to datum point. However, the search of the optimal configuration for a trussed bridge tends to be involved on account of complicated paths due to the bending action.

**Limit strength for buckling** For the buckling strength, length of member becomes significant since the buckling strength usually decreases in accordance with the square of member length. Note that this factor greatly affects configuration.

**Rigidity** The deflection constraint is often specified in design of bridges. Generally, trussed bridges are relatively rigid compared with other types of bridge structures. However, if the deflection constraint is violated, most factors pertaining to the configuration should be modified, since the limitation of deflection may also affect the determination of configuration.

**Supporting condition** The path from loading point to datum point depends on supporting conditions and the decision is closely related with this path.

**Loading condition** This loading condition is considered as the most
important factor. Note that moving load remarkably affects the structural configuration since induced stresses vary from positive to negative according to the location of the load and vice versa.

Other properties The effects of secondary stress, kind of material, construction method, etc.

2.5 Some Optimization Schemes and Their Relationship to the Design of Geometrical Configurations

The configurations of actual structures are determined based on aesthetic, economic and functional factors. Evidently, functional factors should be first taken into account in the designing process. Thus, it is postulated here that necessary conditions for the functional requirement are given at the first stage of such design process as the optimal principle which is discussed on the basis of the weight-minimization concept.

Here, configurational optimization is performed by use of the mathematical programmings, different from Michell's work. Since none of usual optimization methods can simultaneously treat all design factors, some appropriate methods should be adopted for the representative design cases. The optimization methods employed here are shown as follows:

1) Linear Programming (LP)\(^{32-34}\)

Linear programming is used to investigate the effect of topology regarding the member system when the number and the locations of the nodes are given. According to the method proposed in Ref. 14, the optimal configuration is obtained by deleting the unnecessary members from the ground structure. In the case, the problem is referred to as

To find \[ A_i \quad (i = 1, \ldots, m) \]

such that \[ f = \sum_{i=1}^{m} \rho_i A_i L_i \rightarrow \text{Minimize} \] (2.1)

subject to \[ -\sigma_{ac} A < \frac{P_m}{m} < \sigma_{at} A \] (2.2)

where \( P_m = \frac{C_m}{m} \), and Eqs (2.1) and (2.2) can be rewritten by introducing the redundant force \( x \).\(^{35,36}\)
\[
\begin{pmatrix}
\hat{P}_m \\
\hat{r}
\end{pmatrix}
= \begin{pmatrix}
\hat{C}_0^{-1} & \hat{\gamma}_0^{-1} \\
0 & I
\end{pmatrix}
\begin{pmatrix}
\hat{P} \\
\hat{r}
\end{pmatrix}
\]  \hspace{1cm} (2.3)

\[
-\sigma_{ac} \hat{A} \leq \hat{C}_0^{-1} \hat{P} + \hat{\gamma}_0^{-1} \hat{r} \leq \sigma_{at} \hat{A}
\]  \hspace{1cm} (2.4)

\[
-\sigma_{ac} \hat{A} \leq \hat{r} \leq \sigma_{at} \hat{A}
\]  \hspace{1cm} (2.5)

where \( \sigma_{at} \), \( \sigma_{ac} \): allowable tensile and compressive stresses
\( P_m \): member force vector
\( \hat{A} \): vector of sectional areas
\( \hat{P} \): external load vector
\( \hat{C} \): incidence matrix
\( \hat{0} \): zero matrix
\( \hat{I} \): unit matrix

Notations \( \hat{\cdot} \) and \( \hat{\cdot} \) denote the determinate basic system and redundant member, respectively and subscript \( O \) designates the sub-matrix. Also, the underlined symbol means a vector or a matrix.

Necessary and unnecessary members are recognized by corresponding to "basic variables" and "non-basic variables" in linear programming.

2) Linear Programming with Monte Carlo Method

Linear programming method is combined with the Monte Carlo method to include the effect of node positions. In this case, it is necessary to make use of nonlinear programming, because node positions are variables and the preceding method is not applicable. The method can provide a reasonable solution without any nonlinear programming.

The permissible space is divided into some sub-spaces, where a node is generated by using the Monte Carlo method. By repeating this procedure and comparing the results obtained at each step, one can reach the final solution. This treatment excludes complicated procedures caused by taking the node positions as variables.

3) Sequential Linear Programming (SLP) \(^{37}-39\)
In order to obtain more accurate node positions and to investigate the effect of geometry, the sequential programming is utilized. Then, the design variables consist of sectional areas $A_i$ and nodal coordinates $X_j$. Using the Taylor expansion, it follows that

$$\Delta f = \sum_{i=1}^{m} \rho_i \Delta A_i + \sum_{j=1}^{n} \rho_i A_i \left( \frac{\partial L_i}{\partial X_j} \right) \Delta X_j \to \text{Minimize}$$

subject to

$$\sum_{k=1}^{m} \frac{\partial \sigma_i}{\partial A_k} \Delta A_k + \sum_{j=1}^{n} \frac{\partial \sigma_i}{\partial X_j} \Delta X_j \leq \sigma_i - \sigma_i^{(k)}$$  \hspace{1cm} (2.6)$$

or

$$\sum_{k=1}^{m} \left( \frac{\partial \sigma_i}{\partial A_k} \Delta A_k + \frac{\partial \sigma_{aci}}{\partial A_k} \Delta A_k \right) - \sum_{j=1}^{n} \left( \frac{\partial \sigma_i}{\partial X_j} \Delta X_j + \frac{\partial \sigma_{aci}}{\partial X_j} \Delta X_j \right) \leq \sigma_i - \sigma_i^{(k)}$$  \hspace{1cm} (2.7)$$

where $\sigma_i$ is the stress of the $i$-th member and superscript $k$ denotes the $k$-th iteration step.

4) Modified Sequential Linear Programming

Although SLP has wide applicability, some difficulties appear frequently in the actual calculation, such as enormous implementation time and poor convergency. An attempt is, therefore, made to improve SLP by classifying the constraints into active and passive ones. An outline of this method is described for two designs.

a) Application to the design with buckling constraint

Initially, the nodal coordinates are determined by using only buckling constraints. Cross-sectional areas are modified at the next step by adding the stress constraints. The separation of buckling constraints reduces the memory capacity to $2/3$ of that required in the usual treatment. The flow chart is shown in Fig. 2.5.
Fig. 2.5  Macro Flow Chart of Modified Sequential Linear Programming Method
b) Application to the design subjected to multiple loading conditions

For n-cases of multiple loading conditions, the number of constraints become n times larger than the case for single loading condition. Generally, the influence line method is used to analyze trussed bridges subjected to the moving load. However, the influence line changes as the nodal coordinates change, and hence the moving load is equivalently replaced by multiple load, which may invoke the increase of constraints as aforementioned. For such problems, two ways of selecting the active constraints are utilized: one is by taking three constraints, which correspond to the absolutely maximum stresses (tensile, compressive and buckling) among n loading cases, for a member, while the other is to use a single constraint by finding the most dangerous situation. They are called "Method 1" and "Method 2".

5) Mixed Integer Programming

In certain design cases, some design variables need to be treated as integer or discrete variables on account of their intrinsic characteristics. One of those design problems is the selection of materials in which the variables representing the grade of materials are considered discrete. By use of a special integer variable whose value is 1 or 0, the problem can be reduced to a mixed integer programming problem. It is noted that in this case cost should be chosen as the objective function instead of the weight, because the use of the high grade material makes a remarkable contribution to the weight-alleviation unless economy is taken into consideration.

To find: \( \Delta A_i, \Delta X_j, \delta_{li} \quad l = 1, \ldots, p \quad p:\) number of kinds of materials

such that

\[
\sum_{l=1}^{m} A_i L_i (\partial C_i (\sigma_a) / \partial \sigma_{ai}) \sum_{l=1}^{p} \delta_{ai} \delta_{li} + \sum_{i=1}^{m} C_i (\sigma_a) L_i \Delta A_i \\
+ \sum_{j=1}^{n} \sum_{i=1}^{m} C_i (\sigma_a) A_i (\partial L_i / \partial X_j) \Delta X_j \rightarrow \text{Minimize}
\]

\[ 2.10 \]
subject to

\[
- \sum_{k=1}^{p} \sigma_{A_{k}} \delta_{k} + (\partial \sigma_{i}/\partial A_{j}) \Delta A_{j} + \sum_{j=1}^{n} (\partial \sigma_{i}/\partial x_{j}) \Delta x_{j} \leq -\sigma_{i} \quad (2.11)
\]

\[
- \sum_{k=1}^{p} \sigma_{A_{k}} \delta_{k} - (\partial \sigma_{i}/\partial A_{j}) \Delta A_{j} - \sum_{j=1}^{n} (\partial \sigma_{i}/\partial x_{j}) \Delta x_{j} \leq \sigma_{i} \quad (2.12)
\]

where \( \sigma_{A_{k}} \) is the allowable stress of the \( k \)-th kind of material and \( c_{i}(\ast) \) denotes the cost function.

2.6 The Relationship between Topology and Geometry

Fundamental characteristics of geometrical configurations of trussed bridges are discussed by placing particular attention on their topological properties. According to the afore-mentioned classification (the node system and the member system), the effects of topology and geometry on the weight minimized system are examined through some numerical examples. Attention is particularly paid to the correlation between topology and geometry, which has been scarcely argued.

1) Topology of the Member System and Geometry of the Node System

At first, presented are some considerations on the changes of topology and geometry in the optimization procedure. Consider the model of a trussed bridge, which is simply supported. It consists of four panels and the span length is 40 m. The convergency and the topology obtained at each design step are illustrated in Fig. 2.6. In this case, an optimal topology is obtained by deleting the unnecessary members from the ground structure. Then, the linear programming is used for the optimization, because the number and positions of nodes are fixed. Some distinct changes on the topology can be seen in the optimization, in which the solution at each step is systematically compared from one to another. Whether a member is necessary or not is judged by corresponding it to the basic or non-basic variable. Unnecessary members are eliminated through the pivot operation. Fig. 2.7 shows the effect of the truss height on weight-minimization, where the parameter \( \alpha \) is
Fig. 2.6  Change of Topology of the Member System

Fig. 2.7  Relation between Truss Height and Volume
the rate of the panel length and the truss height. The least volume (the volume is often used as the objective function) is obtained at $\alpha = 1.85$.

In the next example, the nodes of the upper chord are variable, while the nodes of the lower chord are fixed. Similarly to the previous example, the ground structure is formed on the basis of the nodal pattern generated by the Monte Carlo method. By use of the linear programming combined with the Monte Carlo method, the correlation between the topology of member and the geometry of node can be examined without difficulty.

The representative configurations obtained for the generated nodal pattern are presented in Fig. 2.8. It is observed from this figure that types $a$, $b$ and $d$ cover most of the configurations obtained here. Although a truss belonging to type $a$ has the least members, its weight is heavier than that of type $b$ or type $d$. A truss of type $b$ shows the least weight within a range where the $y$-coordinates of node 3 is less than 15 m. Through the successive use of the above procedure, the optimal configuration is obtained, as shown in Fig. 2.9.

Next, let's consider the change of geometry in the optimization. With the aid of SLP, the optimal node positions are sought without varying the topology of member. The change of geometry is seen in Fig. 2.10, where the initial configuration (Pratt truss) gradually transfers to the final configuration (Warren truss). It is to be noted that node 2 tends to approach to node 1 and then the induced force of the 4th member is almost zero. This fact means that the treatment of variational geometry enables to make a rough estimation of the optimal topology of member. Thus, one can prove that node positions are so important that topology of the member system may change according to the change of node positions. Namely, node positions are so dominant to specify topology of the member system.

2) Topology of the Member System and Topology of the Node System

The number of generated nodes is increased from 5 (4-panel model) to 7 (6-panel model) or 9 (8-panel model) to investigate the relation between the layout of members and the number of nodes. The configurations obtained for the latter two cases are shown in Fig. 2.11
Fig. 2.8  Representative Configurations Obtained by LP with Monte Carlo Method
Fig. 2.9 Optimal Configuration

Fig. 2.10 Truss Configuration according to Each Design Step
Fig. 2.11 Configuration Obtained for 6-panel Model by LP with Monte Carlo Method

Fig. 2.12 Configuration Obtained for 8-panel Model by LP with Monte Carlo Method

Fig. 2.13 Optimal Configuration of 6-panel Model Obtained by SLP

Fig. 2.14 Optimal Configuration of 8-panel Model Obtained by SLP
and Fig. 2.12. Note that there exist non-basic (unnecessary) nodes other than non-basic members and that similar configurations were obtained for three cases in spite of the number of nodes. If the members whose sectional areas are close to zero are ignored, topology of members for each case is the same.

To further discussion on the effect of node numbers, 6-, 8-, 10- and 12-panel models are designed by use of SLP. Among them, the configurations obtained for 6- and 8-panel models are shown in Fig. 2.13 and Fig. 2.14. These results lead to the conclusion that for this loading condition the optimal topology of members is the one obtained for 2-panel model shown in Fig. 2.15.

Through these design examples, it can be said that an optimum number of nodes exists for each topology of members. In other words, it is effective to assign the number of nodes before determining the topology of members, and that the use of an appropriate number of nodes possibly reduces a certain amount of the weight of the structure.

2.7 The Influence of Mechanical Properties on Geometrical Configurations

Through some numerical examples, the effects of mechanical properties on truss configuration are discussed in detail.

1) Influence of Buckling Effect

The buckling effect is introduced by using an approximate formula which was proposed by G. Vanderplaats and F. Moses for the pipe sections. (see Fig. 2.16)

\[ P_{cr} = \frac{14.13 \pi EA}{8 L^2} \quad (D/t = 15.0) \]  

(2.13)

where \( P_{cr} \): limit strength for buckling  
\( E \): Young's modulus  
\( A \): cross sectional area  
\( L \): member length  
\( D \): diameter  
\( t \): thickness

Let's consider a 4-panel truss model similar to the previous example. The calculated configuration shows low height and similar mem-
Fig. 2.15 Optimal Configuration of 2-panel Model

Fig. 2.16 Pipe Section

Fig. 2.17 Optimal Configuration Obtained by Considering Buckling Effect
ber lengths. ( see Fig. 2.17 ) Considering the effect of buckling, all members are meaningful and useful for reducing the weight, while some members are useless for the case without buckling constraint. These results can be easily inferred from Eq.(2.13), for it implies that the necessary cross sectional areas increase proportionally to the square of member length. Naturally, the volume obtained for the case with buckling constraint is more than two times of the weight obtained for the case without buckling constraint. Also, the modified sequential linear programming method can reduce the computation time to the half of that needed for usual methods.

More design examples are employed to clarify the influence of buckling effect on the number of nodes. The results are summarized in Fig. 2.18, where the design conditions are as follows:

- **case a**: designs of Pratt truss whose configuration is fixed, where the buckling effect is not included.
- **case b**: designs of Pratt truss with buckling constraint.
- **case c**: designs of truss with variable configurations ( only allowable stress limit )
- **case d**: designs with buckling constraint, whose configuration is that given by case c.
- **case e**: designs with variable configurations, where the buckling effect is directly introduced into the optimization.

From this figure, the following items can be obtained: in case a, the optimum number of panels is 2 or 4. There is no difference in volume between them. However, considering the buckling effect, the optimum number becomes 4. ( see the curve of case b ) The curve of case c ascertain the conclusion that there is an optimal configuration under the design condition in which only the allowable stress limit is imposed. In this curve, the value of the volume is unchanged regardless of the number of panels. The curve of case d indicates that the greater the number of panels, the lighter the truss. While the configurations given by case c have almost the same configuration with respect to the exterior members, they have different numbers of interior members. As the number of the interior members increases, the lengths of the exterior members become shorter. This is useful for a design which is considering the
Fig. 2.18  Relations between Panel Number and Volume

\[ \sigma_a = 1200 \text{ kg/cm}^3 \]

Fig. 2.19  Pratt Truss and Warren Truss
buckling effect.

Case e shows the least volume, and then, the optimum number is obtained as 10. It may be considered that the increase caused by the addition of interior members and the decrease caused by the shortening of exterior members are balanced at this number. Also, these results lead to the conclusion that the optimum number of panel will change, if the variation of configuration is taken into account in the design process.

2) Influence of Rigidity

As mentioned before, the deflection constraint is often important in the design of bridge structure. It can be also considered that the limitation of deflection affects the determination of truss configuration. Here, only the correlation between deflection and weight is discussed for determinate trussed systems, because a detail discussion on the effect of a deflection constraint will be presented in chapter 3.

Consider two truss models, Pratt truss and Warren truss, whose configurations are fixed and presented in Fig. 2.19. The volumes and the deflections of the center of span calculated for these trusses are $0.1667 \times 10^6 \text{cm}^3$, $5.714 \text{cm}$ and $0.1333 \times 10^6 \text{cm}^3$, $4.571 \text{cm}$, respectively. These results show that determinate trusses have a tendency that the deflection is smaller as the weight is lighter. One can prove this fact by considering the characteristics of the weight-minimized determinate truss systems. Generally, the deflection $\delta$ is calculated by using the following formula. \(^{45}\)

$$\delta = \sum_{i=1}^{m} \frac{F_i}{E A_i} \frac{F_i}{L_i}$$

(2.14)

where $F_i$ and $\bar{F}_i$ denote the axial force of the $i$-th member induced by the external load $P$ and the virtual unit load applied at the center of the span respectively. Since each member reaches the "fully stressed" condition in the optimum solution, the following relations are obtained. \(^{46,47}\)

$$F_i = \frac{\sigma_a}{A_i}$$

(2.15)

$$\bar{F}_i = \frac{\sigma_a}{A_i} / P$$

(2.16)
where $\sigma_a$ is the allowable stress, and its value is assumed to be equal for all members.

Substituting Eq. (2.15) and Eq. (2.16) to Eq. (2.14), the deflection is found as

$$\delta = \frac{\sigma_a^2}{E} \sum_{i=1}^{m} A_i L_i$$

(2.17)

From Eq. (2.17), it can be obtained that the deflection is proportional to the volume or weight.

Further examples (48) show that this fact seems to be held for the design cases subjected to other loading conditions or buckling constraints. For instance, on account of buckling constraint, the weights and the deflections of the same models change to $0.342 \times 10^6 \text{ cm}^3$, $3.805 \text{ cm}$ and $0.288 \times 10^6 \text{ cm}^3$, $2.298 \text{ cm}$, respectively.

3) Influence of Supporting Condition (49)

Three supporting systems of simple support (Model 1), continuous support (Model 2) and cantilever support (Model 3) are employed in order to disclose the influence of supporting systems. Fig. 2.20 indicates considerable difference in configurations and it is interesting to note that the formation of upper chords is quite similar to the bending moment diagrams regarding beam models. Table 2.1 indicates that Model 1 is the heaviest and Model 3 the lightest, whether the positions of nodes are fixed or variable. It seems that each supporting condition reaches the limit of weight-minimization. This means that a feasible supporting system should be chosen at the first step of designing.

4) Influence of Loading Condition

Here, the method proposed in section 2.5 is applied to the multiple loading case. Consider the model shown in Fig. 2.21. The moving load is replaced by the six loads, $P_1 - P_6$, whose positions are illustrated in the same figure. Numerical results are summarized in Fig. 2.22 and Table 2.2. Fig. 2.22 shows the changes of configuration and total volume through optimization, and that the final configuration differs considerably from that obtained for the single loading case. It can be said that the loading condition is one of the most important factors, and hence
Fig. 2.20 Optimal Configurations Obtained for Some Kinds of Supports

Table 2.1 Numerical Results for Some Kinds of Supports

<table>
<thead>
<tr>
<th>Model</th>
<th>Total Volume (fixed geometry)</th>
<th>Total Volume (variable geometry)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model 1</td>
<td>0.3580</td>
<td>0.2657</td>
</tr>
<tr>
<td>Model 2</td>
<td>0.3236</td>
<td>0.2629</td>
</tr>
<tr>
<td>Model 3</td>
<td>0.2681</td>
<td>0.2260</td>
</tr>
</tbody>
</table>

$\times 10^6 \text{ cm}^3$
Fig. 2.21 4-Panel Model and Loading Condition

Fig. 2.22 Change of Configuration and Total Volume through Optimization
Table 2.2  Numerical Results for Multiple Loading Condition

Method 1

<table>
<thead>
<tr>
<th>Member</th>
<th>$A$ cm$^2$</th>
<th>$L$ cm</th>
<th>$R_{t_{ \text{max} }}$</th>
<th>$R_{t_{ \text{min} }}$</th>
<th>$P_{cr}$</th>
<th>$\sigma$ kg/cm$^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>19.2</td>
<td>535.1</td>
<td>*</td>
<td>-15000</td>
<td>-15000</td>
<td>-781</td>
</tr>
<tr>
<td>2</td>
<td>46.4</td>
<td>1262.7</td>
<td>*</td>
<td>-15725</td>
<td>-15726</td>
<td>-339</td>
</tr>
<tr>
<td>3</td>
<td>13.0</td>
<td>1134.2</td>
<td>15585</td>
<td>*</td>
<td>-1528</td>
<td>1199</td>
</tr>
<tr>
<td>4</td>
<td>5.0</td>
<td>1000.0</td>
<td>0</td>
<td>0</td>
<td>-291</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>23.7</td>
<td>1153.8</td>
<td>12700</td>
<td>-4922</td>
<td>-4922</td>
<td>-208</td>
</tr>
<tr>
<td>6</td>
<td>34.7</td>
<td>896.7</td>
<td>*</td>
<td>-17490</td>
<td>-17490</td>
<td>-504</td>
</tr>
<tr>
<td>7</td>
<td>33.8</td>
<td>1457.6</td>
<td>12820</td>
<td>-6272</td>
<td>-6272</td>
<td>0186</td>
</tr>
<tr>
<td>8</td>
<td>10.5</td>
<td>1000.0</td>
<td>12600</td>
<td>*</td>
<td>01286</td>
<td>1200</td>
</tr>
<tr>
<td>9</td>
<td>5.0</td>
<td>1143.5</td>
<td>*</td>
<td>-222</td>
<td>-224</td>
<td>-45</td>
</tr>
</tbody>
</table>

Calculation Time 15 sec.

Method 2

<table>
<thead>
<tr>
<th>Member</th>
<th>$A$ cm$^2$</th>
<th>$L$ cm</th>
<th>$R_{t_{ \text{max} }}$</th>
<th>$R_{t_{ \text{min} }}$</th>
<th>$P_{cr}$</th>
<th>$\sigma$ kg/cm$^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>19.2</td>
<td>535.1</td>
<td>*</td>
<td>-15000</td>
<td>-15000</td>
<td>-781</td>
</tr>
<tr>
<td>2</td>
<td>46.6</td>
<td>1267.1</td>
<td>*</td>
<td>-15745</td>
<td>-15745</td>
<td>-338</td>
</tr>
<tr>
<td>3</td>
<td>13.0</td>
<td>1133.7</td>
<td>15600</td>
<td>*</td>
<td>-1533</td>
<td>1200</td>
</tr>
<tr>
<td>4</td>
<td>5.0</td>
<td>1000.0</td>
<td>0</td>
<td>0</td>
<td>0291</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>23.7</td>
<td>1154.7</td>
<td>12700</td>
<td>-4922</td>
<td>-4922</td>
<td>-208</td>
</tr>
<tr>
<td>6</td>
<td>34.6</td>
<td>892.5</td>
<td>*</td>
<td>-17483</td>
<td>-17483</td>
<td>-505</td>
</tr>
<tr>
<td>7</td>
<td>33.7</td>
<td>1455.4</td>
<td>12800</td>
<td>-6259</td>
<td>-6259</td>
<td>-186</td>
</tr>
<tr>
<td>8</td>
<td>10.5</td>
<td>1000.0</td>
<td>12585</td>
<td>*</td>
<td>-1282</td>
<td>1199</td>
</tr>
<tr>
<td>9</td>
<td>5.0</td>
<td>1144.0</td>
<td>*</td>
<td>-222</td>
<td>-224</td>
<td>-45</td>
</tr>
</tbody>
</table>

Calculation Time 11 sec.
that an accurate modeling of load condition is inevitable to determine the configurations of trussed bridges. Compared with the computation time, the proposed method is able to solve the problem in half the time. Therefore, Method 2 is preferable.

5) Influence of Secondary Stress

For trussed bridges, the secondary stress is mainly due to the bending moment which occurs in each member. Generally, the effect of bending moment is not taken into account in the analysis of trussed structures, because of simplicity and small difference between the strict and approximate treatments. However, this effect is no longer ignored for the design of trusses whose members have high rigidity, large eccentricity and long length.

It is quite difficult to investigate the effect of secondary stress on configuration, because the secondary stress can be evaluated only when all design parameters are completely determined. Here, the effect of secondary stress is examined by use of a design example shown in Fig. 2.17. Numerical results are presented in Table 2.3, which shows that the secondary stress tends to increase in the upper chord and the vertical members subjected to the compressive force, and that the ratio of secondary stress and original stress is from 10 to 20 per cent. Considering the effect of secondary stress, the configuration should be determined to diminish the axial forces for the compressive members.

6) Influence of the Grade of Material

Three kinds of material, M1, M2 and M3 (which correspond to SS41, SM50 and SM58 steels) are employed to disclose the effect of the grade of material. The optimal configurations are obtained for three design cases. In case 1, M1 is used for all members. In case 2 and case 3, M1 is also used for the hanger members, while M2 and M3 are used for the chord members, respectively. As shown in Fig. 2.23, truss height tends to become smaller as the higher grade material is employed for the chord members.

Next, the search for the optimal configuration is carried out on the basis of the cost-optimization formulation in which the costs of M2 and M3 are 1.05 and 1.20 times that of M1 and those materials are treated as design variables. Numerical results for the 4-panel model
Table 2.3  Secondary Stresses of 4-Panel Model

<table>
<thead>
<tr>
<th>Member</th>
<th>Member Stress (σ)</th>
<th>Secondary Stress (σ')</th>
<th>Stress σ'/σ Ratio (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-1200.0</td>
<td>( \sigma'<em>{12} = 32.23 )  ( \sigma'</em>{21} = 15.23 )</td>
<td>2.69  1.27</td>
</tr>
<tr>
<td>2</td>
<td>-302.4</td>
<td>( \sigma'<em>{23} = -15.41 )  ( \sigma'</em>{32} = -5.65 )</td>
<td>5.09  1.87</td>
</tr>
<tr>
<td>3</td>
<td>1200.1</td>
<td>( \sigma'<em>{34} = -7.33 )  ( \sigma'</em>{43} = -9.43 )</td>
<td>0.01  0.79</td>
</tr>
<tr>
<td>4</td>
<td>0.0</td>
<td>( \sigma'<em>{41} = -69.35 )  ( \sigma'</em>{14} = -44.82 )</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>-151.6</td>
<td>( \sigma'<em>{34} = 28.99 )  ( \sigma'</em>{43} = 19.16 )</td>
<td>19.19 12.69</td>
</tr>
<tr>
<td>6</td>
<td>-339.6</td>
<td>( \sigma'<em>{35} = -2.29 )  ( \sigma'</em>{53} = -31.28 )</td>
<td>0.67   9.21</td>
</tr>
<tr>
<td>7</td>
<td>-1200.1</td>
<td>( \sigma'<em>{36} = 6.91 )  ( \sigma'</em>{63} = -1.45 )</td>
<td>0.58   0.12</td>
</tr>
<tr>
<td>8</td>
<td>1200.0</td>
<td>( \sigma'<em>{46} = -29.00 )  ( \sigma'</em>{64} = -35.86 )</td>
<td>2.42  2.99</td>
</tr>
<tr>
<td>9</td>
<td>243.3</td>
<td>( \sigma'<em>{56} = 0.00 )  ( \sigma'</em>{65} = 0.00 )</td>
<td>0.00   0.00</td>
</tr>
</tbody>
</table>

---

Fig. 2.23  Influence of Member Strength on Optimal Configuration
Fig. 2.24 Optimal Configuration of 4-Panel Truss with Some Grades of Materials

Table 2.4 Numerical Results of 4-Panel Model

<table>
<thead>
<tr>
<th>kind of steel</th>
<th>Area cm²</th>
<th>Member force kg</th>
<th>Member length cm</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 SS41</td>
<td>18.00</td>
<td>-10000</td>
<td>250</td>
</tr>
<tr>
<td>2 SS41</td>
<td>46.47</td>
<td>-11777</td>
<td>1134</td>
</tr>
<tr>
<td>3 SM50</td>
<td>4.79</td>
<td>9103</td>
<td>1031</td>
</tr>
<tr>
<td>4 SS41</td>
<td>7.57</td>
<td>0</td>
<td>1000</td>
</tr>
<tr>
<td>5 SS41</td>
<td>23.19</td>
<td>-2232</td>
<td>1079</td>
</tr>
<tr>
<td>6 SS41</td>
<td>54.20</td>
<td>-15900</td>
<td>1188</td>
</tr>
<tr>
<td>7 SM50</td>
<td>4.80</td>
<td>9123</td>
<td>1524</td>
</tr>
<tr>
<td>8 SM50</td>
<td>4.47</td>
<td>8500</td>
<td>1000</td>
</tr>
<tr>
<td>9 SM50</td>
<td>4.22</td>
<td>8027</td>
<td>1300</td>
</tr>
</tbody>
</table>

Total Volume = 0.3365 x 10⁶ cm³
Total Cost = 0.3385 x 10⁶
Fig. 2.25 Optimal Configuration of Truss with Discrete Components

Fig. 2.26 Convergence of Truss Design with Discrete Components
are given in Fig. 2.24 and Table 2.4. It can be seen that truss height is smaller than that of the truss with the same material. Note that M1 material is chosen for the compressive members and M2 material for the tensile members. In Table 2.4, positive and negative values in member forces show tension and compression, respectively.

7) Influence of Discrete Sizing

For civil engineering structures, it is often desirable to select member size as discrete values from a table of acceptable values. Here, the design problem with discrete variables is dealt with by use of a mixed integer programming. Let's consider the 2-panel truss model in which the cross sectional areas are given as discrete values, e.g., five cross sectional areas \( (A_1, A_2, A_3, A_4, A_5) = (5, 10, 15, 20, 25 \, \text{cm}^2) \). The resulting configuration is presented in Fig. 2.25, compared with the configuration obtained for the case with continuous variables. As expected, one can find a considerable difference in configuration, but the difference in volume is merely 2 per cent. This means that when cross sectional areas are given as discrete values, it is possible to obtain an effective design by introducing a variation of configurations into the design process.

The calculation is carried out by use of Doig and Land's algorithm based on the branch bound method. Fig. 2.26 shows the convergency in the optimization. It is seen that this problem has an uneven convergence, which is caused by the replacements of discrete variables. As known from the poor convergency, the problem requires more computation time, about 7 times that of the usual treatments. From a practical point of views, the design problem with discrete variables requires a special treatment to reduce the computation time and memory capacity.

2.8 Conclusions

In this chapter, the influence of geometrical factors and mechanical properties on configuration are investigated by placing attention on topological and geometrical characteristics of trussed bridges. Through numerical results, one may conclude as follows:
1) Graphical representation is useful to recognize the geometrical configurations of trussed structures. Based on the concepts of the topology and geometry, the characteristics of truss configuration can be elucidated by means of the classification of the member system and the node system.

2) It is confirmed that a considerable weight reduction can often be achieved by introducing the variation of configurations into the designing process. For trussed bridges, "geometry" is more important than "topology" to determine structural configurations. Namely, the topology of the member system is specified to a great extent by the node positions. There is an optimal configuration when only stress constraints are taken into consideration. Then, the number of nodes does not play an important role.

3) Buckling effect is of primary importance in the decision of configuration. Using the approximate method proposed in this chapter, it is possible to reach the optimum solution or a reasonable solution in a comparatively simplified manner. Note that the method is also applicable for the moving load case.

4) Needless to say, the loading condition is the most important factor to determine structural configurations, and the loading condition should be modeled to correspond well to the real state. From the points of practical computation, it is accepted to replace the moving load by the decomposed multiple loads.

5) Also, supporting condition affects the decision of truss configuration. A feasible supporting condition should be chosen at the first step of design, because each supporting condition used in the present designs has the limit of weight-minimization, regardless of whether the configuration is fixed or variable.

6) Seemingly, deflection constraint is not so important in the decision of geometrical configurations of statically determinate trussed systems, because those trusses have more rigidity as they are lighter.

7) The use of some grades of materials contributes to reduce the cost and weight when some constraints are imposed on configuration. However, it is inconvenient to implement the selection of materials
by means of the mixed integer programings, because of the enormous computation time and memory capacity.

8) Consequently, the following procedure is considered effective to decide the configuration of a trussed bridge.

i) Determine the supporting condition.

ii) Assume the number of nodes and topology of the member system.

iii) Perform the optimization by taking the nodal coordinates and the cross sectional areas of members as design variables.
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3.1 Design Procedure

In usual bridge designs, the selection of structural type is firstly made according to the prescribed span length. Generally, the effective span lengths are given for some types of bridges as follows$^{1)}$:

<table>
<thead>
<tr>
<th>Structural Type</th>
<th>Span Length (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plate Girder Bridge, Hybrid Girder Bridge</td>
<td>&lt; 40</td>
</tr>
<tr>
<td>Continuous Girder Bridge</td>
<td>40 ~ 200</td>
</tr>
<tr>
<td>Trussed Bridge</td>
<td>50 ~ 300</td>
</tr>
<tr>
<td>Cable-Stayed Bridge</td>
<td>100 ~ 350</td>
</tr>
<tr>
<td>Arched Bridge</td>
<td>80 ~ 500</td>
</tr>
<tr>
<td>Suspension Bridge</td>
<td>100 ~ 1500</td>
</tr>
</tbody>
</table>

Trussed bridges treated here are suitable for the medium span from 100 m to 300 m, for which cable-stayed bridges and arched bridges are also available.

According to the design hierarchy described in Chapter 1, the decision of structural type is closely related to the decision of topology. We obtained in the previous chapter that geometry is more important than topology to determine the geometrical configuration of trussed bridge. However, this result may be due to the limitation of structural type. If there is no limitation on structural type, topology will become more important. Accepted to use a simple expression, the configurational relations between trussed, arched and cable-stayed bridges can be considered as shown in Fig. 3.1. Conceptually, bridge structures can be expressed as a model shown at the top of the figure on account of its definition that bridge is a structure which connects the two separate points. Then, some kinds of discretization are introduced to reduce the weight or cost. It may be said that present typical bridge structures have been developed by pursuing the effective discretization with a mechanical rationality. Also, it is observed in the figure that sup-
Fig. 3.1 Relations between Trussed, Arched and Cable-Stayed Bridges
porting condition is quite important in the decision of configuration, and that the truss and arch models, which have the same supports, show no distinctive difference.

In this chapter, configurational optimization of trussed and arched bridges are treated on the assumption that the supporting condition and topology of the member system are given as fixed. Then, the design problem to be considered reduces to a decision problem of optimal geometry.

To determine the effective geometry, two kinds of parameters, cross sectional areas and nodal coordinates, need to be taken into account in the optimization procedure. The treatment of nodal coordinates apparently results in the increase of the number of design variables, which often induces some difficulties in the application of mathematical programming. Large scale optimization problems generally have a poor convergency to require excessive computation time or memory capacity. For such problems, U. Kirsch \(^2\) proposed a decomposition approach and showed its efficiency by some design examples.

Here, a search for least-weight geometry is carried out by a two-step treatment based on Kirsch's approach. The cross sectional areas and the nodal coordinates are treated in two separate but dependent design spaces. Based on the optimality criterion and the sub-optimization of members, the cross sectional areas can be expressed as functions of the nodal coordinates. Also, this treatment can include the effects of buckling constraints or deflection constraints and the grade of materials. While attention is particularly placed on the design of trussed bridges, a brief comparison of trussed and arched bridges is done with emphasis on their geometrical configurations, and also the relation between span length and weight is investigated.

3.2 Partitioning of Design Variables \(^2\)

Formally, it is easy to include a change of geometry into a design formulation. This can be done by introducing the nodal coordinates into the set of design variables. Then, the design variables consist of cross
sectional areas and nodal coordinates, which have different characteristics and different orders of magnitude. In a practical use of mathematical programming, the increase of design variables induced by the addition of nodal coordinates and the mixing of variables having different dimensions will cause such difficulties as a poor convergency and an excessive computation load. Using the modified sequential linear programming method, a considerable reduction of computation time and memory capacity is achieved. Although this method is applicable to any kind of non-linear optimization problem, more improvements on computation and convergence are necessary to treat the configurational optimization problems which have a large number of design variables and constraints.

G. Vanderplaats and F. Moses\textsuperscript{3) }attempted to treat this problem in two separate but dependent design spaces, one for the cross sectional areas of members and one for the nodal coordinates. They obtained good results for a considerably large transmission tower example. In this chapter, a similar treatment is employed to remove the difficulties in conjunction with computation. Cross sectional areas are considered to be completely dependent on nodal coordinates. It is not so difficult to find the optimum set of cross sectional areas if the configuration is fixed. Furthermore, for a special case, it is possible to find an effective relation or an optimality criterion. Here, the search for effective configuration is carried out, using the optimality criterion and mathematical programming. Although this method has no guarantee that a global optimum solution can be obtained, it is advantageous from an engineering point of view.

At first, a two-level formulation is shown based on Kirsch's approach in order to explain how to deal with the design variables in the optimization procedure.

General optimum design problems can be mathematically written as follows:

\[
\text{Find } W
\]

\text{such that the objective function}

\[Z = f (W) \rightarrow \text{Minimize} \quad (3.1)\]
subject to
\[ I ( \mathbf{w} ) = 0 \]  \hspace{1cm} (3.2)
\[ g ( \mathbf{w} ) \leq 0 \]  \hspace{1cm} (3.3)
\[ \mathbf{w}^L \leq \mathbf{w} \leq \mathbf{w}^U \]  \hspace{1cm} (3.4)

in which \( \mathbf{w}^L \) and \( \mathbf{w}^U \) are the lower and upper bounds for design variables \( \mathbf{w} \), and Eqs (3.2) and (3.3) are the equality and inequality conditions, respectively. In truss problems, Eq.(3.2) represents the relation between the variables. For instance, they are derived from the symmetry condition and the fabrication requirements. Eq.(3.3) represents the design requirements with respect to safety or performance.

Here, the design variables \( \mathbf{w} \) consist of cross sectional areas, \( \mathbf{A} \), and nodal coordinates, \( \mathbf{X} \).

\[ \mathbf{w} = \begin{bmatrix} \mathbf{A} \\ \mathbf{X} \end{bmatrix} \]  \hspace{1cm} (3.5)

Then, the problem expressed by Eqs (3.1) - (3.4) is treated as a two-level problem.

At the first level, the nodal coordinates represented by \( \mathbf{X} \) are considered to be fixed and not to be variables. The initial values are given with a range where all the imposed constraints are satisfied.

\[ \mathbf{X} = \mathbf{X}_0 \]  \hspace{1cm} (3.6)

\( \mathbf{X}_0 \) is the initial value selected for nodal coordinates. Using \( \mathbf{X}_0 \), we find \( \mathbf{A} \) such that

\[ I ( \mathbf{A} , \mathbf{X}_0 ) = 0 \]  \hspace{1cm} (3.7)
\[ g ( \mathbf{A} , \mathbf{X}_0 ) \leq 0 \]  \hspace{1cm} (3.8)
\[ \mathbf{A}^L \leq \mathbf{A} \leq \mathbf{A}^U \]  \hspace{1cm} (3.9)

Minimize \[ Z = f ( \mathbf{A} , \mathbf{X}_0 ) \]  \hspace{1cm} (3.10)
The next step is to solve the second level problem.

\[ x^L \leq x \leq x^U \quad (3.11) \]

Minimize \[ Z = f \left( A_O, X \right) \quad (3.12) \]

where \( A_O \) represents the cross sectional areas calculated in the previous step (as the first level) and, in turn, \( X \) is treated as a variable. The alternate steps are repeated until a sufficient design is achieved. The method mentioned above is called the modal coordination method. Although this method has also no security that the optimum solution can be obtained, it is advantageous from a point of practical computation, since the iteration can always be terminated with a feasible solution. It should be, of course, noted that some treatments are necessary for programming in order to improve the convergency.

3.3 Approximate Design Method Based on Optimality Criterion\(^4\)

Here, in order to make the calculation easier, further simplifications are introduced into the decision process of cross sectional areas. Namely, it is assumed that the cross sectional areas completely depends on the nodal coordinates and can be expressed as functions of them by using the optimality criterion derived from the inherent characteristics of framed structures.

It is said that in the majority of minimum-weight designs of test problems, a fully stressed design is an optimal one, or that the resulting design has a weight close to that of the true solution.\(^5\) By using this condition (fully stressed) as an optimality criterion, the cross sectional areas \( A \) can be expressed as a function of the nodal coordinates \( X \).

\[ A = A^* (X) \quad (3.13) \]

In general, the design problem including a geometrical variation is formulated as follows.
Find \( A_i, X_j \) \( \{ i = 1, \cdots, m \} \)
\( \{ j = 1, \cdots, n \} \)

such that
\[
Z = \rho \sum_{i=1}^{m} A_i \, L_i(X_j) \rightarrow \text{Minimize} \tag{3.14}
\]

subject to
\[
-\sigma_{aci} \leq \sigma_i \leq \sigma_{ai} \tag{3.15}
\]

where \( \sigma_i \) and \( \sigma_{aci} \) denote the induced stress and the allowable compressive stress of the \( i \)-th member, respectively.

Using Eq.(3.13), the above design problem is reduced to an unconstrained optimization problem.

\[
\text{Find} \quad X_j
\]

such that
\[
Z = \rho \sum_{i=1}^{m} A_i^*(X_j) \, L_i(X_j) \rightarrow \text{Minimize} \tag{3.16}
\]

Then, it is obvious that the search for unconstrained problems is much easier than that for constrained ones. In the case, the improving direction can be easily obtained by using the derivatives of Eq.(3.16).

\[
\frac{\partial Z}{\partial X_j} = \rho \sum_{i=1}^{m} \frac{\partial A_i^*(X_j)}{\partial X_j} \, L_i(X_j) + A_i^*(X_j) \frac{\partial L_i(X_j)}{\partial X_j} \tag{3.17}
\]

It is noted that the design variables treated in Eq.(3.16) are reduced to only the nodal coordinates and the reduction of design variables remarkably contributes to mitigate the computation time and memory capacity.

**Treatment of Multiple Loading Condition**\(^{6)-10)}\)

Fully stressed condition is also applied for the multiple loading condition. Namely, the cross sectional area \( A \) is determined by the ab-
solutely maximum value of the member forces $F^n$, which are induced by $n$-cases external load $F^n$.

\[ F^n = \frac{1}{K} F^n \]  \hspace{1cm} (3.18)

\[ \gamma^m_n = \max_{n} \{F^n\} \]  \hspace{1cm} (3.19)

where $K$ is the stiffness matrix.

For truss problems, the cross sectional area is calculated as

\[ A = \frac{\gamma^m_n}{\sigma_a} \]  \hspace{1cm} (3.20)

**Treatment of Indeterminate Systems**

In indeterminate structures, the member forces are determined not only by the external load and the structural configuration, but also by the cross sectional areas of individual members. In other words, the induced force of each member affects the decision of the cross sectional areas of other members. Since it is impossible to express the member force by only the nodal coordinates, an approximate treatment is necessary for dealing with indeterminate systems. Here, an iterative procedure is utilized so as to calculate the cross sectional areas. ( see Fig. 3.2 )

At first, assume the initial values for cross sectional areas, remaining the configuration fixed. By use of the structural analysis, calculate the member forces, from which new cross sectional areas are determined. Terminate the iterative procedure when the cross sectional areas converge to certain values. Otherwise, repeat the above steps.

3.4 Sub-Optimization of Members

In a case where the stress limitation is solely employed as constraints and the allowable stress is constant, the optimal set of cross sectional areas can be determined by using the member force $F$. 
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Fig. 3.2 Flow Chart for Determination of Cross Sectional Area
\[ A_i = \sigma_a^{-1} F_i(X) \]  \hspace{1cm} (3.21)

Then, the design formulation (Eq. (3.16)) is found as

\[ \text{Find } X_j \]

such that

\[ Z = \frac{\sigma}{\sigma_a} \sum_{i=1}^{m} F_i(X_j) L_i(X_j) \rightarrow \text{Minimize} \]  \hspace{1cm} (3.22)

In a case with buckling constraints, the allowable stress \( \sigma_a \) is a function of \( X \).

\[ A = \sigma_a^{-1}(X) F(X) \]  \hspace{1cm} (3.23)

In checking the safety against a buckling failure, the slenderness ratio is very important factor. It is said that the allowable strength for each compressive member should be determined according to its slenderness ratio. Then, the cross sectional areas can no longer be expressed as explicit functions of the nodal coordinates. However, using an approximate formula such as Eq. (2.13), the cross sectional area of the \( i \)-th member, \( A_i \), can be obtained for pipe section

\[ A_i = K_i \sqrt{F_i(X)} L_i(X) \]  \hspace{1cm} (3.24)

in which \( K_i \) is a constant and \( K_i \left\{ F_i(X) \right\}^{-1/2} L_i(X) \) corresponds to \( \sigma_a^{-1}(X) \) in Eq. (3.23). Using Eq. (3.24), the objective function \( Z \) is expressed as

\[ Z = \rho \left\{ \sum_{i=1}^{m'} \sigma_a^{-1} F_i(X) L_i(X) + \sum_{i=m'+1}^{m} K_i \sqrt{F_i(X)} L_i(X) \right\} \]  \hspace{1cm} (3.25)

where \( m' \) is the number of tensile members.

For generality, buckling effects are treated herein by means of a preoperational technique called "sub-optimization". This technique has been developed to obtain a simple formula which relates the cross
sectional areas to the nodal coordinates, for general sections such as rectangular or square box sections. There are some studies\(^{13,14}\) with application to a truss design in which the configuration is fixed. When the length and the induced force of a member are given, the optimal cross sectional areas can be calculated with the aid of the optimality criterion "fully stressed".

The moment inertia \(I\) and the cross sectional area \(A\) of the pipe section with the thickness \(t\) are calculated as

\[
I = \frac{\pi D^4}{64} - \frac{\pi (D-2t)^4}{64} \tag{3.26}
\]

\[
A = \frac{\pi D^2}{4} - \frac{\pi (D-2t)^2}{4} \tag{3.27}
\]

where \(D\) is the diameter of the pipe section. Then, the slenderness ratio \(R\) is

\[
R = \frac{\frac{r}{L}}{\frac{4L}{\sqrt{2}} \frac{t}{\sqrt{(A/t)^2 + t^2}}} \tag{3.28}
\]

in which \(L\) and \(r\) denote the length of member and the radius of gyration, respectively.

According to the formula which the Japan Road Association recommends, the allowable compressive strength \(\sigma_{ac}\) is found as

\[
\sigma_{ac} = j_1 \{ k_1 - j_2 k_4 (\frac{L}{r} - k_2) \} + (1-j_1) \frac{1.2 \times 10^7}{k_5 + (L/r)^2} \text{ (kg/cm}^2) \tag{3.29}\]

where

\[
\begin{align*}
\begin{cases}
  k_2 > L/r &; \quad j_1 = 1, j_2 = 0 \\
  k_2 \leq L/r \leq k_3 &; \quad j_1 = 1, j_2 = 1 \\
  k_3 < L/r &; \quad j_1 = 0, j_2 = 1
\end{cases}
\end{align*} \tag{3.30}
\]

The parameters \(k_1 \ldots k_5\) are constants dependent on the kinds of steel.
(see Table 3.1) Using Eq.(3.28), Eq.(3.30) is rewritten as

\[
\begin{align*}
R < k_2 & ; \quad \pi \sqrt{8(L/k_2)^2} - 1 \leq A \\
k_2 \leq R < k_3 & ; \quad \pi \sqrt{8(L/k_3)^2} - 1 < A \leq \pi \sqrt{8(L/k_2)^2} - 1 \\
k_3 \leq R & ; \quad A \leq \pi \sqrt{8(L/k_3)^2} - 1
\end{align*}
\] (3.31)

Observing the results of sub-optimization for SS41 steel, the following formula can be obtained for a given length.

\[
\begin{align*}
A(x) &= a \sqrt{F(x)} + b & 93 \leq R \\
A(x) &= F(x)/1568 + c & 20 \leq R < 93 \\
A(x) &= F(x)/1400 & R < 20
\end{align*}
\] (3.32)

( cm² )

where \(a, b\) and \(c\) are constants to be obtained by the curve in Fig. 3.3. (see Table 3.2 )

Using Eq.(3.32), the cross sectional areas can be immediately calculated when the member force is given.

For box sections, the following relations were presented by S. Okubo

\[
\begin{align*}
A_i(x) &= \frac{1}{\alpha_i} \left( F_i(x) - \gamma_i \right) e_i + \beta_i & F_i(x) \leq F_{0i} \\
A_i(x) &= \frac{1}{\delta_i} \left( F_i(x) - \epsilon_i \right) & F_{0i} < F_i(x)
\end{align*}
\] (3.33)

where \(\alpha_i, \beta_i, \gamma_i, \delta_i\) and \(n_i\) are constants to be determined from the \(A-F\) curve and \(F_{0i}\) indicates the branching point of the \(A-F\) curve.

On the other hand, the automatic selection of materials can be made by use of the sub-optimization technique without any integer programming. Namely, one can choose the effective material by comparing the \(A-F\) curves obtained for individual materials. The resulting \(A-F\) curve obtained for SS41 and SM50 steels is shown in Fig. 3.4 as a representative case. It can be seen in this figure that when the member force is more than 78 ton, SM50 steel is superior to SS41 steel for the compressive member with 4
### Table 3.1 Values of $k_1 - k_5$

<table>
<thead>
<tr>
<th></th>
<th>SS41</th>
<th>SM41</th>
<th>SS50</th>
<th>SM50</th>
<th>SM53</th>
<th>SM58</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_1$</td>
<td>1400</td>
<td>1700</td>
<td>1900</td>
<td>2100</td>
<td>2600</td>
<td></td>
</tr>
<tr>
<td>$k_2$</td>
<td>20</td>
<td>17</td>
<td>15</td>
<td>14</td>
<td>14</td>
<td></td>
</tr>
<tr>
<td>$k_3$</td>
<td>93</td>
<td>86</td>
<td>80</td>
<td>76</td>
<td>67</td>
<td></td>
</tr>
<tr>
<td>$k_4$</td>
<td>8.4</td>
<td>11.3</td>
<td>13</td>
<td>15</td>
<td>21</td>
<td></td>
</tr>
<tr>
<td>$k_5$</td>
<td>6700</td>
<td>5700</td>
<td>5000</td>
<td>4500</td>
<td>3600</td>
<td></td>
</tr>
</tbody>
</table>

### Table 3.2 Sub-Optimization for SS41 Steel

<table>
<thead>
<tr>
<th>A</th>
<th>$A = a\sqrt{F} + b$ (93&lt;R)</th>
<th>F</th>
<th>$A = \frac{F}{1568 + c}$ (R=93)</th>
<th>F</th>
<th>$A = \frac{F}{1400}$ (R&lt;20)</th>
</tr>
</thead>
<tbody>
<tr>
<td>L</td>
<td>a</td>
<td>b</td>
<td>(R=93)</td>
<td>(R=20)</td>
<td>(R&lt;20)</td>
</tr>
<tr>
<td>100</td>
<td>0.110</td>
<td>-0.104</td>
<td>6778.46</td>
<td>62048.0</td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>0.149</td>
<td>1.010</td>
<td>14660.80</td>
<td>124320.0</td>
<td></td>
</tr>
<tr>
<td>300</td>
<td>0.181</td>
<td>1.932</td>
<td>22406.72</td>
<td>186550.0</td>
<td></td>
</tr>
<tr>
<td>400</td>
<td>0.208</td>
<td>2.786</td>
<td>29933.12</td>
<td>248766.0</td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>0.232</td>
<td>3.606</td>
<td>37428.16</td>
<td>310968.0</td>
<td></td>
</tr>
<tr>
<td>600</td>
<td>0.254</td>
<td>4.407</td>
<td>45064.32</td>
<td>373170.0</td>
<td></td>
</tr>
<tr>
<td>700</td>
<td>0.274</td>
<td>5.197</td>
<td>52543.68</td>
<td>435386.0</td>
<td></td>
</tr>
<tr>
<td>800</td>
<td>0.293</td>
<td>5.980</td>
<td>60164.16</td>
<td>497588.0</td>
<td></td>
</tr>
<tr>
<td>900</td>
<td>0.311</td>
<td>6.757</td>
<td>67627.84</td>
<td>559790.0</td>
<td></td>
</tr>
<tr>
<td>1000</td>
<td>0.328</td>
<td>7.531</td>
<td>75107.20</td>
<td>621964.0</td>
<td></td>
</tr>
<tr>
<td>1100</td>
<td>0.344</td>
<td>8.302</td>
<td>82712.00</td>
<td>684194.0</td>
<td></td>
</tr>
<tr>
<td>1200</td>
<td>0.363</td>
<td>8.804</td>
<td>90175.68</td>
<td>746396.0</td>
<td></td>
</tr>
<tr>
<td>1300</td>
<td>0.382</td>
<td>9.197</td>
<td>97796.16</td>
<td>808598.0</td>
<td></td>
</tr>
<tr>
<td>1400</td>
<td>0.403</td>
<td>9.525</td>
<td>105259.04</td>
<td>870800.0</td>
<td></td>
</tr>
<tr>
<td>1500</td>
<td>0.423</td>
<td>9.801</td>
<td>112707.84</td>
<td>933002.0</td>
<td></td>
</tr>
<tr>
<td>1600</td>
<td>0.445</td>
<td>10.035</td>
<td>120328.32</td>
<td>995190.0</td>
<td></td>
</tr>
<tr>
<td>1700</td>
<td>0.466</td>
<td>10.236</td>
<td>127792.00</td>
<td>1057392.0</td>
<td></td>
</tr>
<tr>
<td>1800</td>
<td>0.488</td>
<td>10.407</td>
<td>135396.80</td>
<td>1119594.0</td>
<td></td>
</tr>
<tr>
<td>1900</td>
<td>0.510</td>
<td>10.556</td>
<td>142860.48</td>
<td>1181796.0</td>
<td></td>
</tr>
<tr>
<td>2000</td>
<td>0.532</td>
<td>10.686</td>
<td>150324.16</td>
<td>1243889.0</td>
<td></td>
</tr>
</tbody>
</table>
Fig. 3.3 Sub-Optimization for SS41 Steel

Fig. 3.4 Sub-Optimization of Axial Members
meters length. Note that this figure is made by comparing the material costs, whose rate is assumed to be 1 (SS41) : 1.05 (SM50).

3.5 Applications of Approximate Method to Truss Design

Here, the truss design including a geometrical variation is performed on the basis of the design procedure obtained in the previous chapter. Corresponding to the design hierarchy presented by A. B. Templeman[15], the design procedure is summarized as follows:

Hierarchy 1 Topology --- Assume the number of nodes and the layout of members under the prescribed supporting condition.

Hierarchy 2 Geometry --- The change of geometry is taken into account by introducing the nodal coordinates into the set of design variables.

Hierarchy 3 Overall Design --- The proportion of members is determined by dealing with the cross sectional areas as variables.

Hierarchy 4 Detail Design --- The details are determined by the sub-optimization of members.

Then, the optimal positions of nodes are calculated according to the following steps,

Step 1 Assume the initial geometry, (i.e. nodal coordinates $x^{(0)}$)

Step 2 Perform the structural analysis of the truss with the geometry determined in the previous step.

Step 3 Obtain the optimum set of cross sectional areas by using the values of member forces and member lengths calculated in Step 2.

Step 4 Search for the most effective direction $S$ in the design space which consists of nodal coordinates, and calculate the distance $\alpha$ with the aid of a one-dimensional optimization scheme.

Step 5 Then, the improved geometry can be defined as

$$x^{(I)} = x^{(I-1)} - \alpha \cdot S$$
Step 6 If the value of \( X^{(T)} \) converges, the procedure is terminated. Otherwise, return to Step 2 and repeat Steps 3 - 5.

The above process is expressed as a macro flow chart. (see Fig. 3.5)

In order to treat some kinds of material, the material cost should be employed as the objective function. Then, the problem is expressed as

\[
\text{Minimize} \quad P = \sum_{i=1}^{m} \min_{k} \{ C_k A_k (F_i) \} L_i
\]

where \( P \) and \( C_k \) represent the total cost and the coefficient of the \( k \)-th material, respectively.

The term of \( \min_{k} \{ C_k A_k (F_i) \} \) means the minimum of the product of cross sectional area and unit cost. Replacing this term by \( a_i \), Eq.(3.34) is written as

\[
\text{Find} \quad X_j
\]

such that

\[
P = \sum_{i=1}^{m} a_i (F_i(X_j), L_i(X_j)) L_i(X_j) \rightarrow \text{Minimize} \quad (3.35)
\]

The derivatives necessary for calculating the improving direction are derived as

\[
\frac{\partial P}{\partial X_j} = \frac{\partial a_i}{\partial X_j} L_i + a_i \frac{\partial L_i}{\partial X_j} = \frac{\partial a_i}{\partial F_i} \frac{\partial F_i}{\partial X_j} L_i + \frac{\partial a_i}{\partial L_i} \frac{\partial L_i}{\partial X_j} L_i + a_i \frac{\partial L_i}{\partial X_j}
\]

(3.36)

Thus, a truss design can be carried out without difficulty, using the relations between the member forces and the cross sectional areas. (i.e. Eq.(3.23) for a case without buckling constraints, Eq.(3.24) for a case with buckling constraints, Eqs (3.32) and (3.33) for general cases)

Next, the introduction of deflection constraint is attempted on the basis of the optimality criterion presented by A. Gellatly and L. Berke16). Using the generalized-virtual-load method, the deflection is give as
Fig. 3.5 Macro Flow Chart of Approximate Design Method
\[ \delta = \frac{m}{\sum_{i=1}^{m} \frac{F_i}{A_i} \frac{Q}{E} L_i} \]  

(3.37)

in which \( F_i^Q \) is the force due to the virtual load \( Q \). The optimum structure for which the deflection has the specified value \( \delta^* \) can be determined by finding the stationary value of the objective function subjected to the equality condition.

\[ \delta = \delta^* \]  

(3.38)

Using Eqs (3.37) and (3.38), the weight-minimization problem can be expressed in the following form by means of Lagrange's multiplier method.

\[ \Phi = \sum_{i=1}^{m} \rho_i A_i L_i + \lambda \left( \sum_{i=1}^{m} \frac{F_i}{A_i} \frac{Q}{E} L_i - \delta^* \right) \]  

(3.39)

where \( \Phi \) and \( \lambda \) are Lagrangean and Lagrange's multiplier, respectively. For a minimum

\[ \frac{\partial \Phi}{\partial A_j} = 0 = L_j \rho_j - \frac{F_j}{A_j} \frac{Q}{E} L_j + \lambda \sum_{k=1}^{m} \left( \frac{\partial F_k}{\partial A_j} \frac{Q}{E} + \frac{\partial F_k}{\partial A_j} \frac{Q}{E} L_k \right) \]  

(3.40)

Since the terms in the summation are identically zero, Eq.(3.40) becomes

\[ 0 = L_j \rho_j - \frac{F_j}{A_j} \frac{Q}{E} L_j \]  

(3.41)

From Eq.(3.42), the cross sectional area is found as

\[ A_j = \sqrt{\lambda \left( \frac{(F_j Q_j)^2}{(E \rho_j)} \right)} \]  

(3.43)

Finally, the cross sectional area can be expressed as a function of the
member forces $F_j$ and $P_j^Q$, combining Eq. (3.41) and Eq. (3.43).

For convenience to a practical computation, the cross sectional area is expressed as a form in which structural members are divided into two groups; active and passive members. A. Gellatly and L. Berke specify that the active members are those whose cross sectional area may be varied to achieve an optimized deflection-limited design, whereas the passive members remain unchanged. With this division, the cross sectional area can be written as

$$A_i = A_i^*(X_j) = \frac{1}{\delta^* - \delta_0} \sum_{k=1}^{\tilde{m}} E_k L_k(X_j) \sqrt{F_k(X_j) P_k^Q(X_j) / E_k} \sqrt{F_i(X_j) P_i^Q(X_i) / E_i}$$

(3.44)

where $\tilde{m}$ is the number of active members and $\delta_0$ is the contribution of passive members to the deflection.

Furthermore, Eq. (3.44) can be rewritten as a recursive form suitable for the design of indeterminate systems.

$$A_i^{(I+1)} = A_i^{(I)} \left[ (\sigma_i^{O})^{(I)} \left( \frac{\sigma_i^{O}}{E_i^O} \right) (I) \frac{1}{\delta^* - \delta_0} \sum_{k=1}^{\tilde{m}} (A_k L_k^O)^{(I)} \right] \left( \frac{\sigma_k^O}{E_k^O} \right)$$

(3.45)

where $\sigma_i = F_i / A_i$ and $\sigma_i^O = P_i^O / A_i$.

Substituting Eq. (3.44) to Eq. (3.35), the deflection constraint can be taken into account in the design of truss.

3.6 Applications of Approximate Method to Arch Design

Truss resists the external load by axial forces, whereas arch resists not only axial forces but also bending moments. This structural property of arches gives a further freedom to select the structural configuration. Trussed structures have a limitation in the determination of configuration due to the stability condition. For instance, their configurations are composed of triangles. On the other hand, for arched
structures, other fundamental patterns such as square or trapezoid are allowed to choose for constituting the configuration without loss of overall stability. This means that arched structures have more freedom in the topology, and the increase of freedom may enable to achieve more weight reduction.

As well as truss designs, the design of arched bridges is formulated by use of the optimality criterion, "fully stressed ".

\[ W \text{ (weight) } = \rho \sum_{i=1}^{m} A_i L_i \rightarrow \text{Minimize} \]

In this case, it is quite difficult to find an explicit relation between the member force and the cross sectional area.

For arch members except for hanger members, the fully stressed condition is expressed by neglecting the effect of shearing force as follows.

\[ \sigma_i = \frac{|N_i|}{A_i} + \frac{|M_i|}{Z_i} = \sigma_a \]

in which \( N_i, M_i \) and \( Z_i \) signify the induced axial force, the induced bending moment and the section modulus, respectively.

It is assumed that the section modulus can be approximately expressed as a function of the cross sectional area \( A_i \).

\[ Z_i = \beta A_i^{3/2} \]

where \( \beta \) is a constant which depends on the shape of cross section. Then, the fiber stress \( \sigma_i \) is written as

\[ \sigma_i = \frac{|N_i|}{A_i} + \frac{|M_i|}{\beta A_i^{3/2}} \]

Using Eqs (3.47) and (3.49), the following relation can be obtained.

\[ \sigma_a^2 A_i^3 - 2 \sigma_a |N_i| A_i^2 + |N_i| A_i - |M_i|^2 / \beta^2 = 0 \]
Solving Eq.(3.50) analytically, the relation between the member force and the cross sectional area can be obtained. However, it is convenient to solve it numerically in the optimization procedure, where the derivatives of the objective function are given as

\[
\frac{\partial W}{\partial x_j} = \rho \sum_{i=1}^{m} \left\{ (\partial A_i/\partial x_j) L_i + A_i (\partial L_i/\partial x_j) \right\}
\]  

(3.51)

in which

\[
\frac{\partial A_i}{\partial x_j} = \frac{(2 \sigma A_i^2 - 2 |N_i| A_i) (\partial |N_i|/\partial x_j) + 2 (|M_i|/B^2) (\partial |M_i|/\partial x_j)}{(3 \sigma A_i - |N_i|) (\sigma A_i - |N_i|)}
\]  

(3.52)

3.7 Design Examples

1) Nein-Bar Truss Model

This example is employed to investigate the relation between nodal coordinates and volume. The optimal geometry is shown in Fig. 3.6, with the loading condition and the selected design variables being \(X_1 - X_3\). This truss is simply supported and its span length is 40 m. Since this truss is statically determinate and subject to a single loading condition, the resulting design is fully stressed. In this case the member forces, \(F_1 - F_9\), can be expressed by nodal coordinates.

\[
F_1 = -10 / \sin \alpha
\]

\[
F_2 = \frac{1}{\sin \gamma} \left\{ \frac{\sin \beta (-10/\tan \alpha + 10/\tan \gamma)}{\sin \beta /\tan \gamma + \cos \beta} - 10 \right\}
\]

\[
F_3 = -\frac{-10/\tan \alpha + 10/\tan \gamma}{\sin \beta /\tan \gamma + \cos \beta}
\]

\[
F_4 = 10/\tan \alpha
\]

\[
F_5 = -2 \left\{ \frac{\sin \beta (-10/\tan \alpha + 10/\tan \gamma)}{\sin \beta /\tan \gamma + \cos \beta} - 10 \right\}
\]

\[
F_6 = F_2, \ F_7 = F_3, \ F_8 = F_4, \ F_9 = F_1
\]
where the negative values indicate the compressive forces. Unless the
buckling effect is taken into consideration, the necessary cross sec-
tional areas are found to be

\[ A_i = F_i / \sigma_a \]  \hspace{1cm} (3.54)

Using Eqs (3.53) and (3.54), the total volume, \( V \), can be obtained as
follows.

\[
V = \frac{1}{12000} \left[ \frac{20(x_1^2 + x_2^2) + 400x_1}{x_2} + \frac{400(x_3 - x_2)}{20-x_1} + \frac{400 \{ (x_3-x_2)^2 + (20-x_1)^2 \}}{20-x_1 x_3} \right. \\
\left. + 20 \{x_2^2 + (20-x_1)^2\} \frac{20x_2 - x_1 x_3}{x_2 x_3 (20-x_1)} \right] \hspace{1cm} (m^3) \]  \hspace{1cm} (3.55)

where

\[
L_1 = \sqrt{x_1^2 + x_2^2} \ , \ L_2 = \sqrt{(x_3 - x_2)^2 + (20-x_1)^2} \ , \ L_3 = \sqrt{x_2^2 + (20-x_1)^2} \\
L_4 = 20 \ , \ L_5 = x_3 \\
\sin \alpha = x_2 / L_1 \ , \ \cos \alpha = x_1 / L_1 \ , \ \tan \alpha = x_2 / x_1 \\
\sin \beta = x_2 / L_3 \ , \ \cos \beta = (20-x_1) / L_3 \ , \ \tan \beta = x_2 / (20-x_1) \\
\sin \gamma = (x_3 - x_2) / L_2 \ , \ \cos \gamma = (20-x_1) / L_2 \ , \ \tan \gamma = (x_3-x_2)/(20-x_1) \\
\sigma_a = 1200 \text{ kg/cm}^2
\]

When the values of \( x_1 - x_3 \) are given, the cross sectional areas and
the total volume can be calculated from Eq.(3.53) to Eq.(3.55). It is
also possible to draw the contour surface of the objective function
(i.e. volume). For two cases where the values of volume are specified
as \( 0.115 \times 10^6 \text{ cm}^3 \) and \( 0.120 \times 10^6 \text{ cm}^3 \), the contour surfaces are shown
in Fig. 3.7. Fig. 3.8 and Fig. 3.9 show the projections on the \( x_1-x_3 \)
plane and the \( x_2-x_3 \) plane, respectively. Fig. 3.7 indicates that in this
Fig. 3.6 Optimal Configuration of Nein-Bar Truss Model

Fig. 3.7 Design Space of Nein-Bar Truss Example
Fig. 3.8 Projection on $X_1$-$X_3$ Plane

Fig. 3.9 Projection on $X_2$-$X_3$ Plane
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**Fig. 3.10** Relation between Total Volume and \( X_1 \)
Fig. 3.11  Relation between Total Volume and $X_2$
Fig. 3.12  Relation between Total Volume and $X_3$

$X_1 = 6 \text{ m}$

$X_2 = 14 \text{ m}$
model the contour surfaces have round shapes like an egg, though two ends are cut off by two planes. This is due to the side constraints imposed on the design variables $X_1$ and $X_2$.

Fig. 3.10 shows the relation between the total volume and $X_1$ when other variables are fixed as $X_2 = 14$ m and $X_3 = 20$ m. And the relations between the total volume and $X_2$ or $X_3$ are shown in Fig. 3.11 and Fig. 3.12, respectively. From these figures, it is obtained that the optimum set of nodal coordinates is roughly estimated as $(X_1, X_2, X_3) = (6, 14, 20)$ (m) and the optimum point is located at a point near the center of the contour surfaces. The above observation leads to the conclusion that the problem treated here provides assurance that the approximate method employed in this chapter will give good results.

2) Influence of Span Length

Using the approximate method, three kinds of trussed bridges, Warren truss with vertical members (Model 1), Warren truss (Model 2) and Pratt truss (Model 3), are designed to investigate the change of the material cost for unit length due to the change of span length. The loading condition and the configuration of employed truss models are illustrated in Fig. 3.13. As shown in Fig. 3.14, the numerical results indicate that the increase of span length gives rise to the increase of the unit material cost on account of the increase of the dead load. A rapid increase can be seen where the span length is more than 140 m. Model 1 shows the superiority in cost-minimization over all the span lengths, because of the effect of the buckling constraint. Although there is little difference between Model 2 and Model 3, Model 3 becomes superior when the span length exceeds 140 m.

In all designs, SS41 steel is chosen for the compressive members, whereas SM50 steel for the tensile members. The rate of truss height and span length exists from 1/11.5 to 1/7.5. These values seem to be somewhat small, comparing the values 1/10 - 1/6 obtained for parallel-chord trussed bridges whose span lengths are less than 100 m. This difference may be due to the effects of panel numbers, kinds of materials and loading condition employed herein. However, the optimal rate of truss height and span length is unchanged within a range of 0 - 100 m,
Fig. 3.13 Some Truss Models and Loading Condition

Fig. 3.14 Material Cost vs Span Length
for all trusses. One design case requires 70 seconds in computation for FACOM M-190 computer.

3) Design of Continuous Trussed Bridge (AMAKUSA 1-GO Bridge Model)

The proposed approximate method is applied for the large truss model which has 80 nodes and 157 members. The supporting condition and the loading condition are given in Fig. 3.15. This model has such limitations on configuration that the upper chord members are allocated as horizontally straight, and also the lower chord members give the clearance for the place near the center of the bridge. Considering the symmetrical and supporting conditions, 99 design variables should be taken into account in the optimization. However, the proposed method can reduce the number of design variables from 99 to 20, eliminating the cross sectional areas from the set of design variables. In Fig. 3.16, the configuration obtained at the 4th step is shown. It is seen that the configuration tends to transfer from Pratt type to Warren type, according to the change of node positions with respect to the lower chords. Since this result is obtained under optimization and is not a final solution, the configuration shows an uneven curve for the formation of lower chord members.

At the 4th step, the material cost diminishes by 2 per cent from the initial step. It is also possible to reduce the material cost more than 8 per cent by decreasing the truss height. Finally, the configuration shown in Fig. 3.17 enables to achieve more than 16 per cent reduction. In this example, the optimization is performed by use of the conjugate gradient method. The computation time for a step is about 5 minutes, which are mainly consumed in the iterative procedure used for the structural analysis.

4) Effect of Deflection Constraint

The efficiency of the optimality criterion algorithm is first examined by a truss example shown in Fig. 3.18, whose geometry is fixed. The optimality criterion algorithm reaches the optimum solution with only one iteration, whereas SLP requires 29 iterations, starting from the same initial values. The convergency of both methods is presented in
Fig. 3.15 Amakusa 1-Go Bridge Model

Fig. 3.16 Configuration Obtained at the 4th Step

Fig. 3.17 Final Configuration of Amakusa 1-Go Bridge Model
Fig. 3.18 4-Panel Pratt Truss Model

Fig. 3.19 Comparison of Optimality Criterion Method and SLP
Fig. 3.19. While the convergency of the optimality criterion method is not affected by the initial values, SLP depends on the initial values and the selection of the moving limits. It can be said that for relatively simple trusses, the optimality criterion algorithm gives an accurate solution with less computation time, independent of the initial values.

Fig. 3.20 presents the relations between the deflection constraint and the total weight, which are obtained for the truss example shown in Fig. 3.21. It is seen in this figure that the total weight is in inverse proportional to the deflection limit. This can be inferred by the fact that $\delta_0$ in Eq. (3.44) is identically zero when the truss is statically determinate and the external load is applied at the center of span.

Next, the optimality criterion algorithm is used together with the variable metric method to search for the optimal configuration. The change of configuration through optimization is given in Fig. 3.22, where the initial configuration is a 4-panel Pratt truss. The resulting configuration is quite similar to that obtained without deflection constraints. It seems that the deflection constraint hardly affects the determination of the configuration of statically determinate trusses.

5) Comparison of Truss and Arch

Some simple arch models are designed by use of the proposed method. Fig. 3.23 shows the optimal configuration of an arch model with the same topology of members as that of the truss model shown in Fig. 3.6. Comparing Fig. 3.23 with Fig. 3.6, it is obtained that arch and truss show no distinct difference in configuration, if the topology of members is the same.

Next, consider an arch model shown in Fig. 3.24, whose topology of members is not accepted for truss models on account of the stability condition. In this case, the obtained configuration becomes quite different in spite of the same loading condition. This means that topology of members is of primary importance in the determination of the configuration of arched structures, though it is not so important in truss problems. For a 4-panel arch model subjected to the uniform load, the optimal configuration is obtained, as shown in Fig. 3.25. Then, the total weight
Fig. 3.20 Relation between Total Weight and Deflection Limit

Fig. 3.21 Warren Truss Model
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Fig. 3.23 Optimal Geometry of Arch Model with Same Topology as that of Truss Model

Fig. 3.24 Optimal Geometry of Arch Model with Different Topology

Fig. 3.25 Optimal Geometry for Uniform Load
Fig. 3.26  Comparison of Truss and Arch
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Table 3.3 Numerical Results of Model 1

<table>
<thead>
<tr>
<th>Length (cm)</th>
<th>Area (cm$^2$)</th>
<th>Total Stress</th>
<th>Normal Stress</th>
<th>Bending Stress</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>225.1</td>
<td>-1181.5</td>
<td>-814.3</td>
<td>-367.2</td>
</tr>
<tr>
<td>2</td>
<td>500.0</td>
<td>1185.5</td>
<td>669.4</td>
<td>516.2</td>
</tr>
<tr>
<td>3</td>
<td>438.8</td>
<td>1214.5</td>
<td>1214.5</td>
<td>0.0</td>
</tr>
<tr>
<td>4</td>
<td>687.5</td>
<td>-580.1</td>
<td>-513.6</td>
<td>-66.5</td>
</tr>
<tr>
<td>5</td>
<td>643.3</td>
<td>1179.2</td>
<td>1179.2</td>
<td>0.0</td>
</tr>
<tr>
<td>6</td>
<td>500.0</td>
<td>1198.1</td>
<td>1159.3</td>
<td>39.0</td>
</tr>
<tr>
<td>7</td>
<td>720.4</td>
<td>1151.4</td>
<td>1151.4</td>
<td>0.0</td>
</tr>
<tr>
<td>8</td>
<td>616.0</td>
<td>-605.7</td>
<td>-592.7</td>
<td>-13.0</td>
</tr>
<tr>
<td>9</td>
<td>882.3</td>
<td>1092.6</td>
<td>1092.6</td>
<td>0.0</td>
</tr>
<tr>
<td>10</td>
<td>500.0</td>
<td>1203.5</td>
<td>1194.5</td>
<td>9.0</td>
</tr>
<tr>
<td>11</td>
<td>900.0</td>
<td>1200.0</td>
<td>1200.0</td>
<td>0.0</td>
</tr>
<tr>
<td>12</td>
<td>540.7</td>
<td>-688.2</td>
<td>-672.3</td>
<td>-15.9</td>
</tr>
<tr>
<td>13</td>
<td>1015.4</td>
<td>1198.2</td>
<td>1198.2</td>
<td>0.0</td>
</tr>
<tr>
<td>14</td>
<td>500.0</td>
<td>1202.4</td>
<td>1191.5</td>
<td>10.9</td>
</tr>
<tr>
<td>15</td>
<td>1019.5</td>
<td>1205.3</td>
<td>1205.3</td>
<td>0.0</td>
</tr>
<tr>
<td>16</td>
<td>252.8</td>
<td>-1204.9</td>
<td>-1182.8</td>
<td>-22.1</td>
</tr>
<tr>
<td>17</td>
<td>1000.7</td>
<td>1194.0</td>
<td>1194.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Table 3.4 Numerical Results of Model 2

<table>
<thead>
<tr>
<th>Length (cm)</th>
<th>Area (cm$^2$)</th>
<th>Total Stress</th>
<th>Normal Stress</th>
<th>Bending Stress</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>330.1</td>
<td>-1185.2</td>
<td>-572.9</td>
<td>-612.3</td>
</tr>
<tr>
<td>2</td>
<td>500.0</td>
<td>1161.1</td>
<td>708.4</td>
<td>452.7</td>
</tr>
<tr>
<td>3</td>
<td>430.1</td>
<td>1195.4</td>
<td>1195.4</td>
<td>0.0</td>
</tr>
<tr>
<td>4</td>
<td>653.3</td>
<td>-779.6</td>
<td>-423.5</td>
<td>-356.1</td>
</tr>
<tr>
<td>5</td>
<td>500.0</td>
<td>1171.9</td>
<td>852.6</td>
<td>319.3</td>
</tr>
<tr>
<td>6</td>
<td>712.4</td>
<td>1125.7</td>
<td>1125.7</td>
<td>0.0</td>
</tr>
<tr>
<td>7</td>
<td>584.3</td>
<td>-770.4</td>
<td>-516.8</td>
<td>-253.6</td>
</tr>
<tr>
<td>8</td>
<td>500.0</td>
<td>1164.1</td>
<td>906.8</td>
<td>257.3</td>
</tr>
<tr>
<td>9</td>
<td>907.5</td>
<td>1265.1</td>
<td>1265.1</td>
<td>0.0</td>
</tr>
<tr>
<td>10</td>
<td>754.6</td>
<td>-577.9</td>
<td>-420.3</td>
<td>-157.6</td>
</tr>
<tr>
<td>11</td>
<td>500.0</td>
<td>1178.8</td>
<td>952.4</td>
<td>226.4</td>
</tr>
<tr>
<td>12</td>
<td>958.5</td>
<td>1116.9</td>
<td>1116.9</td>
<td>0.0</td>
</tr>
</tbody>
</table>
and the maximum deflection are 1193 kg and 4.2 cm, respectively. In this case, the arch model is lighter than the truss model, because the weight of the truss model becomes 1815 kg under the same design condition.

Fig. 3.26 presents the comparison of truss and arch structures with various span lengths, where both truss and arch models have the same panel number and the same deflection limit. It can be seen that as the increase of span length the weight of arch model increases with a certain rate, while that of truss model increases rapidly. It is, however, noted that truss is superior for the case where the deflection constraint is not significant.

In order to disclose the effect of topology on the configuration of arched bridges, two different kinds of arch examples (Model 1 and Model 2) are employed. The numerical results obtained by the proposed method are summarized in Table 3.3, Table 3.4, Fig. 3.27 and Fig. 3.28. The upper chord members of both examples have the parabolic shapes similar to the bending diagram of simple beam models. From Table 3.3 and Table 3.4, it is seen that Model 1 has the bending stress less than the normal stress, though Model 2 has the larger bending stress. This implies that topology of Model 1 is effective for a trussed bridge and that of Model 2 for an arched bridge. Therefore, topological factors may play an important role in decisions concerning the selection of structural types.

3.8 Conclusions

While the importance of geometrical configuration has been sufficiently recognized in the design of bridge structures, its direct introduction has had such difficulties as poor convergency and excessive computation time. In this chapter, an approximate method based on the optimality criterion is proposed to remove the above problems concerning practical computations. Through some numerical examples, the following conclusions were reached.

1) It is confirmed that the geometrical configuration of trussed bridges can be efficiently treated with the use of the proposed method, and considerable weight or cost reduction can often be achieved. Effec-
tive use of the optimality criterion makes it possible to decrease the number of design variables, which results in a remarkable saving of computational effort.

2) The most remarkable feature of the approximate method is the fast convergence due to the simplification of unconstrained optimization problems. Although this method has no guarantee to reach the global optimum, it has an advantage from an engineering point of view. The calculation can be terminated at any design step in which a feasible solution is obtained. The design example of Amakusa 1-go bridge shows that this approximate method seems to be extremely promising in practical applications.

3) As seen in the work by H. Sugimoto and et al\textsuperscript{21}), trussed bridges without high redundancy tend to be fully stressed in the weight-minimization systems. For the reason, the optimality criterion "fully stressed" employed here is considered reasonable for the design of trussed bridges with geometrical variations.

4) Combining the sub-optimization technique with the mathematical programming, buckling effects can be taken into consideration, and also discrete variables with respect to the selection of materials can be treated without integer programming.

5) In order to search for the optimum node positions, the variable metric method seems to be superior in convergency to the conjugate gradient method. By using the band matrix method or the decomposition method in the structural analysis, one can reduce the computation time and memory capacity.

6) The optimality criterion algorithm proposed by A. Gellatly and L. Berke is very efficient for the design of trussed structures with deflection constraint. For statically determinate trusses, accurate solutions can be obtained by only one iteration, in spite of the choice of initial values. Also, for indeterminate trusses, satisfactory solutions can be obtained without difficulty.

7) Using this algorithm, it is possible to investigate the effect of deflection constraints on the decision of truss configuration. Most examples show that the deflection limitation does not change the node positions but the values of cross sectional areas.
8) It is to be noted that the proposed method is applicable for the design of arched bridges. Numerical results obtained for arch examples imply that topology of members is significant for the weight-minimization of arched bridges, whereas it is not for trussed bridges. Generally, trussed systems are lighter than arched systems for the case without deflection limitation. This tendency is due to the difference in the definition of fully stressed condition. Namely, in truss systems the induced stresses reach the allowable limit at all parts of the member, but in arched system merely at the ends of the member.
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4.1 Safety of Structure

The ultimate objective of a structural engineer is to design structures which are both economically feasible and functionally reliable. In the previous chapters, attention is placed on economic design, where structures are designed on the basis of the deterministic design philosophy. The deterministic approach has been developed based on the past valuable experiences and empirical or theoretical investigations on structural safety. However, it is currently realized that there is some risk which is unavoidable, in view of numerous uncertainties underlying the design and construction of a structure. Absolute safety, therefore, is ordinarily not tenable nor practically realizable.

To recognize and measure the risk, it is desirable to introduce the probabilistic approach into the design process. The foundation of the probability-based design was first given by A. M. Freudenthal in 1947, and its theoretical aspects have been clarified by many researchers. These refinements and clarifications of the theory are called the classical reliability theory, and thereafter A. Ang and others have extended the classical theory to account for the subjective uncertainties involved in the prediction of relevant probability distributions.

In this chapter, structural safety is examined by using the failure probability as a measure of safety. To calculate the failure probability, it is necessary to specify a probability distribution function for each uncertain factor. However, the specification of distribution function is in practical quite difficult, due to the lack of sufficient data relevant to applied loads and structural resistances. Also, even if appropriate functions are found, the calculation of failure probability often requires a numerical integration which is prohibitive and time-consuming. It can be said that the
difficulties in calculation and the selection of distribution function are obstacles to a practical use of the reliability theory.

Regardless of the abovementioned problems, this approach has such significant features that it is suitable to investigate the influence of each uncertainty on structural design and the structural behavior under the unpredicting environment.

4.2 Failure Probability of Framed Structure

Assuming the independence between the applied load and the structural resistance, the failure probability of a structure with a single load can be computed as follows: \(^{17}\)

\[
P_f = P_r ( R < S ) = \int_0^\infty (1 - F_S(r)) f_R(r) \, dr
\]

\[
= \int_0^\infty F_R(S) f_S(S) \, dS
\]

(4.1)

in which \(f_R(r)\) and \(f_S(s)\) are the derivatives of distribution functions \(F_R(r)\) and \(F_S(s)\), respectively, and \(S\) and \(R\) denote the load effect and the material strength in terms of carrying capacity of load, respectively.

For mathematical convenience, both the applied load and the structural resistance are often assumed to be normally distributed or lognormally distributed. In the former case, the failure probability \(p_f\) can be expressed as

\[
p_f = \Phi(-\beta_1)
\]

(4.2)

in which

\[
\beta_1 = \frac{\mu_R - \mu_S}{\sqrt{\sigma^2_R + \sigma^2_S}}
\]

(4.3)

\[
\Phi(t) = \int_{-\infty}^{t} \frac{1}{\sqrt{2\pi}} \exp(-t^2/2) \, dt
\]

(4.4)

\(\mu_R\) : mean value of member resistance

\(\mu_S\) : mean value of load effect

\(\sigma^2_R\) : variance of member resistance

\(\sigma^2_S\) : variance of load effect
For the latter case, $p_f$ is approximately found as

$$p_f = \Phi(-\beta_2)$$  

(4.5)

in which

$$\beta_2 = \ln \left( \frac{\mu_R}{\mu_S} \right) / \sqrt{\frac{\delta_R^2}{\delta_S^2}}$$  

(4.6)

$\delta_R$: coefficient of variation with respect to resistance
$\delta_S$: coefficient of variation with respect to load effect

For general cases, the failure probability is calculated as

$$p_f = 1 - P_r(X \in D) = 1 - \int_D f_X(X) \, dX$$  

(4.7)

where $X$ is a n-dimensional vector which collects all the random quantities, and $D$ is the safe region.

By use of the polar coordinates, Eq.(4.7) can be rewritten as

$$p_f = 1 - \int_{0<\alpha_1<2\pi} \int_{0}^{\beta_f(\alpha^-)} \int_{\cos \alpha^-}^{1} f_{\alpha \beta} \, d\beta \, d\alpha$$  

(4.8)

where $\beta$ is the distance of $X$ from the origin and $\alpha_i$ is the angle between the generic axis, and vector $\alpha$ is defined as

$$\alpha = \begin{pmatrix} \alpha_1 \\ \alpha_2 \\ \vdots \\ \alpha_n \end{pmatrix}$$

with $0 \leq \alpha_i \leq 2\pi$ ($i=1, \ldots, n$) and

$$\cos \alpha^t \cos \alpha = 1$$

and $\cos \alpha$: director cosines

$\alpha^-$: the reduced vector which is obtained from $\alpha$ by deleting the last component

$$\alpha^- = \begin{pmatrix} \alpha_1 \\ \vdots \\ \alpha_{n-1} \end{pmatrix}$$

$\beta_f(\alpha^-)$: safe boundary described in polar coordinates

$$\beta_f(\alpha^-) = \max \{ \beta \mid \beta \cos \alpha \in D \}$$

$f_{\alpha \beta}^{\alpha^-}: \beta_\alpha$, $\beta(\alpha^-, \beta)$: joint distribution function described in polar coordinates
4.3 Reliability of Indeterminate Structural Systems

A safety analysis of indeterminate systems has difficult features, which are due to the fact that those systems have generally many various possible failure modes. As a rule, the approximations have been done on the assumption of statistical independence and complete dependence among failure modes. However, the resulting solution may be widely different as the number of failure modes increases. Also, usual structures have considerable dependence on their own failure mechanisms.

Indeterminate trusses can be considered to fail by the initial yielding. There are, however, many routes to reach the system collapse in indeterminate trusses, which while it is considerably difficult to trace all of them, some investigations were presented. While the actual collapse criterion is applied without difficulty, several mechanisms must be taken into consideration.

The limit analysis concept is employed here to discuss the safety of indeterminate structures, placing attention on rigid frames. Then, only the failure due to the formation of plastic hinge is treated, so the failure through the loss of stability is not accounted for. Since the collapse mechanisms are inter-dependent, this effect is inevitable in the exact evaluation of system reliability. Here, the correlation between each failure mode is taken into account by calling attention to the events that two modes occur simultaneously.

Using the coefficient of correlation between each modal margin and an appropriate mathematical approximation, one can obtain a simple method presenting a good upper bound of system failure probability. From the view of safety design, only the value of the upper bound is necessary, but the lower bound is important to check the availability of the approximation. There is a brief discussion with regard to the lower bound. Furthermore, an improvement is attempted based on the fact that the simultaneous occurrence of three modes is considerably affected and limited by the occurrence of two of three modes. A simple mathematical model is developed to evaluate the effect of those events on the average.
Reduction of Upper Bound Formula\(^{25)}-30\)

Supposing that a structural system has \(n\) failure modes, the probability of a system failure, \(P_f\), can be written in the terms of the modal failure events \(F_i\) as follows:

\[
P_f = P_f( F_1 \cup F_2 \cup \cdots \cup F_n )
\]

(4.9)

where the symbol "\(\cup\)" signifies the union of the events.

The event \(F_i\) occurs when the modal resistance \(R_i\) is less than the modal load effect \(S_i\).

\[
F_i = ( R_i - S_i < 0 )
\]

(4.10)

Taking the collapse mechanisms as a typical failure mode, the failure event \(F_i\) is written by introducing the reserve strength \(Z_i\) in the following:

\[
F_i = ( Z_i < 0 )
\]

(4.11)

where

\[
Z_i = \sum_{k=1}^{n} A_{ik} M_k - \sum_{j=1}^{m} B_{ij} S_j
\]

(4.12)

\(M_k\) : structural resistance of a structural member at the \(k\)-th point in the structure

\(A_{ik}\) : resistance coefficient determined by the position and condition of the \(k\)-th point related to the \(i\)-th failure

\(S_j\) : effect of the \(j\)-th load on the structure

\(B_{ij}\) : load coefficient determined by the position and magnitude of the \(j\)-th load on the structure related to the \(i\)-th failure mode.

The beam failure mode of a single-bent frame shown in Fig. 4.1 is

\[
Z_1 = M_B + 2M_B + M_B - 4P_1 L/2
\]

(4.13)

If the form of Eq.(4.12) is used,

\[
Z_1 = \sum_{k=1}^{7} A_{1k} M_k - \sum_{j=1}^{2} B_{1j} S_j
\]

(4.14)
Failure Modes

\[ Z_1 = M_B + 2M_B + M_B - 4P_1 L/2 \]
\[ Z_2 = M_C + 2M_B + M_C - 4P_1 L/2 \]
\[ Z_3 = M_B + 2M_B + M_C - 4P_1 L/2 \]
\[ Z_4 = M_C + M_C + M_C + M_C - P_2 L \]
\[ Z_5 = M_C + M_B + M_B + M_C - P_2 L \]
\[ Z_6 = M_C + M_C + M_B + M_C - P_2 L \]
\[ Z_7 = M_C + 2M_B + 2M_C + M_C - P_2 L - 4P_1 L/2 \]
\[ Z_8 = M_C + 2M_B + 2M_B + M_C - P_2 L - 4P_1 L/2 \]

Fig. 4.1 Single Bent Frame
where
\[ M_1 = M_2 = M_6 = M_7 = M_C \]
\[ M_3 = M_4 = M_5 = M_B \]
\[ A_{11} = A_{12} = A_{16} = A_{17} = 0 \]
\[ A_{13} = A_{15} = 1, \ A_{14} = 2 \]
\[ B_{11} = 0, \ B_{12} = 2L \]
\[ S_1 = P_2, \ S_2 = P_1 \]

Then, the failure probability of the i-th mode, \( P_{fi} \), is given as
\[ P_{fi} = P_r \left( Z_i < 0 \right) \]  
(4.16)

By paying attention to the n-th event, Eq.(4.9) can be expanded to be\(^{31)}
\[ P_r \left( F_1 \cup F_2 \cup \cdots \cup F_n \right) = P_r \left( F_1 \cup \cdots \cup F_{n-1} \right) + P_r (F_n) \]
\[ - P_r \left( \left( F_1 \cup \cdots \cup F_{n-1} \right) \cap F_n \right) \]  
(4.17)

where the symbol " \( \cap \) " signifies the intersection of the events.

The last term on the right side in Eq.(4.17) is lowly limited by the probability of the occurrence of two events.
\[ P_r \left( \left( F_1 \cup \cdots \cup F_{n-1} \right) \cap F_n \right) \geq P_r \left( F_k \cap F_n \right) \]
\[ (4.18) \]

where \( F_k \) is one of the events \( F_i \) ( \( i=1, \cdots, n-1 \) ).

Thus, the upper bound of \( p_f \) can be reduced, that is,
\[ p_f \leq P_r \left( F_1 \cup F_2 \cdots \cup F_{n-1} \right) + P_r (F_n) - P_r \left( F_k \cap F_n \right) \]
\[ (4.19) \]

To obtain the closest upper bound, one should select the value which minimizes the last term of inequality (4.19). When the expansion is continued, a simple formula presenting an upper bound can be obtained.\(^{32)}
\[ p_f = \sum_{i=1}^{n} P_r (F_i) - \sum_{i=1}^{n-1} \max_{j=1}^{i} \left( P_r (F_j \cap F_{i+1}) \right) \]  
(4.20)

Here, assuming a statistically complete dependence between each mode, the failure probability becomes as follows:\(^{33)}
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\[ P_f = P_r(F_{iw}) \]  
(4.21)

where \( F_{iw} \) is the weakest mode.

On the other hand, assuming a probabilistic independence, it can be expressed as

\[ P_f = \sum_{i=1}^{n} P_r(F_i) \]  
(4.22)

It is apparent that Eq.(4.20) gives a better upper bound than Eq.(4.22), because the value calculated by Eq.(4.20) is less than that by Eq.(4.22) by the value of its second term.

When the failure modes do not have a strong dependence, Eq.(4.21) gives a value very far from the true solution. For such a case, the following equation may give a better result.

\[ P_f > \sum_{i=1}^{n} P_r(F_i) - \sum_{0<i<j<n} P_r(F_i \cap F_j) \]  
(4.23)

An Improvement on Evaluation of System Reliability

In the preceding section, a simple method is presented, which requires the probabilities that two events occur simultaneously. These probabilities can be obtained by introducing the inter-dependence between two modes through the coefficients of correlation. Using the approximate method developed by M. Tichy and M. Vorlicek\(^{35} \), they can be calculated without integration.

When \( P_r(F_i) \) is less than \( P_r(F_j) \), the probability of the occurrence of two events, \( F_i \) and \( F_j \), is expressed as

\[ P_r(F_i \cap F_j) = P_r(F_j) \left\{ P_r(F_i) + \frac{\gamma_{F_iF_j} \phi_j + 2}{\gamma_{F_iF_j} \phi_j} (1-P_r(F_i)) \right\} \]  
(4.24)

where \( \gamma_{F_iF_j} \) : the coefficient of correlation between \( F_i \) and \( F_j \)

\[ \phi_j = -\log_{10} P_r(F_j) \]  
(4.25)

While the implementation of Eq.(4.20) needs only the failure probability of each mode and the coefficient of correlation, it may give a too conservative value for a case where the failure modes are considerably dependent. To examine the accuracy of this method, an
improvement on the lower bound is considered herein.

Eq.(4.9) can be rewritten in the terms of the intersections of the events as follows:

\[
P_r(F_1 \cup \cdots \cup F_n) = \sum_{i=1}^{n} P_r(F_i) - \sum_{0<i<j<n} P_r(F_i \cap F_j) + \sum_{0<i<j<k<n} P_r(F_i \cap F_j \cap F_k) - \cdots + P_r(F_1 \cap F_2 \cap \cdots \cap F_n) \quad (4.26)
\]

It is evident that in Eq.(4.26) any term has a greater value than those of the successive terms. Also, the former is influential on the latter. Generally, higher terms are truncated in the calculation, assuming that those have small values. However, this assumption is not true for some cases, and the case treated here may be one of the exceptions. Therefore, we attempt to take additionally the third term of Eq.(4.26) into account, in order to improve the approximation. In order to obtain this probability analytically, a simple mathematical model is proposed.

In general, the failure probability of the i-th mode is calculated as the negative region shown in Fig. 4.2. Then, the circle with the same area as this region is transferred to express the failure event \( F_i \), and a similar treatment is used for the remainders, \( F_j \) and \( F_k \).

The probability of the occurrence of two events is given as the intersected region of two circles, as shown in Fig. 4.3. Also, the event that three modes occur at the same time can be specified as the shading part of Fig. 4.4. This procedure is summarized as follows:

Step 1 Specify the three circles, where their radii are determined by corresponding their areas to their failure probabilities.

Step 2 The distance between each two circles can be obtained by making the overlapped section areas equivalent to those of the two-events-occurrence probabilities.

Step 3 The three-events-occurrence probability can be calculated as the area of the induced curve-linear triangle.

It should be noted that the actual failure can never be exactly expressed by that simple figure, which may have a complicated boundary. The two-dimensional model employed here may be insufficient to express some special cases. Nevertheless, it can be considered to give the inter-dependence between three modes on the average, though it may include little physical meaning.
Fig. 4.2 Failure Probability of the i-th Mode

Fig. 4.3 Probability of Two-Events-Occurrence

Fig. 4.4 Expression of $P_r(F_i \cap F_j \cap F_k)$
The system failure probability is calculated by using the first to the third terms of Eq.(4.26).

\[ P_f \leq \sum_{i=1}^{n} P_r(F_i) - \sum_{0<i<j<n} P_r(F_i \cap F_j) + \sum_{0<i<j<k<n} P_r(F_i \cap F_j \cap F_k) \]  

(4.27)

While this model is developed to improve the lower bound, the used equation will give an upper bound. It is natural that this approximation presents a conservative value when the model corresponds well to the actual event and the calculation is performed with a good accuracy. The obtained value will approach the true solution more closely, whether it is conservative or not.

The Relation between Proposed Method and Ordering Method

F. Moses and D. Kinser\textsuperscript{36}37\textsuperscript{37} proposed the analysis method called the ordering method for estimating the overall failure probability. By using the relationship of mutually exclusive events, \( P_f \) can be written as

\[ P_f = P_r(F_1) + P_r(F_2 \cap \overline{F}_1) + P_r(F_3 \cap \overline{F}_1 \cap \overline{F}_2) + \cdots \]

\[ \cdots + P_r(F_n \cap \overline{F}_1 \cap \overline{F}_2 \cap \cdots \cap \overline{F}_{n-1}) \]  

(4.28)

While this equation covers all possible failure events of the entire system, it requires enormous computations. Its implementation can be carried out solely when the correlations among all modes are found. It is apparent that the following relation exists.

\[ P_r(F_n \cap \overline{F}_1 \cap \cdots \cap \overline{F}_{n-1}) \leq P_r(F_n \cap \overline{F}_k) \]  

(4.29)

where \( k \) is one of number \( 1 \) through \( n-1 \).

If \( k \) is selected as having the minimum value of \( P_r(\overline{F}_i \cap F_n) \) \((i=1,\cdots, n-1)\), that is,

\[ P_r(\overline{F}_k \cap F_n) = \min_{i=1}^{n-1} P_r(\overline{F}_i \cap F_n) \]  

(4.30)

the difference between the left and the right hands of inequality (4.29) will be the smallest. Now, the probability, \( \min P_r(\overline{F}_i \cap F_n) \) can be rewritten by use of the failure event \( F_i \) as follows:
\[
\begin{align*}
&\min_{i=1}^{n-1} P_r(F_i \cap F_n) = \min_{i=1}^{n-1} \{P_r(F_i) - P_r(F_i \cap F_n)\} \\
&\text{Since } P_r(F_n) \text{ is constant, the minimum value is obtained when } P_r(F_i \cap F_n) \text{ indicates the maximum value.}
\end{align*}
\]
\[
\begin{align*}
&\min_{i=1}^{n-1} P_r(F_i \cap F_n) = P_r(F_n) - \max_{i=1}^{n-1} P_r(F_i \cap F_n) \\
&\text{Using Eq.(4.32), Eq.(4.28) can be approximately expressed as follows:}
\end{align*}
\]
\[
\begin{align*}
p_f &\approx P_r(F_1) + (P_r(F_2) - P_r(F_2 \cap F_1)) + \left\{P_r(F_3) - \max_{i=1}^{n-1} P_r(F_i \cap F_n)\right\} \\
&\quad + \cdots + \left\{P_r(F_n) - \max_{i=1}^{n-1} P_r(F_i \cap F_n)\right\} \\
&= \sum_{i=1}^{n} P_r(F_i) - \sum_{i=1}^{n-1} \max\{P_r(F_i \cap F_{i+1}), \ldots, P_r(F_i \cap F_n)\} \\
&\quad (4.33)
\end{align*}
\]

Thus, the relationship between the proposed method and the ordering method is clarified. Namely, they are equivalent, if the ordering method accepts the approximation as shown in Eq.(4.29).

Design Examples

To illustrate the validity and the accuracy of the proposed method, some test examples are presented. In all examples, the loads and resistances are assumed to be normally distributed, because of the easiness of the treatment and the security of the central limit theorem. At first, the approximate method proposed by M. Tichy and M. Vorlicek is examined for some cases in which the ratio of \( P_r(F_i) \) and \( P_r(F_j) \) varies. The results are shown in Fig. 4.5(a) - (d), in which the abscissa is the coefficient of correlation. From these figures, this method seems to overestimate the joint probability density function when the probabilities of the i-th and j-th failure events have the same orders, or their coefficient of correlation is greater than 0.8. For other cases, this method presents unconservative values which are fairly close to the true solutions.

"Example 1 : Reliability Analysis of Portal Frame"

This simple model is used to explain the proposed method in detail.
Fig. 4.5 Comparison of Empirical and Exact Functions
(Tichy's Method and Exact Solution)
Table 4.1  Reliability Analysis of Single Bent Frame

a) Condition of Input Data

<table>
<thead>
<tr>
<th>Mean Value of Moment Resist. ( K-FT )</th>
<th>Mean Value of Load</th>
<th>Coefficient of Variation</th>
</tr>
</thead>
<tbody>
<tr>
<td>( P_1 (K) )</td>
<td>( P_2 (K) )</td>
<td>Resistance</td>
</tr>
<tr>
<td>40</td>
<td>0.5</td>
<td>1.0</td>
</tr>
</tbody>
</table>

b) Calculated Probabilities of Failure

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( 0.808 \times 10^{-2} )</td>
<td>( 0.920 \times 10^{-2} )</td>
<td>( 0.958 \times 10^{-2} )</td>
<td>( 0.886 \times 10^{-2} )</td>
<td>( 0.100 \times 10^{-1} )</td>
<td>( 0.150 \times 10^{-1} )</td>
</tr>
<tr>
<td>2</td>
<td>0.8</td>
<td>5 \times 10^4 trials</td>
<td>1.9 sec.</td>
<td>0.8 sec.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

1: Dependent  2: Lower Bound [ Eq.(4.26) ]  
3: Monte Carlo Simulation  4: Stevenson's Method  
5: Upper Bound [ Eq.(4.20) ]  6: Independent
The load condition and failure modes are illustrated in Fig. 4.1. The applied loads $P_1$ and $P_2$ are considered to be dependent and to have the mean values and the coefficient of variation presented in Table 4.1. Assuming the statistical independence and the complete dependence, the resulting band is considerably wide, and the proposed method gives an upper bound which is closer to the true solution than Eq.(4.22). By using a circle model, Eq.(4.27) presents a good lower bound. While the method by J. Stevenson shows a good agreement, it may lead to unconservative solutions, and also it requires twice the execution time of Eq.(4.20) in computing. (see Table 4.1)

"Example 2: Reliability Analysis of One-Bay Two-Story Frame"

This model, whose geometry and applied load are shown in Fig. 4.6, is considered to have many dominant failure modes which are considerably inter-dependent on each other. Then, the assumption of statistical independence will give a too conservative value. By taking the correlation of two failure events into account, the proposed method improves the upper bound effectively. (see Table 4.2 and Table 4.3)

The failure probability decreases and approaches the result obtained by assuming the statistical independence, as the mean value of the load decreases. This phenomena can be explained by the fact that the coefficient of correlation between each mode becomes smaller according to the decrease of the load. However, this tendency accompanied with the decrease of failure probability is not observed when the coefficients of variation of the load and resistance decrease. The approximate solution by the method of M. Tichy and M. Vorlicek is compared with the exact solution for this model to show that this method always presents conservative values. Its application can be considered useful for ordinal structures, because it can reduce the execution time by the elimination of numerical integration.

Next, the failure probabilities are calculated for those cases in which the moment resistances have 60 and 70 (K-FT) as mean values. Then, the numerical results are summarized in Table 4.4, including the results of the improving method proposed here.

This method is considered to improve the lower bound. In the calculation processes, the curve-linear triangles, which correspond
Fig. 4.6 Two-Story Single-Bay Rigid Frame

Fig. 4.7 One-Story Two-Bay Rigid Frame
Table 4.2  Reliability Analysis of Two-Story Single-Bay Frame (I)

a) Condition of Input Data

<table>
<thead>
<tr>
<th>Case No.</th>
<th>Mean Value of Moment Resistance</th>
<th>Mean Value of Load</th>
<th>Coefficient of Variation</th>
<th>P₁, P₂</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>P₁</td>
<td>P₂</td>
<td>Moment Resistance</td>
</tr>
<tr>
<td>1</td>
<td>40</td>
<td>1.0</td>
<td>0.5</td>
<td>0.2</td>
</tr>
<tr>
<td>2</td>
<td>40</td>
<td>0.8</td>
<td>0.4</td>
<td>0.2</td>
</tr>
<tr>
<td>3</td>
<td>40</td>
<td>0.6</td>
<td>0.3</td>
<td>0.2</td>
</tr>
</tbody>
</table>

b) Calculated Probabilities of Failure

<table>
<thead>
<tr>
<th>Case No.</th>
<th>Dependent</th>
<th>Independent</th>
<th>Simulation</th>
<th>Stevenson's Method</th>
<th>Proposed Method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Limit Analysis</td>
<td>Elastic Analysis</td>
<td>Method</td>
</tr>
<tr>
<td>1</td>
<td>0.941 x 10⁻¹</td>
<td>0.462</td>
<td>0.118</td>
<td>0.722</td>
<td>0.113</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>10⁴ trials</td>
<td>10⁴ trials</td>
<td>7.8 sec. 2.5 sec.</td>
</tr>
<tr>
<td>2</td>
<td>0.841 x 10⁻²</td>
<td>0.369 x 10⁻¹</td>
<td>0.131 x 10⁻¹</td>
<td>0.414</td>
<td>0.112 x 10⁻¹ 0.147 x 10⁻¹</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>10⁴ trials</td>
<td>10⁴ trials</td>
<td>7.2 sec. 2.5 sec.</td>
</tr>
<tr>
<td>3</td>
<td>0.271 x 10⁻³</td>
<td>0.831 x 10⁻³</td>
<td>0.640 x 10⁻³</td>
<td>0.109</td>
<td>0.587 x 10⁻³ 0.710 x 10⁻³</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>5 x 10⁵ trials</td>
<td>10⁴ trials</td>
<td>5.7 sec. 2.5 sec.</td>
</tr>
</tbody>
</table>

Proposed Method
* Upper Value by M. Tichy's Method
Lower Value by Numerical Integration
Table 4.3 Reliability Analysis of Two-Story Single-Bay Frame (II)

a) Condition of Input Data

<table>
<thead>
<tr>
<th>Case No.</th>
<th>Mean Value of Moment Resistance</th>
<th>Mean Value of Load</th>
<th>Coefficient of Variation</th>
<th>P₁, P₂</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>P₁ (K)</td>
<td>P₂ (K)</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>40 (K-FT)</td>
<td>1.0</td>
<td>0.5</td>
<td>0.1 0.1</td>
</tr>
<tr>
<td>2</td>
<td>40</td>
<td>0.8</td>
<td>0.4</td>
<td>0.1 0.1</td>
</tr>
</tbody>
</table>

b) Calculated Probabilities of Failure

<table>
<thead>
<tr>
<th>Case No.</th>
<th>Dependent</th>
<th>Independent</th>
<th>Simulation</th>
<th>Stevenson's Method</th>
<th>Proposed Method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Limit Analysis</td>
<td>Elastic Analysis</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.425 x 10⁻²</td>
<td>0.969 x 10⁻²</td>
<td>0.504 x 10⁻²</td>
<td>10⁴ trials</td>
<td>0.480 x 10⁻² 0.515 x 10⁻²</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.776</td>
<td>4.8 sec.</td>
<td>2.5 sec.</td>
</tr>
<tr>
<td>2</td>
<td>0.864 x 10⁻⁶</td>
<td>0.113 x 10⁻⁵</td>
<td>0.199</td>
<td>10⁴ trials</td>
<td>0.938 x 10⁻⁶ 0.961 x 10⁻⁶</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3.2 sec.</td>
<td>2.5 sec.</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.4 Reliability Analysis of Two-Story Single-Bay Frame (III)

<table>
<thead>
<tr>
<th>Mean Value of Moment Resistance</th>
<th>Dependent</th>
<th>Lower Bound by Eq.(4.27)</th>
<th>Proposed Method (Lower Bound)</th>
<th>Monte Carlo Simulation</th>
<th>Proposed Method (Upper Bound)</th>
<th>Independent</th>
</tr>
</thead>
<tbody>
<tr>
<td>60</td>
<td>0.355 x 10⁻²</td>
<td>0.947 x 10⁻²</td>
<td>0.112 x 10⁻¹</td>
<td>0.121 x 10⁻¹ (4.6 x 10⁴ trials)</td>
<td>0.138 x 10⁻¹</td>
<td>0.170 x 10⁻¹</td>
</tr>
<tr>
<td>70</td>
<td>0.123 x 10⁻²</td>
<td>0.375 x 10⁻²</td>
<td>0.375 x 10⁻²</td>
<td>0.380 x 10⁻² (4.6 x 10⁴ trials)</td>
<td>0.400 x 10⁻²</td>
<td>0.407 x 10⁻²</td>
</tr>
</tbody>
</table>

Mean Value of Load : P₁ = 1.0 (K) , P₂ = 0.5 (K)
Table 4.5 Reliability Analysis of One-Story Two-Bay Frame

a) Condition of Input Data

<table>
<thead>
<tr>
<th>Case No.</th>
<th>Mean Value of Moment Resistance</th>
<th>Mean Value of Load</th>
<th>Coefficient of Variation</th>
<th>$P_1, P_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$P_1 (K)$</td>
<td>$P_2 (K)$</td>
<td>$P_1, P_2$</td>
</tr>
<tr>
<td>1</td>
<td>40 (K-FT)</td>
<td>1.0</td>
<td>0.5</td>
<td>0.2</td>
</tr>
<tr>
<td>2</td>
<td>40</td>
<td>1.0</td>
<td>0.5</td>
<td>0.2</td>
</tr>
</tbody>
</table>

b) Calculated Probabilities of Failure

<table>
<thead>
<tr>
<th>Case No.</th>
<th>Dependent</th>
<th>Independent</th>
<th>Simulation</th>
<th>Stevenson's Method</th>
<th>Proposed Method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Limit Analysis</td>
<td>Elastic Analysis</td>
<td>Method</td>
</tr>
<tr>
<td>1</td>
<td>$0.808 \times 10^{-1}$</td>
<td>$0.200 \times 10^{-1}$</td>
<td>$0.158 \times 10^{-1}$</td>
<td>$0.736 \times 10^{-1}$</td>
<td>$0.162 \times 10^{-1}$</td>
</tr>
<tr>
<td>2</td>
<td>$0.808 \times 10^{-2}$</td>
<td>$0.199 \times 10^{-1}$</td>
<td>$0.158 \times 10^{-1}$</td>
<td>$0.610 \times 10^{-1}$</td>
<td>$0.163 \times 10^{-1}$</td>
</tr>
</tbody>
</table>
to the three-events-occurrence probabilities, are approximated by the linear triangles, in order to save the execution time and make the programming simple. In spite of this approximation, this method gives lower bounds very close to the solution obtained by Monte Carlo simulation. However, this method seems to have the possibility of presenting greater values for cases where the difference between the curve-linear triangles and the linear triangles is small, or the estimating method for the two-events-occurrence probability presents values that are too conservative. Nevertheless, these results show good agreement with the true solutions.

"Example 3 : Reliability Analysis of One-Story Two-Bay Frame"

In this model, the beam mechanism can be considered to be the most dominant mode, and to have less correlation among the modes. (see Fig. 4.7) Table 4.5 shows that all solutions are almost equal, excepting those obtained by assuming complete dependence or independence. Considering the matter of less calculation time, the proposed method is also useful for this case, though Stevenson's method presents the closest value to the true solution.

4.4 Reliability Analysis Including Statistical Uncertainty

In the foregoing section, the failure probability is calculated on the assumption that each uncertain quantity is normally distributed. As mentioned before, it is quite difficult to select an appropriate distribution for a random variable. It is said that the failure probability is sensitive and unstable, depending on the selected distribution function. Furthermore, even if a good estimation of distribution function can be done, it is impossible to obtain the mean value and variance of the population. In practice, the characteristics such as mean and variance are estimated from observations and experimental results. Then, the sample mean and variance obtained from the measured data with a small size are seldom consistent with the population mean and variance. Also, the difference between the sample and population characteristics may give a considerably large
influence on the calculation of failure probability. 39)

In this section, the effect of statistical uncertainty related to measured data on the reliability analysis is studied on the basis of the fiducial statistics and Bayesian concept. Furthermore, the optimum sampling number is discussed by use of the risk analysis.

Reliability Analysis Using the Fiducial Statistics

The fiducial statistics deals with the population mean and variance as random variables, whereas usual classical statistics treat the sample mean and variance as variables. By use of the peculiar property of the fiducial statistics, the statistical uncertainty can be evaluated in the calculation of failure probability. 40)

Sample mean $\overline{x}$ and variance $S_x^2$ with $n$ independent samples, $x_1 - x_n$, are calculated as

$$
\overline{x} = \frac{1}{n} \sum_{i=1}^{n} x_i^2
$$

(4.34)

$$
S_x^2 = \frac{1}{n} \sum_{i=1}^{n} (x_i - \overline{x})^2
$$

(4.35)

Postulated that a variable $X$ is normally distributed, those probability density functions are

$$
f_{\overline{x}}(\overline{x}) = \frac{\sqrt{n}}{\sqrt{2\pi} \sigma_X} \exp\left(-\frac{n(\overline{x} - \mu_X)^2}{2\sigma_X^2}\right)
$$

(4.36)

$$
f_{S_x^2}(S_x^2) = \frac{\sqrt{n}}{\sqrt{2\pi} \sigma_{S_x}} \frac{1}{\Gamma((n-1)/2)} \frac{n-1}{\Gamma(n-3)} \left(\frac{S_x^2}{\sigma_{S_x}^2}\right)^{n-2} \exp\left(-nS_x^2/2\sigma_{S_x}^2\right)
$$

(4.37)

where

$$
f(x) = \frac{1}{\sqrt{2\pi} \sigma_X} \exp\left(-\frac{(x - \mu_X)^2}{2\sigma_X^2}\right)
$$

(4.38)

in which $\mu_X$ and $\sigma_X^2$ are the population mean and variance, respectively.

Then, the joint probability density function of $\overline{x}$ and $S_x^2$ can be obtained by assuming a statistical independence between them.
\[ f_{\bar{X}, S_X} (\bar{X}, S_X) = C \left[ \frac{S_X}{\sigma_X} \right]^{n-2} \exp(-n(\bar{X} - \mu_X)^2/2\sigma_X^2) \exp(-nS_X^2/2\sigma_X^2) \] (4.39)

Here, the joint density function of \( \mu_X \) and \( \sigma_X \) can be calculated by converting \( d\bar{X} \cdot dS_X/S_X \) and \( d\mu_X \cdot d\sigma_X/\sigma_X \) in Eq. (4.39).

\[ f_{\mu_X, \sigma_X} (\mu_X, \sigma_X) = C \left[ \frac{S_X}{\sigma_X} \right]^{n-1} \exp(-n(\bar{X} - \mu_X)^2/2\sigma_X^2) \exp(-nS_X^2/2\sigma_X^2) \] (4.40)

where

\[ C = n^{n/2} / (2^{n/2-1} \sqrt{\pi} \Gamma((n-1)/2)) \] (4.41)

\[ \Gamma(\cdot) : \text{gamma function} \]

The conditional density function, \( f(X|\bar{X}, S_X) \), can be obtained by multiplying Eq. (4.38) with Eq. (4.40).

\[ f(X|\bar{X}, S_X) = \frac{\Gamma(n/2)}{\Gamma((n-1)/2) \sqrt{\pi}(n+1)} \left\{ 1+ \frac{(X-\bar{X})^2}{S_X^2(n+1)} \right\}^{-n/2} \] (4.42)

Using Eq. (4.42) for the load \( S \) and the resistance \( R \) which are independent, the failure probability including the statistical uncertainty can be formulated as

\[ p_f = \iint_{R<S} f(R|\bar{R}, S_R) f(S|\bar{S}, S_S) \ dRdS \] (4.43)

**Reliability Analysis Based on Bayes Theorem**

Here, statistical uncertainty is introduced into the calculation of failure probability by using Bayesian statistical decision theory. A major contribution of this theory is the procedure for coupling the professional information and the information contained in the measured data. The coupling procedure is performed with the aid of Bayes theorem that the posterior probability, \( P_r(H_i|A) \), of hypothesis, \( i \), given observations \( A \), is proportional to the prior probability, \( P_r(H_i) \), times the likelihood of \( A \), given \( H_i \), \( P_r(A|H_i) \) \( \cdot \) (4.44)

\[ P_r(H_i|A) \propto P_r(A|H_i) P_r(H_i) \] (4.44)

In the continuous form, the above relation can be written as
\[ f''(\theta) = \frac{g(\varepsilon | \theta) f'(\theta)}{\int_{-\infty}^{\infty} g(\varepsilon | \theta) f'(\theta) \, d\theta} \quad (4.45) \]

in which 
- \( f'(\theta) \): prior distribution function
- \( f''(\theta) \): posterior distribution function
- \( \theta \): parameter
- \( \varepsilon \): measured data
- \( g(\varepsilon | \theta) \): likelihood function \( (= L(\theta) \) \)

Using Eq.(4.45), Bayesian distribution of a variable can be deduced.

\[ f''_{X}(\theta | \theta) = \int_{-\infty}^{\infty} f''_{X}(\theta | \theta) \, L(\theta) \, d\theta \quad (4.46) \]

Applying Eq.(4.46) for the load \( S \) and the resistance \( R \), the failure probability can be formulated as

\[ P_{f} = \int_{R<S} f''_{R}(R|\theta) \, f''_{S}(S|\theta) \, dRdS \quad (4.47) \]

Application of Bayes Theorem to Proof-Load Test \(^{45)46})

Proof-load test is often performed for aerospace structures to improve the reliability and the statistical confidence. By eliminating the members with less strength than the proof load, more reliable structures can be obtained. Although usual proof-load tests can not be carried out for civil engineering structures with large members, these structures undergo tacit processes of proof-load test during the construction. \(^{47)48})

Let \( S_{p} \) be the stress induced by a proof-load test. Then, the members which pass the proof-load test have the following probability density function.

\[ f_{R}(X) \, dX = P_{R}((X<R<X+dx) \mid R>S_{p}) \]

\[ = \frac{P_{R}((X<R<X+dx) \cap (R>S_{p}))}{P_{R}(R>S_{p})} \]

\[ = \frac{H(X-S_{p}) \, f_{R}(X) \, dX}{1-F_{R}(S_{p})} \quad (4.48) \]

where \( H(X) \) is Heaviside's unit step function and \( F_{R}(X) \) is the probability
distribution function for the yield point before the test. Therefore, the probability function for the yield point after the test, \( F_R(X) \), becomes

\[
F_R(X) = \frac{H(X-S_p) \{ F_R(X) - F_R(S_p) \}}{1 - F_R(S_p)}
\]  

(4.49)

Let the probability density function for the stress induced by the applied load be \( f_S(X) \). Then, the failure probability is obtained as follows, if the load is statistically independent of the resistance.  

\[
P_f = \int_0^\infty F_R(X) f_S(X) \, dX
\]  

(4.50)

The distributional sensitivity of member is considerably improved by introducing the proof-load test which truncates the tail of distribution function of resistance. However, there still remain a problem with respect to the statistical uncertainty involved in the proof-load test. Here, the statistical uncertainty is treated on the basis of Bayesian decision theory.

Consider three experimental methods in which the informations obtained from the proof-load test (undestructive test) are reflected in the evaluation of failure probability in different manners.

Method 1 The data obtained from the yielding test are used as the samples, by which the likelihood function is calculated, whereas the proof load \( S_p \) is used merely to modify the distribution of resistance. Bayesian distribution of resistance \( R \) is expressed as

\[
f''(R|\theta) = \int_{-\infty}^{\infty} f'(R|\theta) L(\theta) \, d\theta
\]  

(4.51)

in which

\[
L(\theta) = \prod_{i=1}^{n} f(X_i|\theta)
\]  

(4.52)

\( X_1 - X_n \): the data obtained from the yielding test

Method 2 The proof-load test is considered to be a kind of yielding tests, and hence the data obtained from the proof-load test are used for estimating the parameter \( \theta \). The likelihood function is calculated by using the strength \( S_p \) and the
yielding strength for the undestructive and destructive members under the proof-load test, respectively.

\[
L(\theta) = \frac{\sum_{i=1}^{n} f(X_i | \theta)}{\sum_{i=n_1+1}^{n} f(S_p | \theta)}
\]  

(4.53)

where

\[
X_i \leq S_p \quad i \leq n_1
\]

\[
X_i > S_p \quad n_1 < i \leq n
\]

Method 3 The yielding test is further carried out for the members which pass the proof-load test. Then, the proof load \( S_p \) is used for the modifications of the distribution and the likelihood functions.

\[
L(\theta) = \prod_{i=1}^{n} \frac{H(X-S_p) f(X_i | \theta)}{1 - F(S_p | \theta)}
\]

(4.54)

In Method 1, the statistical uncertainty due to the lack of data is compensated by performing the yielding test with respect to structural members which are practically utilized. Method 2 gives an upper bound of the failure probability by treating the strength larger than \( S_p \) as the proof load. Comparing with these two methods, Method 3 is considered to provide the most accurate value for the failure probability.

Optimum Sampling Method Based on Risk Analysis

Risk analysis is an evaluation method of structural safety which has developed mainly in the field of nuclear engineering. Structures, which indicate a great social loss in their destruction, should be designed based on the expected loss instead of the expected benefit. In risk analysis, structural safety is evaluated by defining the term "risk" as the multiplication of failure cost and failure probability.

Let \( E_j \) be the various events which cause the failure in structures and \( p_{f,j} \) be the failure probability relating to the event \( E_j \). If \( E_j \) are independent of each other, the total failure probability, \( p_f \), is expressed as

\[
p_f = P_r(E_1 \cup E_2 \cup \cdots \cup E_j) = \sum_j p_{f,j}
\]

(4.55)
Then, risk is defined as

\[ Risk = C_m P_f = \sum_{j} C_{m,j} P_{f,j} \]  \hspace{1cm} (4.56)

where \( C_m \) : total expected cost of failure
\( C_{m,j} \): expected cost of the failure caused by \( E_j \)

It can be considered that the failure probability of a structure decreases by the protection action against for failure such as inspection. Then, the decreasing probability \( p_f' \) is expressed by using the prior probability \( p_f \) and the effectiveness of the added protection \( r \).\(^{52}\)

\[ p_f' = p_f (1-r) \]  \hspace{1cm} (4.57)

The value \( r = 0 \) indicates an ineffective measure, and also \( r = 1 \) indicates full (or 100 \%) effectiveness implying \( p_f' = 0 \). By using Eqs (4.55) and (4.57), the effectiveness \( r \) is expressed as

\[ p_f' = \sum_{j} p_{f,j} (1-r_j) \]  \hspace{1cm} (4.58)

Combining Eqs (4.58) and (4.57), the effectiveness \( r \) is rewritten as

\[ r = \frac{p_f - p_f'}{p_f} = \frac{p_f - \sum_{j} p_{f,j} (1-r_j)}{p_f} \]

\[ = \sum_{j} \left( \frac{p_{f,j}}{p_f} \right) r_j \]  \hspace{1cm} (4.59)

Then, the expected benefit \( b_m \) obtained by a protection is

\[ b_m = C_m p_f - C_m p_f' = C_m p_f r \]  \hspace{1cm} (4.60)

By use of the abovementioned formulation, the optimum sampling is studied, where the effectiveness is considered to be provided by the increase of sampling number instead of protection actions. The expected benefit \( b_m \) can be rewritten as

\[ b_m = C_m p_f - ( C_m p_f'(n) + C_t n ) \]  \hspace{1cm} (4.61)

in which \( C_t \) : expected cost for a sampling
\( n \) : sampling number
**Numerical Examples**

"Example of Bayesian Renewal Process"

The change of failure probability is calculated for the case where the data of resistance are newly obtained from the additive yielding tests. Then, it is assumed that the load is sufficiently specified. Numerical results are shown in Table 4.6, in which five sampling cases are considered. In each case, the failure probability considerably changes when the mean value is treated as the unknown parameter, whereas it hardly changes when the variance is the unknown parameter. This implies that the effect of new data can be reflected well in the evaluation of failure probability, by employing only mean values as the unknown parameter in Bayesian decision process.

"Influence of Sampling Number on Failure Probability"

Using the fiducial statistics, the relations between the mean value or variance and the sampling number are obtained, as shown in Fig. 4.8 and Fig. 4.9. These figures indicate that the statistical uncertainty becomes considerably small when the sampling number exceeds 50 or 60. Fig. 4.10 shows the change of failure probability according to the increase of sampling number. It is seen that \( p_f \) shows no difference in both the case with \( n = 50 \) and the case with \( n = 100 \), when the coefficient of variation of the load is large. This fact leads to the conclusion that it is impossible to remove the statistical uncertainty for the case with large \( \delta_R \), unless a great number of samples is obtained.

"Example of Proof-Load Test"

Three experiment methods described before are examined by using a numerical example. The numerical results are given in Fig. 4.11 to Fig. 4.13. Table 4.7 indicates the input data used for these calculations. In all cases, the calculated failure probabilities are large in the order of Method 2, Method 1 and Method 3. Considering that how the obtained data are used in these methods, it is obvious that Method 2 presents the most conservative value, and that Method 3 presents the most reliable value. However, the differences between the three methods tend to vanish when the parameter \( U \), which is defined as \( U = ( \mu_R - S_p ) / \sigma_R \), exceeds one. The reason is that in the case with small \( S_p \),
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Table 4.6  Bayesian Renewal Process  \( \text{ ( prior } p_f = 0.1107 \times 10^{-1} \text{ ) } \)

<table>
<thead>
<tr>
<th>( \mu ) : Variable ( \times 10^{-3} )</th>
<th>( x )</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>1.6201</td>
<td>0.6840</td>
<td>0.6026</td>
<td>0.6226</td>
<td>0.4481</td>
<td>2.2414</td>
<td>0.3111</td>
<td>0.3766</td>
<td>0.3602</td>
<td>0.3704</td>
<td></td>
</tr>
<tr>
<td>Case 2</td>
<td>0.9330</td>
<td>0.4098</td>
<td>0.3830</td>
<td>0.3673</td>
<td>0.4997</td>
<td>0.7295</td>
<td>0.5082</td>
<td>0.5604</td>
<td>0.5232</td>
<td>0.7183</td>
<td></td>
</tr>
<tr>
<td>Case 3</td>
<td>2.0473</td>
<td>0.9290</td>
<td>1.1393</td>
<td>0.7689</td>
<td>0.7596</td>
<td>0.6715</td>
<td>1.0387</td>
<td>0.4366</td>
<td>0.4285</td>
<td>0.4394</td>
<td></td>
</tr>
<tr>
<td>Case 4</td>
<td>0.7262</td>
<td>0.3416</td>
<td>0.4086</td>
<td>0.3610</td>
<td>0.2640</td>
<td>0.2857</td>
<td>0.5992</td>
<td>0.2550</td>
<td>0.8415</td>
<td>0.3266</td>
<td></td>
</tr>
<tr>
<td>Case 5</td>
<td>1.3449</td>
<td>0.5466</td>
<td>1.0206</td>
<td>1.0582</td>
<td>1.7042</td>
<td>0.8323</td>
<td>0.8138</td>
<td>0.6806</td>
<td>0.6637</td>
<td>0.6625</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( \sigma ) : Variable ( \times 10^{-2} )</th>
<th>( x )</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>1.0044</td>
<td>0.9953</td>
<td>0.9726</td>
<td>0.9433</td>
<td>0.9134</td>
<td>0.8759</td>
<td>0.8548</td>
<td>0.8355</td>
<td>0.8135</td>
<td>0.7931</td>
<td></td>
</tr>
<tr>
<td>Case 2</td>
<td>1.0050</td>
<td>0.9893</td>
<td>0.9637</td>
<td>0.9371</td>
<td>0.9175</td>
<td>0.8999</td>
<td>0.8746</td>
<td>0.8540</td>
<td>0.8308</td>
<td>0.8046</td>
<td></td>
</tr>
<tr>
<td>Case 3</td>
<td>1.0021</td>
<td>0.9936</td>
<td>0.9767</td>
<td>0.9477</td>
<td>0.9727</td>
<td>0.8997</td>
<td>0.8679</td>
<td>0.8448</td>
<td>0.8227</td>
<td>0.8026</td>
<td></td>
</tr>
<tr>
<td>Case 4</td>
<td>1.0039</td>
<td>0.9848</td>
<td>0.9558</td>
<td>0.9241</td>
<td>0.9000</td>
<td>0.8739</td>
<td>0.8436</td>
<td>0.8201</td>
<td>0.8060</td>
<td>0.7855</td>
<td></td>
</tr>
<tr>
<td>Case 5</td>
<td>1.0049</td>
<td>0.9885</td>
<td>0.9720</td>
<td>0.9635</td>
<td>0.9355</td>
<td>0.9107</td>
<td>0.8852</td>
<td>0.8594</td>
<td>0.8377</td>
<td>0.8143</td>
<td></td>
</tr>
</tbody>
</table>
Fig. 4.12 Proof-Load Test (2)

Fig. 4.13 Proof-Load Test (3)
Table 4.7  Input Data for Proof-Load Test

a) Data of Material Strength

<table>
<thead>
<tr>
<th>Step</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>2991.25</td>
<td>2095.39</td>
<td>2038.19</td>
<td>2637.04</td>
<td>2156.72</td>
<td>2010.36</td>
<td>2553.57</td>
<td>2459.23</td>
<td>2064.97</td>
<td>1729.95</td>
</tr>
<tr>
<td>Case 2</td>
<td>2438.67</td>
<td>2227.15</td>
<td>2029.25</td>
<td>2031.35</td>
<td>2355.01</td>
<td>2387.66</td>
<td>1624.72</td>
<td>2434.39</td>
<td>2182.58</td>
<td>2419.47</td>
</tr>
<tr>
<td>Case 3</td>
<td>1394.71</td>
<td>1959.25</td>
<td>2421.62</td>
<td>2030.88</td>
<td>2460.24</td>
<td>1780.85</td>
<td>1926.80</td>
<td>2420.33</td>
<td>2229.80</td>
<td>2228.54</td>
</tr>
<tr>
<td>Case 3</td>
<td>2268.73</td>
<td>2080.03</td>
<td>2486.01</td>
<td>2134.43</td>
<td>2445.24</td>
<td>2294.30</td>
<td>2555.56</td>
<td>2300.30</td>
<td>2137.09</td>
<td>2015.56</td>
</tr>
<tr>
<td>Case 3</td>
<td>1415.41</td>
<td>1986.13</td>
<td>2290.04</td>
<td>2242.10</td>
<td>2391.38</td>
<td>2475.53</td>
<td>2068.84</td>
<td>1819.74</td>
<td>2338.83</td>
<td>1978.98</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Step</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 3</td>
<td>2119.30</td>
<td>1932.33</td>
<td>2286.54</td>
<td>2264.07</td>
<td>2338.64</td>
<td>2204.90</td>
<td>1719.93</td>
<td>2117.95</td>
<td>2320.45</td>
<td>2219.57</td>
</tr>
</tbody>
</table>

b) Sampling Number

<table>
<thead>
<tr>
<th>U</th>
<th>-2.0</th>
<th>-1.0</th>
<th>0.0</th>
<th>1.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>18</td>
<td>18</td>
<td>10</td>
<td>6</td>
</tr>
<tr>
<td>Case 2</td>
<td>19</td>
<td>16</td>
<td>11</td>
<td>6</td>
</tr>
<tr>
<td>Case 3</td>
<td>18</td>
<td>15</td>
<td>11</td>
<td>1</td>
</tr>
</tbody>
</table>

Fig. 4.14  Change of Effectiveness
Fig. 4.15 Decreasing Ratio of Effectiveness

Fig. 4.16 Relation between Cost and Sampling Number
the likelihood function is quite sensitive to the obtained data, 
while in the case with large $s_p$, it is insensitive to the data, 
because of the small number of obtained data.

"Optimum Sampling Number"

Based on the concept of the risk analysis, the optimum number of 
sampling is sought. Fig. 4.14 shows the change of effectiveness 
against the change of sampling number. As a matter of course, the 
effectiveness becomes larger as the sampling number increases. Compar-
ing with the effectiveness obtained in the previous step, the sampling 
considered here is efficient to raise the effectiveness, within a range 
where the sampling number with respect to the load is less than 30. 
Fig. 4.16 gives the relation between cost $C$ and sampling number $n$, 
where the parameter $\alpha$ denotes the ratio of failure cost $C_f$ and sam-
pling cost $C_{yt}$. It is seen in this figure that the optimum number of 
sampling, $n_{opt}$, becomes relatively large when $\alpha$ (e.g. $C_f$) is large. 
This implies that for the design of an important structure with a large 
failure cost, a large number of sampling is necessary to reduce the 
failure probability. Conversely, $n_{opt}$ is very small or close to zero 
for small $\alpha$. This tendency corresponds to the case where the sampling 
cost is often larger than the benefit obtained by the reduction of 
failure probability.

4.5 Minimum-Weight Design of Rigid Frames with Failure Probability 
Constraint

Design Formulation

In this section, the minimum-weight design of rigid frames is 
outlined based on the reliability concepts. As F. Moses and 
others mentioned, the minimization with a probability level moves the 
design away from having many active individual constraints. However, 
it is naturally anticipated that the safety analysis process will 
have more complicated and difficult features.

The minimum-weight design procedure is formulated as follows:
Find \( A_i \) \(( i = 1, \ldots, m)\)

such that

\[
W = K \sum_{i=1}^{m} A_i L_i \rightarrow \text{Minimize} \quad (4.62)
\]

subject to

\[
P_f < P_{fa} \quad (4.63)
\]

where 
- \( A_i \) : the cross sectional area of the \( i \)-th member
- \( L_i \) : the length of the \( i \)-th member
- \( K \) : constant
- \( m \) : number of members
- \( W \) : total weight
- \( P_{fa} \) : allowable failure probability

Then, according to Ridha's work \(^{54} \), the cross sectional area can be expressed by the full plastic moment.

\[
A_i = \frac{1}{3} \left( \frac{36}{S_{yi}} \right)^{2/3} M_i^{2/3} \quad (4.64)
\]

where 
- \( S_{yi} \) : the yielding stress of the \( i \)-th member
- \( M_i \) : the full plastic moment of the \( i \)-th member

Taking \( M_i \) as the design variable, this problem is reduced to a non-linear programming problem. The objective function is calculated from Eqs (4.62) and (4.64), and the overall failure probability \( p_f \) is obtained from Eq.(4.20).

There is, however, a point to be careful about in the use of Eq. (4.20) for the minimum-weight design. While the cross sectional areas of members are prescribed in the analysis, they are variables and are to be specified in the design procedure. Through the optimization, the dominant failure modes may move from one to others. Then, the ordering of possible modes is influential on the accuracy of Eq.(4.20). Its second terms (two-events-occurrence probabilities) are found to be the maximum value among those probabilities which are related to a failure mode. Here, the failure modes are successively ordered from
those with the largest failure probability. Since this process is employed in each design stage, it will require some time for computing the data.

**Approximate Design Method Using Decomposition Technique**

As mentioned above, the minimum-weight design of rigid frame is reduced to a mathematical programming problem. Then, using Eq.(4.20) for the safety analysis, it is easily performed with the aid of an appropriate mathematical programming technique. However, there still remain some problems in its direct application to large structural systems. As the number of the failure modes increases, the implementation of Eq.(4.20) will consume more time, especially in the calculation of the covariance matrices. This procedure, of course, does not require so many runnings different from the usual deterministic analysis. However, since this procedure appears many times in the design process, the total computation time will become enormous. In this study, an approximation based on the decomposition concepts is introduced to remove the problem concerned with computation. It is not likely that all collapse modes will be critical for the deterministic design. While the critical modes are active as constraints, the remainders are not and they don't contribute to the resulting solution. If the active modes whose numbers are the same as those of the design variables are taken as the constraints, the optimum set of values on weight and design variables can be obtained. This can be understood by corresponding the active modes to the "basis" of the coordinates of the design space.

Here, paying attention to this fact, the possible modes are divided into two groups: a basic group and non-basic group of modes, which correspond to the groups of active and non-active modes. It is, however, to be noted that this explicit classification of modes is hardly allowed in the probabilistic design. This is because all modes contribute to the evaluation of a system failure probability, even if some of them are very small. Furthermore, since the probabilistic design has only one constraint, a sufficient number of modes is not explicitly determined. Therefore, the basic and non-basic modes can
be expressed merely by the terms "dominant" and "indominant", respectively.

The basic modes are possibly selected in the following way. If the modes, which have the larger probability and are less correlated, are chosen to be part of the basic modes, the resulting solution may show a good agreement with the exact one. Then, the failure probability of the entire system is calculated by neglecting the effects of the non-basic modes.

\[ p_f = p_r(F_b) \]  \hspace{1cm} (4.65)

where \( F_b \) denotes the failure event induced by at least one of the basic modes.

It should be noted that some treatment is necessary to use Eq. (4.65) for the design process, because it underestimates the failure probability. Assuming that the non-basic modes are independent of each other and uncorrelated to the basic modes, \( p_f \) can be expressed as

\[ p_f = p_r(F_b) + \sum_{i=q+1}^{n} p_r(F_i) \]  \hspace{1cm} (4.66)

in which \( q \) and \( n \) denote the numbers of the basic modes and all modes, respectively. While the use of this equation removes the problem of underestimation, it still involves the problem of the execution time for the case of complex structures having a large number of non-basic modes. For such cases, it is a considerably prohibitive task to calculate the failure probabilities of all the non-basic modes. Then, it is to be desired that safety is guaranteed without using the non-basic modes in the design process.

E. Vanmarcke\textsuperscript{56} proposed an iterative design scheme for the design of large systems. At first, the design is performed by solving a relatively simple auxiliary problem in which only a set of basic modes are considered in computing system failure probabilities. Next, by changing the set of basic modes, new designs are successively generated. At every step, the upper bounds on the objective function are followed by solving the formulation:

\[ \text{Find} \quad A_i \]
such that the objective function

\[ W = k \sum_{i} A_i L_i \rightarrow \text{Minimize} \]  \hspace{1cm} (4.67)

subject to

\[ p_f < p_{fa} - p'_f \]  \hspace{1cm} (4.68)

where \( p'_f \) can be found by subtracting \( P_R(P_b) \) from the system failure probability which was obtained by using the design variables of the earlier stage. This method is very useful, because it not only saves the core size and the execution time but also easily gives good solutions which satisfy the design requirement. However, it seems to have problems in convergency and applicability such as how many modes are appropriate for the basic modes, and when or by what the iteration should be terminated. If the structural system to be designed has more dominant modes than the employed basic modes, the resulting upper and lower bounds will not converge, and the modified allowable failure level may become negative for some special cases.

An iterative design method is proposed herein, based on Vanmarcke's method. An improvement of convergency is attempted. The number of basic modes is not fixed and new dominant modes are successively added as the design stage proceeds. The procedure is summarized as follows: (see Fig. 4.17)

1) Construct the possible failure mechanisms. Specify the number of basic modes as that of the independent design variables. Give the allowable failure probability level. Assume the initial values for the design variables.

2) Perform the failure probability analysis for the current set of design variables. Obtain the system failure probability and find the basic modes.

3) Solve the problem:

\[
\text{Minimize} \quad W \text{ (scaled weight) } = \sum_{i=1}^{m} M_i L_i \]  \hspace{1cm} (4.69)

subject to

\[ P_R(P_b^{(I)}) \leq p_{fa}^{(I)} \]  \hspace{1cm} (4.70)
Fig. 4.17 Macro Flow Chart of Approximate Design Method Using Decomposition Technique
where $p_{fa}^{(I)}$ is the modified allowable failure level. This value is obtained by using the modification factor $\alpha^{(I)}$.

$$p_{fa}^{(I)} = p_{fa}^{(1)} \alpha^{(1)} \alpha^{(2)} \cdots \alpha^{(I-1)}$$  (4.71)

where

$$\alpha^{(I)} = p_{fa}^{(I)} / p_{r}^{(P_{b}^{(I)})}$$  (4.72)

Introducing the modification factor $\alpha^{(I)}$, the allowable failure level is forced to converge to an appropriate value.

4) If the improved design is not generated after two cycles, new basic modes are added for the next cycle. That number is found in the subsequent analysis by comparing the basic modes with those of the previous stage. If the design is improved, the basic modes are exchanged, but the number is unchanged.

5) Upon proceeding to the iterative process, the final design is achieved when the basic modes are not changed, or the difference between the predetermined failure level and the calculated failure probability is sufficiently small.

Design Examples

"Minimum-Weight Design of Portal Frame"

By using Eq.(4.20) for the safety analysis, a simple portal frame, shown in Fig. 4.1, is designed to minimize its total weight or its cost with some specified allowable probability levels. The obtained results are shown in Table 4.8 and Table 4.9, and compared with the results obtained by J. Stevenson25) as well as the results based on the assumption of the independence of the failure modes. The probability of each failure mode is affected by its mean value and variance. For example, the failure modes, $Z_1$ and $Z_2$, have nearly equal central safety factors, but their failure probabilities have a relatively large difference. This is due to the difference of their variances. Then, one will reach the conclusion that the number of independent design variables, which are included in the failure modes, is very important in the probabilistic design. Therefore, the failure modes which are considered to be dominant in the deterministic design do not always become dominant from the probabilistic point of view.
Table 4.8  Input Data for Optimum Design of Single Bent Frame

<table>
<thead>
<tr>
<th>Case No.</th>
<th>Initial Values (K-FT)</th>
<th>Load (K)</th>
<th>Coefficient of Variation</th>
<th>Prob. of Failure to be allowed</th>
</tr>
</thead>
<tbody>
<tr>
<td>M C</td>
<td>M B</td>
<td>P 1</td>
<td>P 2</td>
<td>M C</td>
</tr>
<tr>
<td>1</td>
<td>220 260</td>
<td>20 30</td>
<td>0.10 0.10</td>
<td>0.10</td>
</tr>
<tr>
<td>2</td>
<td>320 360</td>
<td>20 30</td>
<td>0.10 0.10</td>
<td>0.10</td>
</tr>
<tr>
<td>3</td>
<td>320 360</td>
<td>20 30</td>
<td>0.10 0.10</td>
<td>0.10</td>
</tr>
<tr>
<td>4</td>
<td>380 420</td>
<td>20 30</td>
<td>0.10 0.10</td>
<td>0.10</td>
</tr>
<tr>
<td>5</td>
<td>320 360</td>
<td>20 30</td>
<td>0.10 0.10</td>
<td>0.10</td>
</tr>
<tr>
<td>6</td>
<td>320 360</td>
<td>20 30</td>
<td>0.10 0.10</td>
<td>0.10</td>
</tr>
<tr>
<td>7</td>
<td>320 360</td>
<td>20 30</td>
<td>0.10 0.10</td>
<td>0.10</td>
</tr>
</tbody>
</table>

Table 4.9  Numerical Results of Single Bent Frame Example

a) Optimum Solutions

<table>
<thead>
<tr>
<th>Case No.</th>
<th>Final (K-FT)</th>
<th>Object Function</th>
<th>Prob. of Failure</th>
<th>Prob. of Failure (Independent)</th>
</tr>
</thead>
<tbody>
<tr>
<td>M C</td>
<td>M B</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>171.12 188.01</td>
<td>197.41</td>
<td>0.888 x 10^-4</td>
<td>0.163</td>
</tr>
<tr>
<td>2</td>
<td>278.95 219.14</td>
<td>213.61</td>
<td>0.800 x 10^-2</td>
<td>0.160 x 10^-1</td>
</tr>
<tr>
<td>3</td>
<td>195.06 241.68</td>
<td>227.66</td>
<td>0.798 x 10^-3</td>
<td>0.149 x 10^-2</td>
</tr>
<tr>
<td>4</td>
<td>190.51 247.72</td>
<td>240.07</td>
<td>0.798 x 10^-4</td>
<td>0.124 x 10^-3</td>
</tr>
<tr>
<td>5</td>
<td>168.98 229.61</td>
<td>215.99</td>
<td>0.800 x 10^-3</td>
<td>0.142 x 10^-2</td>
</tr>
<tr>
<td>6</td>
<td>208.63 266.66</td>
<td>241.36</td>
<td>0.800 x 10^-3</td>
<td>0.151 x 10^-2</td>
</tr>
<tr>
<td>7</td>
<td>238.48 285.19</td>
<td>256.05</td>
<td>0.798 x 10^-3</td>
<td>0.157 x 10^-2</td>
</tr>
</tbody>
</table>

b) Failure Probabilities of Individual Modes

<table>
<thead>
<tr>
<th>Case No.</th>
<th>Z_1</th>
<th>Z_2</th>
<th>Z_3</th>
<th>Z_4</th>
<th>Z_5</th>
<th>Z_6</th>
<th>Z_7</th>
<th>Z_8</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.573x10^-2</td>
<td>0.572x10^-1</td>
<td>0.543x10^-1</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.218x10^-2</td>
<td>0.183x10^-2</td>
</tr>
<tr>
<td>2</td>
<td>0.463x10^-2</td>
<td>0.653x10^-2</td>
<td>0.472x10^-2</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.115x10^-3</td>
<td>0.479x10^-4</td>
</tr>
<tr>
<td>3</td>
<td>0.635x10^-3</td>
<td>0.416x10^-3</td>
<td>0.434x10^-3</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.207x10^-5</td>
<td>0.137x10^-5</td>
</tr>
<tr>
<td>4</td>
<td>0.339x10^-4</td>
<td>0.577x10^-4</td>
<td>0.319x10^-4</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.358x10^-6</td>
<td>0.745x10^-7</td>
</tr>
<tr>
<td>5</td>
<td>0.499x10^-3</td>
<td>0.497x10^-3</td>
<td>0.413x10^-3</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.720x10^-5</td>
<td>0.256x10^-5</td>
</tr>
<tr>
<td>6</td>
<td>0.413x10^-3</td>
<td>0.669x10^-3</td>
<td>0.425x10^-3</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.459x10^-5</td>
<td>0.145x10^-5</td>
</tr>
<tr>
<td>7</td>
<td>0.547x10^-3</td>
<td>0.551x10^-3</td>
<td>0.469x10^-3</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.225x10^-5</td>
<td>0.121x10^-5</td>
</tr>
</tbody>
</table>
c) Safety Factors for Mean Load and Moment Resistance

<table>
<thead>
<tr>
<th>Case No.</th>
<th>$z_1$</th>
<th>$z_2$</th>
<th>$z_3$</th>
<th>$z_4$</th>
<th>$z_5$</th>
<th>$z_6$</th>
<th>$z_7$</th>
<th>$z_8$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.25</td>
<td>1.20</td>
<td>1.22</td>
<td>3.42</td>
<td>3.59</td>
<td>3.51</td>
<td>1.33</td>
<td>1.37</td>
</tr>
<tr>
<td>2</td>
<td>1.46</td>
<td>1.32</td>
<td>1.39</td>
<td>3.57</td>
<td>3.97</td>
<td>3.77</td>
<td>1.44</td>
<td>1.54</td>
</tr>
<tr>
<td>3</td>
<td>1.61</td>
<td>1.46</td>
<td>1.53</td>
<td>3.90</td>
<td>4.37</td>
<td>4.13</td>
<td>1.58</td>
<td>1.70</td>
</tr>
<tr>
<td>4</td>
<td>1.83</td>
<td>1.55</td>
<td>1.69</td>
<td>3.81</td>
<td>4.65</td>
<td>4.23</td>
<td>1.64</td>
<td>1.85</td>
</tr>
<tr>
<td>5</td>
<td>1.53</td>
<td>1.33</td>
<td>1.43</td>
<td>3.38</td>
<td>3.98</td>
<td>3.68</td>
<td>1.42</td>
<td>1.57</td>
</tr>
<tr>
<td>6</td>
<td>1.78</td>
<td>1.58</td>
<td>1.68</td>
<td>4.15</td>
<td>4.74</td>
<td>4.45</td>
<td>1.70</td>
<td>1.85</td>
</tr>
<tr>
<td>7</td>
<td>1.90</td>
<td>1.75</td>
<td>1.82</td>
<td>4.77</td>
<td>5.24</td>
<td>5.00</td>
<td>1.91</td>
<td>2.02</td>
</tr>
</tbody>
</table>

Table 4.10 Comparison of Proposed Method and Stevenson's Method

<table>
<thead>
<tr>
<th>Case No.</th>
<th>Final (K-PT)</th>
<th>$M_C$</th>
<th>$M_B$</th>
<th>Object Func.</th>
<th>Prob. of Failure Stevenson's</th>
<th>Proposed M.</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>196.38</td>
<td>196.89</td>
<td>207.68</td>
<td>0.765 x10^{-2}</td>
<td>0.325 x10^{-1}</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>215.45</td>
<td>213.07</td>
<td>219.57</td>
<td>0.762 x10^{-3}</td>
<td>0.831 x10^{-2}</td>
<td></td>
</tr>
</tbody>
</table>
Table 4.10 indicates the failure probabilities calculated by the proposed method and Stevenson's method. The proposed method gives a greater value than Stevenson's method. The reasons are that Stevenson's method does not have the security of safety, and the assumption adopted in his work is not adequate, except for the case where the effect of variance is sufficiently small compared with the difference of the mean values.

"Minimum-Weight Design of Two-Story Single-Bay Frame"

A two-story single-bay model is employed to demonstrate the approximate design method based on the decomposition concept. The optimization is performed by the SUMT incorporating Powell's direct search technique, which does not require the derivatives of the functions. The possible modes are divided into basic and non-basic modes. This model has more than fifty collapse mechanisms. It is difficult to specify the appropriate basic modes at the start of the design process, because the dominant modes may change at any stage of the optimization. Here, their selection is automatically carried out at each design stage.

At first, the example frame model is designed by using Eq. (4.66) in computing the system failure probability. Then, sixteen modes are used for the basic modes. While this method needs less calculation time than the entire mode design, it gives a heavier design. (see Table 4.11)

Next, according to Vanmarcke's method, some designs are generated, where 8 and 16 are employed as the number of basic modes so as to investigate its influence. As shown in Table 4.11 and Fig. 4.18, infeasible designs are generated at the first design cycle. These are induced by the lack of effects of the non-basic failure modes. Next, upper and lower bounds on weight are produced in turn, and they are conservative and unconservative, respectively. In both cases, safety is examined by calculating the system failure probability with an analysis of all the modes.

For the case of 16 modes, the following items are observed from Table 4.11. The approximate method requires only 20 seconds of computation for one iteration, while the complete mode design requires
Table 4.11 Numerical Results of Two-Story Single-Bay Frame Design

a) Decomposition Design with 8 Basic Modes  (Vanmarcke's M.)

<table>
<thead>
<tr>
<th>Iteration Number</th>
<th>$X_1$</th>
<th>$X_2$</th>
<th>$X_3$</th>
<th>$X_4$</th>
<th>Scaled Weight</th>
<th>Prob. of Failure</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>69.83</td>
<td>39.12</td>
<td>62.73</td>
<td>62.53</td>
<td>46,842</td>
<td>0.0159</td>
</tr>
<tr>
<td>2</td>
<td>75.95</td>
<td>43.26</td>
<td>71.00</td>
<td>71.78</td>
<td>52,398</td>
<td>0.0051</td>
</tr>
<tr>
<td>3</td>
<td>69.54</td>
<td>41.14</td>
<td>65.23</td>
<td>61.28</td>
<td>47,438</td>
<td>0.0137</td>
</tr>
<tr>
<td>4</td>
<td>74.12</td>
<td>41.34</td>
<td>67.55</td>
<td>67.64</td>
<td>50,132</td>
<td>0.0078</td>
</tr>
<tr>
<td>5</td>
<td>69.54</td>
<td>41.14</td>
<td>65.23</td>
<td>61.28</td>
<td>47,438</td>
<td>0.0137</td>
</tr>
<tr>
<td>6</td>
<td>74.12</td>
<td>41.34</td>
<td>67.55</td>
<td>67.65</td>
<td>50,132</td>
<td>0.0078</td>
</tr>
</tbody>
</table>

$X_1 \sim X_4$: Design Variables (Moment Resistances [K-FT])

b) Decomposition Method with 16 Basic Modes  (Vanmarcke's M.)

<table>
<thead>
<tr>
<th>Iter. Number</th>
<th>$X_1$</th>
<th>$X_2$</th>
<th>$X_3$</th>
<th>$X_4$</th>
<th>Scaled Weight</th>
<th>Prob. of Failure</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>73.26</td>
<td>41.63</td>
<td>65.57</td>
<td>63.48</td>
<td>48,788</td>
<td>0.01025</td>
</tr>
<tr>
<td>2</td>
<td>72.07</td>
<td>40.42</td>
<td>66.91</td>
<td>65.49</td>
<td>48,978</td>
<td>0.00991</td>
</tr>
<tr>
<td>3</td>
<td>74.72</td>
<td>40.61</td>
<td>64.60</td>
<td>64.41</td>
<td>48,868</td>
<td>0.01021</td>
</tr>
<tr>
<td>4</td>
<td>73.89</td>
<td>38.96</td>
<td>68.08</td>
<td>64.69</td>
<td>49,002</td>
<td>0.009925</td>
</tr>
<tr>
<td>5</td>
<td>74.71</td>
<td>40.70</td>
<td>64.61</td>
<td>64.41</td>
<td>48,886</td>
<td>0.010167</td>
</tr>
<tr>
<td>6</td>
<td>75.31</td>
<td>40.58</td>
<td>66.21</td>
<td>62.14</td>
<td>49.020</td>
<td>0.009934</td>
</tr>
</tbody>
</table>

Calculation Time 20 sec./Iteration

c) Entire Mode Design

<table>
<thead>
<tr>
<th>Entire Design</th>
<th>$X_1$</th>
<th>$X_2$</th>
<th>$X_3$</th>
<th>$X_4$</th>
<th>Scaled Weight</th>
<th>Prob. of Failure</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>71.69</td>
<td>40.79</td>
<td>67.25</td>
<td>64.93</td>
<td>48,932</td>
<td>0.009993</td>
</tr>
</tbody>
</table>

Calculation Time 150 sec.
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d) Approximate Design (Using Eq.(4.66))

<table>
<thead>
<tr>
<th>Approx. Design</th>
<th>79.52</th>
<th>38.98</th>
<th>66.30</th>
<th>65.53</th>
<th>49.066</th>
<th>0.009956</th>
</tr>
</thead>
</table>

Calculation Time 120 sec.

e) Proposed Iterative Design Method

<table>
<thead>
<tr>
<th>Iter. Number</th>
<th>X1</th>
<th>X2</th>
<th>X3</th>
<th>X4</th>
<th>Pfa</th>
<th>Pf</th>
<th>Scaled Weight</th>
<th>No. of Basic Modes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>63.02</td>
<td>33.54</td>
<td>61.38</td>
<td>62.20</td>
<td>0.01000</td>
<td>0.03716</td>
<td>44,628</td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td>55.63</td>
<td>67.75</td>
<td>58.40</td>
<td>49.97</td>
<td>0.02691</td>
<td>0.03887</td>
<td>46,350</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>91.11</td>
<td>0.00</td>
<td>91.03</td>
<td>91.91</td>
<td>0.00059</td>
<td>0.28290</td>
<td>54,808</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>69.83</td>
<td>39.12</td>
<td>62.73</td>
<td>62.53</td>
<td>0.01000</td>
<td>0.01592</td>
<td>46,842</td>
<td>8</td>
</tr>
<tr>
<td>5</td>
<td>71.28</td>
<td>42.85</td>
<td>68.30</td>
<td>67.72</td>
<td>0.00628</td>
<td>0.00791</td>
<td>50,030</td>
<td>8</td>
</tr>
<tr>
<td>6</td>
<td>74.39</td>
<td>39.21</td>
<td>65.73</td>
<td>65.41</td>
<td>0.00799</td>
<td>0.01015</td>
<td>48,948</td>
<td>8</td>
</tr>
<tr>
<td>7</td>
<td>72.09</td>
<td>39.36</td>
<td>68.08</td>
<td>65.31</td>
<td>0.00783</td>
<td>0.01071</td>
<td>48,968</td>
<td>8</td>
</tr>
<tr>
<td>8</td>
<td>71.17</td>
<td>42.56</td>
<td>64.80</td>
<td>66.39</td>
<td>0.00783</td>
<td>0.00971</td>
<td>48,984</td>
<td>8</td>
</tr>
<tr>
<td>9</td>
<td>70.32</td>
<td>42.82</td>
<td>64.31</td>
<td>62.35</td>
<td>0.01000</td>
<td>0.01211</td>
<td>47,960</td>
<td>12</td>
</tr>
<tr>
<td>10</td>
<td>77.52</td>
<td>40.22</td>
<td>65.60</td>
<td>65.51</td>
<td>0.00825</td>
<td>0.00866</td>
<td>49,770</td>
<td>12</td>
</tr>
<tr>
<td>11</td>
<td>71.08</td>
<td>41.81</td>
<td>66.43</td>
<td>63.07</td>
<td>0.00954</td>
<td>0.01007</td>
<td>48,878</td>
<td>12</td>
</tr>
<tr>
<td>12</td>
<td>73.57</td>
<td>40.90</td>
<td>64.24</td>
<td>65.89</td>
<td>0.00946</td>
<td>0.01001</td>
<td>48,920</td>
<td>12</td>
</tr>
<tr>
<td>13</td>
<td>73.57</td>
<td>40.89</td>
<td>64.33</td>
<td>65.93</td>
<td>0.00947</td>
<td>0.00995</td>
<td>48,944</td>
<td>12</td>
</tr>
</tbody>
</table>

X₁ : Mean Plastic Moment of Member (K-PT)
₁ = 1, 3 : Beams of Upper and Lower Stories
₁ = 2, 4 : Columns of Upper and Lower Stories
Calculation Time 118 sec.
Fig. 4.18 Convergency of Decomposition Method

Fig. 4.19 Design Space of Single Bent Frame
150 seconds. Also, the results show acceptable values on weight, though the obtained values are slightly different in design variables from the exact values. Among the feasible designs, the second design shows the least weight, which is only 0.1 per cent heavier than the entire mode design. Other designs have larger failure probabilities than this design in spite of heavier weights. This fact may imply that the optimization for this problem is very sensitive to the change of the allowable failure level. It may also imply that the induced constraint surface does not have the distinct vertices which are observed in linear programming problems. The design space obtained for a two-variable problem indicates this tendency. (see Fig. 4.19)

Taking 8 as the number of basic modes, this method does not give good solutions, for which the iterative procedure is terminated after four cycles, because the solutions hitherto begin to diverge as shown in Table 4.11. Then, there are considerably large gaps on the weights of the upper and lower bounds. The accuracy of the decomposition method is explicitly dependent on how to select the basic modes. Table 4.11(e) presents the results obtained by the proposed iterative method. The design starts with the same number of basic modes as that of the independent variables. (i.e. 4) After three iterations, four modes are newly added to the basic modes. After five more cycles, the number is changed to 12, and an acceptable design is generated at the 13th cycle. This method requires 118 seconds in computation, but the calculation time can be reduced by starting from more basic modes. The first three steps contribute nothing to the final solution, and they should be eliminated. Also, this method gives a good design with only 8 basic modes. The obtained design is only 0.03 per cent heavier than the entire mode design. The convergency may be improved by introducing the modification factor.

4.6 Minimiu-Weight Design of Trussed Systems with Failure Probability Constraint

The approximate design method proposed in the previous section is
applicable for the design of trussed systems. For indeterminate trusses, the failure modes can be formulated in the same fashion as that of rigid frames. In this section, the truss design including a variation of geometry is investigated on the basis of the reliability concept.

**Optimality Condition**

Based on the reliability concept, the minimum-weight design of trussed systems is formulated as

\[ \text{Find } A_i, X_j \]

such that

\[ Z = \rho \sum_{i=1}^{m} A_i(X_j) L_i(X_j) \rightarrow \text{Minimize} \]  \hspace{1cm} (4.73)

subject to

\[ P_f(A_i, X_j) \leq P_{fa} \]  \hspace{1cm} (4.74)

in which \( P_f \) is affected by the values of cross-sectional areas and nodal coordinates.

Since the above design problem has a single constraint with respect to the system failure probability, it is useful to employ Lagrange's multiplier method as the optimization scheme. Then, the problem can be rewritten as

\[
\Phi = Z(A, X) + \lambda (P_f(A, X) - P_{fa})
\]

\[
\frac{\partial \Phi}{\partial x} = \frac{\partial Z}{\partial x} + \lambda \frac{\partial P_f}{\partial x} = 0
\]

\[
\frac{\partial \Phi}{\partial A} = \frac{\partial Z}{\partial A} + \lambda \frac{\partial P_f}{\partial A} = 0
\]

\[
\frac{\partial \Phi}{\partial \lambda} = P_f - P_{fa} = 0
\]

where \( \Phi \) and \( \lambda \) are Lagrangean and Lagrange's multiplier, respectively.

For statically determinate truss problems, H. Switzky\(^6\) presented an optimality condition which contributes to the minimum-weight design. The failure probability of statically determinate trusses can be
approximated for the case where the failure probability of each member, \( p_{fi} \), is quite small.

\[
p_f = \frac{m}{\sum_{i=1}^{m} p_{fi}} \quad (4.76)
\]

By using Eqs (4.75) and (4.76), the partial derivative of the weight with respect to the weight of the \( i \)-th member is set equal to zero. This results in

\[
\frac{\partial}{\partial z_i} \left[ z + \lambda(p_{fa} - \sum_{i=1}^{m} p_{fi}) \right] = 1 - \lambda \frac{\partial p_{fi}}{\partial z_i} = 0 \quad (4.77)
\]

\[
\therefore \quad \frac{1}{\lambda} = \frac{\partial p_{fi}}{\partial z_i} \quad (4.78)
\]

Eq.(4.78) implies that at an overall minimum weight, changes in the failure probability of each member are proportional to its change in weight, and that this ratio is independent of the respective members. Furthermore, if it is assumed that the ratio of the weight of a member to the overall weight is relatively insensitive to the overall failure probability, the following relation can be available for reducing a valuable optimality condition.

\[
\left[ \frac{z_i}{\sum z_i} \right] p_{fi} = \left[ \frac{z_i}{\sum z_i} \right] p_{f2} \quad (4.79)
\]

Eqs (4.77) and (4.79) are satisfied if

\[
\frac{p_{fi}}{p_{fa}} = \frac{z_i}{z} \quad (4.80)
\]

Eq.(4.80) indicates that a minimum-weight design will result when the failure probability of each component is proportional to its weight.

**Approximate Design Method**

By using the optimality condition (i.e. Eq.(4.80)) at each design step, the optimal geometry of the truss can be approximately sought as follows:
Step 1  Assume the initial geometry (i.e. nodal coordinates $x^{(0)}$)

Step 2  Perform the structural analysis of the truss with the geometry determined in the previous step.

Step 3  Obtain the optimum set of cross sectional areas by using the calculated values of member forces and member lengths.

Step 4  Search for the most effective direction in the design space which consists of nodal coordinates, and calculate the distance $\alpha$ with the aid of a one-dimensional optimization scheme.

Step 5  Then, the improved geometry can be defined as

$$x^{(I)} = x^{(I-1)} - \alpha S$$  \hspace{1cm} (4.81)

Step 6  If the values of $x^{(I)}$ converge, the procedure is terminated. Otherwise, return to Step 2 and repeat Steps 3 - 5.

The direction $S$ can be easily calculated for the case in which the member resistances and member forces have normal distributions.

Differentiating the weight,

$$\frac{\partial z}{\partial x_j} = \rho \left\{ \sum_{i=1}^{m} \left( \frac{\partial A_i(X)}{\partial x_j} L_i(X) + A_i(X) \frac{\partial L_i(X)}{\partial x_j} \right) \right\} \hspace{1cm} (4.82)$$

Then, the cross sectional areas $A_i(X)$ can be expressed by the member force $F_i(X)$ induced by the unit load, based on Switzky's optimality condition.

$$A_i(X) = \frac{\mu_S \mu_{R_i} + \beta_i \sqrt{(\sigma_S^2 \mu_S^2 + \mu_{R_i}^2 \sigma_S^2)} - \beta_i^2 \sigma_{R_i}^2}{\mu_{R_i}^2 - \beta_i^2 \sigma_{R_i}^2} \frac{F_i(X)}{\beta_i^2 \sigma_{R_i}^2}$$

$$= D_i \cdot F_i(X) \hspace{1cm} (4.83)$$

where $\mu_S$, $\mu_{R_i}$: the mean values of the applied force and member resistance of the $i$-th member

$\sigma_S^2$, $\sigma_{R_i}^2$: the variances of the applied force and member resistance of the $i$-th member

$$\beta_i = -\Phi^{-1}(p_{fa})$$
\( p_{fai} \) and \( \Phi(\cdot) \) denote the allowable level assigned to the \( i \)-th member and the standard normal distribution function, respectively.

Using Eq. (4.83), the weight and its derivatives can be found to be

\[
Z = \rho \sum_{i=1}^{m} D_i F_i(X) L_i(X) \quad (4.84)
\]

\[
\frac{\partial Z}{\partial x_j} = \rho \left\{ \sum_{i=1}^{m} \left( D_i \frac{\partial F_i(X)}{\partial x_j} L_i(X) + D_i F_i(X) \frac{\partial L_i(X)}{\partial x_j} \right) \right\} \quad (4.85)
\]

**Numerical Examples**

Consider a 4-panel model, where the member resistances and applied load are random. Assume now that both of them have independent normal distributions. The numerical results are given in Table 4.12 and Fig. 4.20, where the used mean values and standard deviations are \( \mu_R = 2040 \text{ kg/cm}^2 \), \( \mu_S = 20000 \text{ kg} \), \( \sigma_R = 204 \text{ kg/cm}^2 \) and \( \sigma_S = 4000 \text{ kg} \), respectively.

Also, the employed allowable level of failure probability is 0.04.

It can be found from Fig. 4.20 that the geometry obtained by the probabilistic method is not so different from that obtained by the deterministic method. That is, for statically determinate systems, both methods give an identical optimal geometry, though the values of the cross sectional areas differ somewhat from each other. It should be noted that it is impossible to compare both methods in volume because the employed value of the allowable level, 0.04, does not correspond to the safety factor of the deterministic approach.

From Table 4.12, it is obtained that the introduction of geometrical variations presents an economic design, whose volume is 34.5 percent less than the Pratt truss with a fixed geometry. The convergency is shown in Fig. 4.21. This shows the efficiency of the proposed method. This method requires only 7 seconds to reach the optimum point. Though the convergency depends on the initial values, the search procedure was terminated at the 5th step. The results for some design cases are given in Table 4.13. The truss becomes heavier as the value of the allowable level becomes smaller. However, all geometries obtained for these conditions show no distinct difference. Next, the buckling effect is taken into account. The resulting geometry is shown in Fig. 4.22.
Fig. 4.20 Change of Geometry at Each Design Step

Table 4.12 Numerical Results of 4-Panel Model

<table>
<thead>
<tr>
<th>Pratt Truss</th>
<th>Variable Geometry</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_1$ (cm$^2$)</td>
<td>8.66</td>
</tr>
<tr>
<td>$A_2$</td>
<td>8.66</td>
</tr>
<tr>
<td>$A_3$</td>
<td>11.76</td>
</tr>
<tr>
<td>$A_4$</td>
<td>0.0002</td>
</tr>
<tr>
<td>$A_5$</td>
<td>8.66</td>
</tr>
<tr>
<td>$A_6$</td>
<td>16.64</td>
</tr>
<tr>
<td>$A_7$</td>
<td>11.76</td>
</tr>
<tr>
<td>$A_8$</td>
<td>8.66</td>
</tr>
<tr>
<td>$A_9$</td>
<td>0.0002</td>
</tr>
<tr>
<td>$P_f$</td>
<td>0.04</td>
</tr>
<tr>
<td>Volume (cm$^3$)</td>
<td>169101</td>
</tr>
</tbody>
</table>
Table 4.13  Numerical Results under Some Design Conditions

<table>
<thead>
<tr>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
<th>Case 4</th>
<th>Case 5</th>
<th>Case 6</th>
<th>Case 7</th>
<th>Case 8</th>
<th>Case 9</th>
<th>Case 10</th>
<th>Case 11</th>
<th>Case 12</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A_1 )</td>
<td>11.71</td>
<td>17.29</td>
<td>15.02</td>
<td>10.75</td>
<td>10.26</td>
<td>19.38</td>
<td>15.45</td>
<td>12.12</td>
<td>12.48</td>
<td>12.94</td>
<td>13.82</td>
</tr>
<tr>
<td>( A_3 )</td>
<td>0.00</td>
<td>0.06</td>
<td>0.04</td>
<td>0.07</td>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
<td>0.06</td>
<td>0.01</td>
<td>0.04</td>
</tr>
<tr>
<td>( A_4 )</td>
<td>4.95</td>
<td>6.25</td>
<td>5.85</td>
<td>4.74</td>
<td>4.53</td>
<td>7.01</td>
<td>6.19</td>
<td>5.16</td>
<td>5.32</td>
<td>5.67</td>
<td>5.98</td>
</tr>
<tr>
<td>( A_5 )</td>
<td>0.00</td>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
</tr>
<tr>
<td>( A_6 )</td>
<td>8.92</td>
<td>11.00</td>
<td>10.23</td>
<td>8.46</td>
<td>8.25</td>
<td>12.25</td>
<td>10.93</td>
<td>9.30</td>
<td>9.68</td>
<td>10.04</td>
<td>10.88</td>
</tr>
<tr>
<td>( A_7 )</td>
<td>7.15</td>
<td>8.68</td>
<td>8.13</td>
<td>6.81</td>
<td>6.66</td>
<td>9.68</td>
<td>8.69</td>
<td>3.51</td>
<td>7.78</td>
<td>8.09</td>
<td>8.78</td>
</tr>
<tr>
<td>( A_8 )</td>
<td>4.95</td>
<td>6.30</td>
<td>5.79</td>
<td>4.67</td>
<td>4.54</td>
<td>7.01</td>
<td>6.14</td>
<td>5.16</td>
<td>5.36</td>
<td>5.56</td>
<td>5.99</td>
</tr>
<tr>
<td>( A_9 )</td>
<td>4.39</td>
<td>5.44</td>
<td>5.06</td>
<td>4.19</td>
<td>4.05</td>
<td>6.06</td>
<td>5.41</td>
<td>4.61</td>
<td>4.76</td>
<td>4.98</td>
<td>5.34</td>
</tr>
<tr>
<td>( X_2 )</td>
<td>10.9</td>
<td>10.3</td>
<td>10.4</td>
<td>11.2</td>
<td>11.3</td>
<td>10.1</td>
<td>10.6</td>
<td>10.9</td>
<td>11.0</td>
<td>11.2</td>
<td>11.1</td>
</tr>
<tr>
<td>( Y_2 )</td>
<td>19.3</td>
<td>18.3</td>
<td>18.3</td>
<td>19.5</td>
<td>19.9</td>
<td>17.8</td>
<td>18.0</td>
<td>19.2</td>
<td>19.5</td>
<td>19.5</td>
<td>19.6</td>
</tr>
<tr>
<td>( X_3 )</td>
<td>950.2</td>
<td>950.2</td>
<td>950.2</td>
<td>950.2</td>
<td>950.2</td>
<td>950.2</td>
<td>950.2</td>
<td>950.2</td>
<td>950.2</td>
<td>950.2</td>
<td>950.2</td>
</tr>
<tr>
<td>( Y_3 )</td>
<td>1675.4</td>
<td>1675.4</td>
<td>1675.4</td>
<td>1675.5</td>
<td>1675.5</td>
<td>1675.3</td>
<td>1675.4</td>
<td>1675.4</td>
<td>1675.5</td>
<td>1675.5</td>
<td>1675.5</td>
</tr>
<tr>
<td>( Y_5 )</td>
<td>1939.8</td>
<td>1939.7</td>
<td>1939.7</td>
<td>1939.8</td>
<td>1939.8</td>
<td>1939.7</td>
<td>1939.8</td>
<td>1939.8</td>
<td>1939.8</td>
<td>1939.8</td>
<td>1939.8</td>
</tr>
<tr>
<td>( P_{fr} )</td>
<td>0.004</td>
<td>0.004</td>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
<td>0.02</td>
<td>0.01</td>
<td>0.005</td>
<td>0.001</td>
</tr>
<tr>
<td>( \delta_P )</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.3</td>
<td>0.3</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>( \delta_R )</td>
<td>0.1</td>
<td>0.17</td>
<td>0.15</td>
<td>0.07</td>
<td>0.05</td>
<td>0.17</td>
<td>0.13</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>( V )</td>
<td>111768</td>
<td>137290</td>
<td>128118</td>
<td>106662</td>
<td>103823</td>
<td>152836</td>
<td>136829</td>
<td>117162</td>
<td>121658</td>
<td>126890</td>
<td>137105</td>
</tr>
</tbody>
</table>
Fig. 4.21   Convergence of Objectives

Fig. 4.22   Optimal Configuration of 4-Panel Model
with Buckling Constraint
This shows a tendency similar to that of the deterministic method.

4.7 Conclusions

The safety analysis and minimum-weight design of framed structures are studied by using the failure probability as a measure of safety. The improvements on the upper and lower bounds of a system failure probability are attempted by considering the correlations between two or three failure events. With the aid of the fiducial statistics or Bayesian decision theory, the effect of statistical uncertainty with respect to the sampling on the estimation of failure probability is investigated. Based on the decomposition technique, an approximate design method is proposed to reduce the computational load. Also, a variation of geometry is treated in the design of truss, in which both the member strength and the applied load are considered to be random. Main results derived from the study in this chapter are as follows:

1) A considerably exact estimation of failure probability can be made for indeterminate structural systems, using the proposed method which takes the correlation between every two modes into account. This method is considered useful for practical computations, on account of less calculation load and the security of conservative evaluation of failure probability.

2) A simple mathematical model proposed herein proves to be acceptable for the rigid framed structures. A very close failure probability can be obtained by considering the effect of three-events-occurrence on the average. However, this model seems to be more suitable for examining the availability of the proposed method presenting an upper bound, because it consists of relatively complex procedures.

3) It is confirmed that statistical uncertainty can not be ignored in the evaluation of failure probability. Bayesian decision theory enables to combine the information obtained from sampling or experiments with the engineering judgements. However, it is difficult to apply Bayesian decision theory for all design cases, though it is of practical use to apply for the case where little information
is available.

4) Considering the effect of sampling number on the accuracy of the analysis of failure probability, the significance of information can be quantitatively recognized. By introducing the concept of risk analysis, the optimum number of sampling or experiment can be examined.

5) By taking the failure probability as the measure of safety, the minimum-weight design can be reduced to a mathematical programming problem with a single constraint, or to an unconstrained optimization problem. Many designs, whose weights are very close to the optimum one, are obtained through the optimization. This can be seen in the deterministic bridge design with the deflection constraint. If these designs are accepted as approximate solutions, the minimum-weight design will become simple and practical by utilizing the advantage that many various constraints can be reduced to one constraint.

6) The use of the decomposition technique makes the proposed analysis method effective in the redesign procedure. The classification of failure modes can clarify their contributions to the system failure. Conservative approximate designs can be obtained by using parts of possible modes. If a sufficient number of modes is taken as basic modes, the iterative scheme proposed by E. Vanmarcke is considered to be suitable. It can save the core size and make the calculation inexpensive. The iterative method proposed herein has similar merits. This method is superior to Vanmarcke's method with regard to convergency and applicability. There, the modified allowable failure level is forced to converge and the appropriate number of basic modes is sought for in the program.

7) By use of the optimality condition presented by H. Switzky, the optimal geometry can be easily obtained for statically determinate trusses in which the member strength and the applied load are random. Then, the obtained geometry is almost same as that of the deterministic design.
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Chapter 5 Safety Index and Its Application to Reliability Analysis

5.1 Reliability Analysis Based on Second-Moment First-Order Approximation

It has been widely recognized that probability theory provides a more accurate engineering representation of reality. Namely, uncertainties in structural performance, which are due to the uncertainties involved in applied forces and in structural resistances, can be analyzed rationally only with probability. The classical reliability theory in which the failure probability is used as the measure of safety had been developed on the basis of pure probability theory, and its theoretical framework was already established in 1960's.

Despite of the various advantages in the safety analysis and design, this approach has not been explicitly adopted as a basis for the standard structural practice in civil engineering. As C. A. Cornell pointed out\(^1\), there are several problems which obstruct the development of probability-based design in civil engineering. Those obstacles are related with the characteristic properties of civil engineering design:

1. The uncertain factors include those about which there is incomplete knowledge and those for which the engineering analysis is possible but not economically justified.
2. Much of uncertainty, which is of a fundamentally nonstatistical nature, takes a quite important role in the performance predictions of civil engineering structures.
3. The new design code will presumably afford some minor increase in complexity over present codes.

In order to remove the above problems, C. A. Cornell\(^2\)\(^3\) proposed a new reliability approach called the second-moment first-order approach. In this approach, all uncertainties are treated in a uniform manner, namely the simplest and most familiar measures of dispersion: standard deviations or coefficients of variation. As the measure of
safety, he used the safety index which is determined solely from the means and the standard deviations or coefficients of variation. Because of the simplicity, flexibility and easiness of treatment, this approach has been proven greatly adaptable to application in practical structural design codes and are being implemented in several independent code systems in North America and Europe.4)–6)

However, the code formats using the safety index suffered to a greater or smaller degree from arbitrariness, lack of invariance under a change of formulation of the failure criteria consistent with the laws of algebra and mechanics. A. M. Hasofer and N. C. Lind7)8) presented a new definition of safety index, by which the "invariance" problem is almost overcome. By use of their definition of safety index, fundamental characteristics of safety index is studied here, placing attention on the following subjects: the physical and probabilistic significance of safety index, the effect of statistical uncertainty on the safety index, the calculation of safety index for the case with many possible failure modes.

5.2 The Influence of Statistical Uncertainty on Safety Index

In general, structural safety is examined in the following, by using structural resistance $R$ and load effect $S$.

$$Z = R - S \quad (5.1)$$

where

$Z \geq 0$ : safe condition

$Z < 0$ : failure condition

C. A. Cornell called Eq.(5.1) "safety margin" and also defined the safety index $\beta$ by means of the mean value $\mu_Z$ and the standard deviation $\sigma_Z$ of safety margin $Z$.

$$\beta = \frac{\mu_Z}{\sigma_Z} \quad (5.2)$$

Supposing that $R$ and $S$ are statistically independent of each other, $\beta$ can be calculated as

$$\beta = \frac{\mu_R - \mu_S}{\sqrt{\sigma_R^2 + \sigma_S^2}} \quad (5.3)$$
\( \mu \) and \( \sigma^2 \) in Eqs (5.2) and (5.3) represent the population mean and population variance, which should be probabilistically estimated from a lot of samples or data. It is, however, impossible to collect a sufficient number of available data for estimating the characteristics of the structural resistances and the applied forces in the field of civil engineering. Then, the population means and variances ought to be estimated by use of the means and variances of the measured data. If the number of available data is quite small, the value of safety index calculated by Eq. (5.3) becomes unreliable on account of the errors involved in the estimation of the characteristics. The concept of the fiducial statistics \(^9\)\(^{10}\) can be considered useful to deal with such statistical uncertainties in the calculation of safety index.

The probability density functions of the population mean and variance including the effect of statistical uncertainty can be obtained by using the fiducial statistics, because it treats the characteristics of population as variables different from usual classical statistics. Supposing that a random variable \( X \) is normally distributed, the probability density function of \( X \) is

\[
f_X(x) = \frac{1}{\sqrt{2\pi} \sigma_X} \exp \left( -\frac{(x - \mu_X)^2}{2\sigma_X^2} \right)
\]

in which \( \mu_X \) and \( \sigma_X^2 \) are considered to be unknown.

If \( n \) independent samples are obtained from a population of \( X \), the sample mean \( \bar{X} \) and sample variance \( S_X^2 \) are independent of each other, and also \( \bar{X} \) and \( nS_X^2/\sigma_X^2 \) follow to the normal distribution \( N(\mu_X, \sigma_X^2/n) \) and \( \chi^2 \) distribution \( \chi^2(n-1) \), respectively. Then, the joint probability density function of \( \bar{X} \) and \( S_X \) can be expressed as

\[
f_{\bar{X}, S_X}(\bar{X}, S_X) = C \frac{1}{\sigma_X^2} \left( \frac{S_X}{\sigma_X} \right)^{-n/2} \exp \left( -\frac{n}{2\sigma_X^2} \left( (\bar{X} - \mu_X)^2 + S_X^2 \right) \right)
\]

where

\[
C = \frac{2^{n/2}}{\Gamma((n-1)/2)\sqrt{\pi}}
\]
By use of the fiducial statistics, Eq. (5.5) can be transformed to the joint density function of \( \mu_X \) and \( \sigma_X \) with the exchange of \( dX \cdot dS_X / S_X \) and \( d\mu_X \cdot d\sigma_X / \sigma_X \).

\[
f_{\mu_X, \sigma_X} (\mu_X, \sigma_X) = C \left( \frac{S_X}{\sigma_X} \right)^{n-1} \exp\left( - \frac{n}{2\sigma_X^2} \left\{ (\bar{X} - \mu_X)^2 + \sigma_X^2 \right\} \right) \quad (5.7)
\]

When the structural resistance \( R \) and load effect \( S \) are independent and normally distributed, the safety margin \( Z \) (Eq. (5.1)) is also normally distributed. Then, the joint probability density function of \( \mu_Z \) and \( \sigma_Z \), \( f_{\mu_Z, \sigma_Z} (\mu_Z, \sigma_Z) \), can be obtained in the same form as Eq. (5.7), by replacing \( X \) with \( Z \). Furthermore, performing the transformation of \( (\mu_Z, \sigma_Z) \) to \( (\beta, \sigma_Z) \), the joint probability density function of \( \beta \) and \( \sigma_Z \) can be obtained as follows:

\[
f_{\beta, \sigma_Z} (\beta, \sigma_Z) = f_{\mu_Z, \sigma_Z} (\mu_Z, \sigma_Z) \left| \frac{\partial (\mu_Z, \sigma_Z)}{\partial (\beta, \sigma_Z)} \right|
\]

\[
= 2C \left( \frac{S_Z}{\sigma_Z} \right)^{n-1} \exp\left( - \frac{n}{2\sigma_Z^2} \left\{ (\bar{Z} - \beta \sigma_Z)^2 + S_Z^2 \right\} \right) \quad (5.8)
\]

The probability density function of \( \beta \), \( f_\beta (\beta) \), can be calculated by integrating Eq. (5.8) with respect to \( \sigma_Z \).

\[
f_\beta (\beta) = 2C \int_{-\infty}^{\infty} \left( \frac{S_Z}{\sigma_Z} \right)^{n-1} \exp\left( - \frac{n}{2\sigma_Z^2} \left\{ (\bar{Z} - \beta \sigma_Z)^2 + S_Z^2 \right\} \right) d\sigma_Z \quad (5.9)
\]

Using Eq. (5.9), the mean and variance of safety index, \( \mu_\beta \) and \( \sigma_\beta^2 \), can be obtained. However, the integration of Eq. (5.9) can not be performed in closed form, so the actual calculation must depend on a numerical integration which is often prohibitive and time-consuming.

For the reason, it is convenient to investigate the effect of statistical uncertainty on safety index with the aid of the first order approximation. Using the first order approximation, the expected value and variance of \( \beta \) can be expressed as

\[
E[\beta] = E[\mu_Z] / E[\sigma_Z] \quad (5.10)
\]
\[
\text{Var}[\beta] = \frac{1}{E[\sigma_Z]^2} \text{Var}[\mu_Z] + \frac{E[\mu_Z]^2}{E[\sigma_Z]^4} \text{Var}[\sigma_Z]
\]  
(5.11)

in which the expected values and variances of \( \mu_Z \) and \( \sigma_Z \) are obtained by use of the probability density functions of \( \mu_Z \) and \( \sigma_Z \):

\[
f_{\mu_Z}(\mu_Z) = c_\mu \frac{1}{S_Z} \left\{ 1 + \frac{(\bar{Z} - \mu_Z)^2}{S_Z^2} \right\}^{-n/2}
\]  
(5.12)

\[
f_{\sigma_Z}(\sigma_Z) = c_\sigma \frac{1}{S_Z} \left( \frac{S_Z}{\sigma_Z} \right)^n \exp\left( -\frac{n S_Z^2}{2 \sigma_Z^2} \right)
\]  
(5.13)

where

\[
c_\mu = \frac{\Gamma(n/2)}{\sqrt{n} \Gamma((n-1)/2)} \quad , \quad c_\sigma = \frac{\sqrt{n}}{\sqrt{2} (n-3) \Gamma((n-1)/2)}
\]  
(5.14)

\[
E[\mu_Z] = \bar{Z}
\]  
(5.15)

\[
E[\sigma_Z] = S_Z \sqrt{\frac{n}{2}} \frac{\Gamma(n/2-1)}{\Gamma((n-1)/2)}
\]  
(5.16)

\[
\text{Var}[\mu_Z] = S_Z^2 / (n-3)
\]  
(5.17)

\[
\text{Var}[\sigma_Z] = S_Z^2 \left[ \frac{n}{n-3} - \frac{1}{2} \left( \frac{\Gamma(n/2-1)}{\Gamma((n-1)/2)} \right)^2 \right]
\]  
(5.18)

Substituting Eqs (5.15) - (5.18) to Eqs (5.10) and (5.11), the expected value and variance of \( \beta \) can be calculated.

**Numerical Example**

Let's consider that \( \bar{Z} = 800 \text{ kg/cm}^2 \) and \( S_Z = 210 \text{ kg/cm}^2 \) are obtained as the sample mean and standard deviation, respectively. Then, using Eq.(5.9), the probability density function of \( \beta \) is obtained as shown in Fig. 5.1. Table 5.1 presents the means and standard deviations of \( \beta \) calculated by using the obtained probability density function and the first order approximation. These results indicate that the effect of statistical uncertainty is large when the number of measured data is
Fig. 5.1 Probability Density Function of Safety Index

Table 5.1 Mean Value and Standard Deviation of Safety Index

<table>
<thead>
<tr>
<th>case</th>
<th>n</th>
<th>$\mu_\beta$</th>
<th>$\sigma_\beta$</th>
<th>$E[\beta]$</th>
<th>$\sqrt{\text{Var}[\beta]}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10</td>
<td>3.58703</td>
<td>1.02111</td>
<td>3.303</td>
<td>0.955</td>
</tr>
<tr>
<td>2</td>
<td>20</td>
<td>3.66991</td>
<td>0.78944</td>
<td>3.564</td>
<td>0.656</td>
</tr>
<tr>
<td>3</td>
<td>30</td>
<td>3.71389</td>
<td>0.65242</td>
<td>3.648</td>
<td>0.532</td>
</tr>
<tr>
<td>4</td>
<td>40</td>
<td>3.73767</td>
<td>0.56621</td>
<td>3.689</td>
<td>0.459</td>
</tr>
<tr>
<td>5</td>
<td>50</td>
<td>3.75208</td>
<td>0.50678</td>
<td>3.713</td>
<td>0.410</td>
</tr>
<tr>
<td>6</td>
<td>60</td>
<td>3.76170</td>
<td>0.46281</td>
<td>3.729</td>
<td>0.373</td>
</tr>
<tr>
<td>7</td>
<td>70</td>
<td>3.76853</td>
<td>0.42860</td>
<td>3.741</td>
<td>0.345</td>
</tr>
<tr>
<td>8</td>
<td>80</td>
<td>3.77367</td>
<td>0.40101</td>
<td>3.750</td>
<td>0.323</td>
</tr>
</tbody>
</table>
small. This implies that the safety index should be underestimated for the case where a large number of data is not available. According to the increase of the number of data, \( \sigma_\beta \) becomes smaller. This means that the safety index calculated by Eq.(5.2) becomes more reliable as the number of data increases. In this case, the dispersion of \( \beta \) tends to converge when \( n \) exceeds 70. The first order approximation gives a considerably good estimation for the mean value, whereas it gives a somewhat small value for the variance. It can be considered that the first order approximation is useful for examining the effect of statistical uncertainty, because it requires less calculation.

As described before, the fiducial statistics is useful for the estimation of safety index for a case in which statistical uncertainty is unavoidable. However, it is sometimes difficult even to obtain rough estimates of parameters, when the number of available data is quite small. In this case, the safety index should be estimated to some extent by means of engineering judgements, which are based on the inspirations and experiences of engineers. Then, such engineering judgements should be combined with the obtained statistical data. To do this, convenient is Bayesian decision theory in which engineering judgements are reflected in the determination of the prior distribution and the likelihood function.\(^{11)}-13\)

When a random variable \( Z \) is normally distributed, Bayesian decision theory presents the similar equations to Eqs (5.15) - (5.18) for estimating the characteristics of \( Z \). However, simplification can possibly be achieved only when appropriate distributions of the characteristics are chosen by corresponding to the underlying random variable. Namely, if a "conjugate" of the distribution of the underlying random variable is chosen, a posterior distribution can be obtained. Otherwise, mathematical complications are unavoidable. For this reason, a more simplified manner is necessary to introduce both statistical uncertainty and engineering judgements into the safety analysis.

A. H-S Ang\(^{14)}\) attempted to treat those effects by introducing a correction factor, such that

\[
x = N_k \hat{x}
\]  

(5.19)
where \( X \) : random variable
\( \hat{X} \) : prediction model of \( X \)
\( N_X \) : correction factor

As he mentioned, his formulation is implicitly based on the philosophy of Bayesian probability. Fig. 5.2 shows the relationships between Ang's method and Bayesian treatment. It is seen that statistical uncertainty can be included in the correction factor and that the effects of other engineering uncertainties on safety index can be grasped.

The above comparison implies that it is convenient to take the statistical uncertainty into account by using the correction factor, and also to perform the safety analysis by using the performance function including the correction factor. However, it should be noted that more sufficient examinations are necessary for the use of the simplified method proposed by A. Ang, because simplifications generally involve some large assumptions. Then, the strict treatment described before takes an important role in checking the availability of Ang's method.

5.3 Safety Index and Correction Factor

Before O. Ditlevesen\(^{15}\), N. Lind\(^{4}\) and others pointed out, it was widely believed that all second-moment formats were mutually consistent in the simple sense that the same safety margin could be prescribed. However, Cornell's format used in the previous section was found to prescribe relatively large safety margins if the resistance is highly dispersed, and as an alternative, Rosenblueth and Esteva's format\(^{16}\) gave appreciably smaller values. A. M. Hasofer and N. C. Lind\(^{7}\) presented a new definition of safety index to remove the inconsistency due to the lack of invariance under a change of formulation of the failure criteria.

Hasofer and Lind's Definition of Safety Index\(^{7}\)

A. M. Hasofer and N. C. Lind defined the safety index as "the minimum value of distances from the origin to the failure region in the normalized space ".

-159-
Fig. 5.2 Relation between Ang's Method and Bayesian Decision Theory
Let $X$ be an independent random variable and $x$ be a basic variable which is reduced by the following normalizing transformation.

$$
x = \frac{X - \mu_X}{\sigma_X}
$$

At any point of the normalized space, safety can be evaluated in a uniform manner, because the basic variable $x$ is distributed without warping.

Consider $R$ and $S$ as random variables. By performing the normalizing transformation, the performance function $Z = F(R,S) = 0$, shown in Fig. 5.3(a), is reduced to $z = F(r,s) = 0$, as shown in Fig. 5.3(b). On this figure, the safety index $\beta$ can be expressed as $\overline{OA}$ which indicates the shortest distance between the origin $O$ and the boundary of the failure region ($F(r,s)<0$) and the safe region ($F(r,s)>0$). Here, the point $A$ is called as "failure point ", which generally corresponds to the condition that the failure is most likely to occur. Since the safety index presented by Hasofer and Lind is defined only by using the failure point, not by using the other points in this space, it can be considered to be a quasi-probabilistic measure of safety.

The Relationships between Safety Index and Correction Factor

In the previous section, the relationships between the correction factor and Bayesian decision theory is clarified. Here, the relationships between the correction factor and the safety index are discussed by use of the normalized space proposed by Hasofer and Lind.

Introducing the correction factor $N$ with respect to the load effect $S$, the performance function becomes

$$
Z = R - N S
$$

If $N$ is considered as a random variable, the reduced performance function is calculated as

$$
z = F(r,s,n) = (\mu_R + r\sigma_R) - (\mu_n + n\sigma_n)(\mu_S + s\sigma_S)
$$

in which $\mu_n$ and $\sigma_n$ denote the mean and standard deviation of $N$, respectively. Since Eq.(5.22) is a nonlinear equation, the calculation of safety index needs a linearizing technique and an iterative procedure.
Fig. 5.3 Definition of Failure Point
Here, a way different from Hasofer and Lind's treatment is employed to evaluate the effect of the correction factor. Namely, a three-dimensional space is not taken as the normalized space, though the correction factor is considered to be a random variable. The effect of the correction factor is taken into account by the variation with respect to the angle of performance function. (see Fig. 5.4(a)) Then, the angle $\theta$ is related to $N$ as follows:

$$\theta = \tan^{-1} N$$

$$d\theta = \frac{|dN|}{1 + N^2}$$

The increment of $N$ yields the increments of $R$ and $S$. The induced increments $\Delta r$ and $\Delta s$ can be obtained in the normalized space, as shown in Fig. 5.4(b).

$$\Delta r = \frac{\mu_S d\theta}{\sigma_R \cos^2 \theta} = \frac{\mu_S}{\sigma_R} dN$$

$$\Delta s = \frac{\mu_R d\theta}{\sigma_S \cos^2 \theta} = \frac{\mu_R}{\sigma_S} dN$$

Although $\Delta r$ and $\Delta s$ are induced by the change of $N$, it is possible to relate them with $d\sigma_R$ and $d\sigma_S$. When $N$ has a small variation, Eqs (5.25) and (5.26) give the following relations.

$$\frac{d\sigma_R}{\sigma_{R0}} = \frac{\Delta r}{\mu_R - \mu_n \mu_S / \sigma_R} = \frac{\mu_S}{\mu_R - \mu_n \mu_S} dN = \frac{1}{\Theta_0 - N} dN$$

$$\frac{d\sigma_S}{\sigma_{S0}} = \frac{\Theta_0}{\Theta_0 - N} dN$$

where $\Theta_0 (= \mu_R / \mu_S)$ indicates the central safety factor. Solving Eq. (5.27),

$$\sigma_R = \sigma_{R0} \left( 1 + \ln \frac{\Theta_0 - \frac{1}{\Theta_0 - N}}{\Theta_0 - N} \right) = \sigma_{R0} \left( 1 + \lambda_R \right)$$
Fig. 5.4 Failure Line and Correction Factor

Fig. 5.5 Normalized Space with Two Failure Modes
where $\sigma_{R_0}$ and $\sigma_{S_0}$ are the values of $\sigma_R$ and $\sigma_S$ for $N = 1$.

Similarly, $\sigma_R$ and $\sigma_S$ can be calculated as follows for the case where $N$ has a large variation.

\[
\begin{align*}
\sigma_R &= \sigma_{R_0} \frac{\theta_0 - 1}{\theta_0 - N} \\
\sigma_S &= \sigma_{S_0} \left( \frac{\theta_0 - 1}{\theta_0 - N} \right)^\theta_0
\end{align*}
\] (5.29)

Replacing $\sigma_R$ and $\sigma_S$ in Eqs (5.28) and (5.29) with $\sigma'_R$ and $\sigma'_S$, the safety index is expressed in the following, for the case where the performance function includes the correction factor.

\[
\beta = \frac{\mu_R - \mu_n^S}{\sqrt{\sigma'_R^2 + \sigma'_S'^2}}
\] (5.30)

When $N$ follows to a certain kind of distribution, the expected value of $\beta$ in Eq.(5.30) can be obtained by using the first order approximation.

\[
E[\beta] = \frac{\mu_R - \mu_n^S}{\sqrt{E[\sigma'_R^2] + E[\sigma'_S'^2]}}
\] (5.31)

For $N$ with small variation,

\[
E[\beta] = \frac{\mu_R - \mu_n^S}{\sqrt{\sigma_{R_0}^2 (1+E[\lambda_R])^2 + \sigma_{S_0}^2 (1+E[\lambda_S])^2}}
\] (5.32)

Using Eqs (5.28) - (5.32), it is possible to discuss the effect of the correction factor on the failure region, the relation between the safety factor and the applied load (or structural resistance). The detail is presented in reference 17 with some numerical examples.
5.4 Reliability Analysis of Structural Systems with Multiple Failure Modes

Many investigations have been made for the reliability analysis of structures with many possible failure modes. However, most of them use the failure probability as the measure of safety, and only few can be enumerated as the studies which are based on the second-moment theory: the one in which the safety index for the failure of the overall system is specified as the minimum value of the safety indices calculated for individual failure modes, or the one in which the overall safety index is calculated by weighting each failure mode. This problem has such a property that even if the basic variables like structural resistances and load effects are statistically independent, each failure mode, which consists of those variables, is generally correlated with each other.

Here, an analysis method is proposed for structural systems with many possible failure modes, calling attention to the characteristic properties of the normalized space.

For simplicity, let's consider a simple case where only two modes, \( Z_1 \) and \( Z_2 \), exist. In this case, the normalized space is expressed as Fig. 5.5. Comparing with the case with a single failure mode, the following informations can be newly obtained:

1. **Intersecting angle \( \theta \) of \( Z_1 \) and \( Z_2 \)**
   As shown in Appendix, the cosine of \( \theta \) corresponds to the correlation coefficient \( \rho \) between \( Z_1 \) and \( Z_2 \). Also, this angle \( \theta \) is equal to the intersecting angle of \( \vec{\beta}_1 \) and \( \vec{\beta}_2 \) which are the position vectors relating the safety indices for \( Z_1 \) and \( Z_2 \), respectively. (see Fig. 5.5)

2. **Simultaneous-failure region**
   It is probabilistically possible that two failure events with regard to \( Z_1 \) and \( Z_2 \) occur simultaneously in the shading region of Fig. 5.5. The probability of the simultaneous failure is written as
   \[
   p_{f1,2} = p_r( Z_1 < 0 \cap Z_2 < 0 ) \tag{5.33}
   \]
(3) Intersecting point C

When the intersecting point C is the nearest to the origin O in the simultaneous region, this point will become important to evaluate the safety for the simultaneous failure.

In this study, the point which gives the minimum distance from the origin within the simultaneous-failure region is defined as "failure point ". The distance between the failure point and the origin seems to have a relationship with $p_{f1,2}$. Generally, the overall probability $p_{f12}$ can be calculated as

$$p_{f12} = p_f (Z_1 < 0 \cup Z_2 < 0)$$

$$= p_{f1} + p_{f2} - p_{f1,2} \quad (5.34)$$

Supposing that $R$ and $S$ are normally distributed, the following relation exists between the safety index and the failure probability.  \(^{19}\)

$$1 - p_F = \Phi(\beta) \quad (5.35)$$

where $\Phi(*)$ signifies the standard normal distribution function. Substituting Eq.(5.35) into Eq.(5.34), the overall safety index is derived as

$$\beta_{12} = \Phi^{-1} \{\Phi(\beta_1) + \Phi(\beta_2) - \Phi(\beta_{1,2})\} \quad (5.36)$$

in which $\beta_1$ and $\beta_2$ are the safety indices obtained for $Z_1$ and $Z_2$, respectively, and also $\beta_{1,2}$ is the safety index which corresponds to $p_{f1,2}$.

Here, we attempt to express $\beta_{1,2}$ by using $\beta_1$, $\beta_2$ and $\rho$ ($= \cos \theta$). As seen in Fig. 5.5, the intersecting point C is the nearest to the origin in the simultaneous-failure region, when $\theta - \alpha \geq 0$. That is, $C$ is the failure point if the following condition is satisfied. This condition is derived from the condition $\sin(\theta - \alpha) > 0$.

$$\beta_{1,2} \leq \beta_1 / \rho \quad (5.37)$$

where $\beta_{1,2}$ denotes the distance between $O$ and $C$, and $\beta_1$ is assumed to be less than $\beta_2$.

Then, $\beta_{1,2}$ can be calculated as follows. From Fig. 5.5, the following relations can be obtained.
\[
\bar{\beta}_{1,2} \cos \alpha = \beta_1 \tag{5.38}
\]
\[
\bar{\beta}_{1,2} \cos(\theta - \alpha) = \beta_2 \tag{5.39}
\]
Eliminating \(\alpha\) from the above two equations, \(\bar{\beta}_{1,2}\) is found to be
\[
\bar{\beta}_{1,2} = \sqrt{\frac{\beta_1^2 + \beta_2^2 - 2\rho \beta_1 \beta_2}{1 - \rho^2}} \tag{5.40}
\]
On the other hand, the nearest point to the origin is \(A_2\) within a range \(\theta - \alpha < 0\). Then, \(\beta_{1,2}\) is equivalent to \(\beta_2\):
\[
\beta_{1,2} = \beta_2 \quad (\text{for } \bar{\beta}_{1,2} > \beta_1 / \rho) \tag{5.41}
\]
From Eqs (5.40) and (5.41), the safety index for the simultaneous failure can be expressed in the terms of \(\beta_1, \beta_2\) and \(\rho\).
\[
\beta_{1,2} = \begin{cases} 
\sqrt{\frac{\beta_1^2 + \beta_2^2 - 2\rho \beta_1 \beta_2}{1 - \rho^2}} & (\bar{\beta}_{1,2} \leq \beta_1 / \rho) \\
\beta_2 & (\bar{\beta}_{1,2} > \beta_1 / \rho)
\end{cases} \tag{5.42}
\]
The overall safety index can be calculated by using Eqs (5.42) and (5.36).

E. H. Vanmarcke\(^{20}\) proposed the following equation for estimating the overall failure probability.
\[
p_f = p_{f1} + a_{21} p_{f2} \tag{5.43}
\]
where
\[
a_{21} = 1 - \frac{g\left( \max \left\{ \beta_1 / \rho, \beta_2 \right\} \right)}{g(\beta_2)} \tag{5.44}
\]
\(g(\cdot)\) : the function which relates the safety index to the failure probability
When the underlying variables are normally distributed, the overall safety index can be obtained as
Fig. 5.6 Comparison of Proposed Method and Vanmarcke's Method
\[ \beta_{12} = \Phi^{-1} \left( \Phi(\beta_1) + \Phi(\beta_2) - \Phi(\max\{\beta_1/\rho, \beta_2\}) \right) \quad (5.45) \]

Although Eqs (5.36) and (5.45) are quite similar, they differ in the process of calculating the safety index for the simultaneous failure. Namely, \( \max \{ \beta_1/\rho, \beta_2 \} \) is used in Vanmarcke's method, whereas \( \beta_{1,2} \) (Eq. (5.42)) is used in the proposed method. Fig. 5.6 shows the difference between both methods, where \( Z_1 \) is fixed and two performance functions \( Z_2^{(1)} \) and \( Z_2^{(2)} \) are considered for \( Z_2 \). In both cases, it is postulated that \( \theta = \cos^{-1} \rho \) is equal and also that the condition, \( \beta_2^{(1)} < \beta_1/\rho < \beta_2^{(2)} \), is satisfied. In this example, \( A_1, A_2^{(1)} \) and \( A_2^{(2)} \) are the failure points of \( Z_1, Z_2^{(1)} \) and \( Z_2^{(2)} \), respectively. And \( \beta_1, \beta_2^{(1)} \) and \( \beta_2^{(2)} \) denote the safety indices for \( Z_1, Z_2^{(1)} \) and \( Z_2^{(2)} \), respectively. It is first seen in this figure that \( \beta_1/\rho \) is equal to the distance from \( O \) to \( D \), where \( D \) is the intersecting point of \( Z_1 \) and the line perpendicular to \( Z_2^{(1)} ( Z_2^{(2)} ) \) starting from the origin.

According to Eqs (5.36) and (5.45), the significant points for estimating the safety for the simultaneous failure are obtained as the points expressed by the signatures, \( \bigcirc \) (the proposed method) and \( \Delta \) (Vanmarcke's method). When \( Z_2^{(2)} \) is employed, both methods provide the same safety index, namely \( \beta_{1,2}^{(2)} = \beta_2^{(2)} \). However, when \( Z_2^{(1)} \) is used, the proposed method and Vanmarcke's method give \( \beta_{1,2}^{(1)} \) and \( \beta_1/\rho \) for \( \beta_{1,2}^{(1)} \), which correspond to the points \( C^{(1)} \) and \( D \), respectively. From this example, it is concluded that when the difference between \( \beta_1 \) and \( \beta_2 \) is not large, the proposed method gives a smaller value for \( \beta_{12} \) than Vanmarcke's method, and they provide the same value when the difference is large. Despite of the difference in calculating \( \beta_{1,2} \), these methods are based on the same concept that the simultaneous failure can be approximately evaluated by use of a representative point in the normalized space.

5.5 Evaluation of the Effects of Each Failure Mode on System Reliability

How each failure mode affects the evaluation of the overall safety
index is discussed in the normalized space. To do so, it is inevitable to pay attention to the components of the vector \( \hat{\beta} \) as well as the absolute value of \( \hat{\beta} \), and to disclose the influence of the combination of the failure modes on the evaluation of the overall safety index. As the components of \( \hat{\beta} \) can be expressed by the coordinates of the failure point, we can solve the problem what failure mode should be thought of, or what order the failure mode should be combined, by investigating how the combination of failure modes will change the coordinates of the failure point.

Consider a case with two failure modes, as shown in Fig. 5.7(a), where the performance functions are assumed to be linear so as to make the discussion simple. As described previously, the intersecting angle of the vectors, \( \hat{\beta}_1 \) and \( \hat{\beta}_2 \), which correspond to the safety indices for the underlying modes, is related to the correlation coefficient between these failure modes. Then, the direction of the vector \( \hat{\beta}_{12} \), corresponding to the overall safety index \( \beta_{12} \), is likely to lie within an angle which consists of \( \hat{\beta}_1 \) and \( \hat{\beta}_2 \), because the points, \( A_1 \) and \( A_2 \), which are the ends of \( \hat{\beta}_1 \) and \( \hat{\beta}_2 \), become the failure points for individual modes. Furthermore, since \( \beta_{12} (=|\hat{\beta}_{12}|) \) is less than \( \beta_1 \) and \( \beta_2 \), the end of \( \hat{\beta}_{12} \), which corresponds to the failure point of the system failure, will locate within a region surrounded by \( OA_1CA_2O \). Based on the above assumptions, the overall performance function, which is composed of \( Z_1 \) and \( Z_2 \), is modeled as that the performance function with small safety index, \( Z_1 \), changes and results in the overall performance function \( Z_{12} \) on account of the effect of another failure mode \( Z_2 \).

If all the performance functions are considered to be linear, \( Z_{12} \) is derived through translation, rotation and both. Here, only the rotation is employed to change \( Z_1 \), because the gradient of performance function has a close relation to the dispersions of random variables. \( Z_{12} \) is obtained by rotating \( Z_1 \) around the point \( A_1 \) which is the failure point of \( Z_1 \). This process is illustrated in Fig. 5.7(b), where \( \alpha \) is the rotating angle. In this figure, the overall safety index can be obtained as the minimum distance from the origin to the resulting performance function. Then, \( \hat{\beta}_{12} \) rotates by \( \alpha \) from \( \hat{\beta}_1 \) to \( \hat{\beta}_2 \), and the end of \( \hat{\beta}_{12} \) represented by \( A_{12} \) becomes the failure point of \( Z_{12} \).
a) Normalized Space with Two Performance Functions

b) Expression of Overall Performance Function

Fig. 5.7  Change of Failure Point
Observing Fig. 5.7(b), $\hat{\beta}_{12}$ is calculated as

$$\hat{\beta}_{12} = \frac{\cos\alpha (\beta_2 \sin(\theta - \alpha) \hat{\beta}_1 + \beta_1 \sin\alpha \hat{\beta}_2)}{\beta_{12} \sqrt{\sin^2(\theta - \alpha) + \sin^2\alpha + 2 \sin\alpha \sin(\theta - \alpha) \cos\theta}}$$

(5.46)

In calculating Eq.(5.46), we face the problem how to determine $\alpha$. Here, we attempt to express $\alpha$ in the terms of $\beta_1$, $\beta_2$ and $\rho$, by using Eq.(5.35) which relates $p_\infty$ to $\beta$. In general, $\alpha$ is written as

$$\alpha = \text{func.}(\beta_1, \beta_2, \rho)$$

(5.47)

Moreover, Eq.(5.47) is approximately written as a multiplication form.

$$\alpha = f_1(\rho) f_2(\beta_1, \beta_2)$$

(5.48)

For instance, the following equation can be obtained through some numerical calculations:

$$\alpha = \alpha_0 \{1 - \exp[-a(1-\rho)] \exp[-\{b(\beta_1 - 2) + (c\beta_1 + d)(\beta_2 - \beta_1)\}]\}$$

(5.49)

where $\alpha$ is expressed by degree,

$$\alpha_0 = 30 , a = 15 , b = 0.265 , c = 0.325 , d = 0.5$$

Substituting Eq.(5.49) to Eq.(5.46), $\hat{\beta}_{12}$ can be computed. Its components give the coordinates of the failure point. It is also possible to calculate $\hat{\beta}_{12}$ by using Eq.(5.46) and the relation that $\alpha = \cos^{-1}(\beta_{12}/\beta_1)$.

In the case with more than three failure modes, the process of changing the failure point can be examined by a successive use of the above procedure.

5.6 Numerical Examples (21) (Documentation)

Example of Rigid Frame (22)

To demonstrate the applicability of the method proposed in this chapter, a simple portal frame model is employed. The representative failure modes and the applied loads, vertical load $P$ and horizontal load $H$, are shown in Fig. 5.8. In this example, it is assumed that the
Failure Modes of Portal Frame

Mode 1 \hspace{1cm} Mode 2

Mode 3 \hspace{1cm} Mode 4

Mode 5 \hspace{1cm} Mode 6

Mode 7 \hspace{1cm} Mode 8

R; \quad \mu_{M_B} = \mu_{M_C} = 40
\quad \sigma_{M_B} = \sigma_{M_C} = 4

S; \quad \mu_p = 1, \mu_h = 0.5
\quad \sigma_p = 0.2, \sigma_h = 0.1

Performance function
\begin{align*}
z_1 &= 4M_B - 75P \\
z_2 &= 2M_B + 2M_C - 75P \\
z_3 &= 3M_B + M_C - 75P \\
z_4 &= 4M_C - 100H \\
z_5 &= 2M_B + 2M_C - 100H \\
z_6 &= M_B + 3M_C - 100H \\
z_7 &= 2M_B + 4M_C - 75P - 100H \\
z_8 &= 4M_B + 2M_C - 75P - 100H
\end{align*}
Table 5.2  Example of Portal Frame

a) Performance Functions  ( \( Z_1 - Z_8 \) )

\[
\begin{align*}
Z_1 &= 4 M_B - 75 P \\
Z_2 &= 2 M_B + 2 M_C - 75 P \\
Z_3 &= 3 M_B + M_C - 75 P \\
Z_4 &= 4 M_C - 50 P \\
Z_5 &= 2 M_B + 2 M_C - 50 P \\
Z_6 &= M_B + 3 M_C - 50 P \\
Z_7 &= 2 M_B + 4 M_C - 125 P \\
Z_8 &= 4 M_B + 2 M_C - 125 P
\end{align*}
\]

b) Covariance Matrix

\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline
   & \( Z_1 \) & \( Z_2 \) & \( Z_3 \) & \( Z_4 \) & \( Z_5 \) & \( Z_6 \) & \( Z_7 \) & \( Z_8 \) \\
\hline\hline
\( Z_1 \) & 1. & 0.957 & 0.969 & 0.362 & 0.840 & 0.605 & 0.746 & 0.936 \\
\( Z_2 \) & 1. & 0.958 & 0.784 & 0.980 & 0.918 & 0.982 & 0.982 & 0.952 \\
\( Z_3 \) & 1. & 0.578 & 0.938 & 0.778 & 0.887 & 0.993 & 0.952 & 0.952 \\
\( Z_4 \) & 1. & 0.800 & 0.960 & 0.872 & 0.652 & 0.957 & 0.827 & 0.932 \\
\( Z_5 \) & S.Y.M. & 1. & 0.937 & 0.952 & 0.952 & 0.952 & 0.952 & 0.952 \\
\( Z_6 \) & 1. & 0.957 & 0.827 & 0.952 & 0.952 & 0.952 & 0.952 & 0.952 \\
\( Z_7 \) & 1. & 0.957 & 0.827 & 0.952 & 0.952 & 0.952 & 0.952 & 0.952 \\
\( Z_8 \) & 1. & 0.957 & 0.827 & 0.952 & 0.952 & 0.952 & 0.952 & 0.952 \\
\hline
\end{tabular}

c) Safety Indices for Individual Failure Modes

\begin{tabular}{|c|c|c|c|c|}
\hline
Mode & \( m_B \) & \( m_C \) & \( \beta_i \) & \( \hat{\beta}_i \) & \( p \) & \( \beta_i \) \\
\hline\hline
1 & -2.827 & 0 & 2.651 & 3.876 & 3.876 \\
2 & -1.926 & -1.926 & 3.612 & 4.524 & 4.524 \\
3 & -2.649 & -0.883 & 3.312 & 4.331 & 4.331 \\
4 & 0 & -4.944 & 3.090 & 5.830 & 5.830 \\
6 & -1.692 & -5.077 & 4.231 & 6.822 & 6.822 \\
7 & -0.974 & -1.947 & 3.042 & 3.741 & 3.741 \\
8 & -1.947 & -0.974 & 3.042 & 3.741 & 3.741 \\
\hline
\end{tabular}
Table 5.3 Changes of Failure Point and Safety Index
( by Eq.(5.49) )

<table>
<thead>
<tr>
<th>case item</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>modes</td>
<td>7,8</td>
<td>78,1</td>
<td>781,3</td>
<td>7813,2</td>
</tr>
<tr>
<td>$\beta_j$</td>
<td>3.741</td>
<td>3.876</td>
<td>4.332</td>
<td>4.524</td>
</tr>
<tr>
<td>$\omega_{i,j}$</td>
<td>0.932</td>
<td>0.869</td>
<td>0.997</td>
<td>0.973</td>
</tr>
<tr>
<td>$a_{i,j}$</td>
<td>12.1*</td>
<td>11.5*</td>
<td>0.25*</td>
<td>1.38*</td>
</tr>
<tr>
<td>$E_{ij}$</td>
<td>3.660</td>
<td>3.528</td>
<td>3.587</td>
<td>3.587</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>case item</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>modes</td>
<td>7,1</td>
<td>71,8</td>
<td>718,3</td>
<td>7183,2</td>
</tr>
<tr>
<td>$\beta_j$</td>
<td>3.876</td>
<td>3.741</td>
<td>4.332</td>
<td>4.524</td>
</tr>
<tr>
<td>$\omega_{i,j}$</td>
<td>0.746</td>
<td>0.993</td>
<td>0.980</td>
<td>0.992</td>
</tr>
<tr>
<td>$a_{i,j}$</td>
<td>14.7*</td>
<td>1.52*</td>
<td>1.53*</td>
<td>0.48*</td>
</tr>
<tr>
<td>$E_{ij}$</td>
<td>3.617</td>
<td>3.615</td>
<td>3.615</td>
<td>3.615</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>case item</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>modes</td>
<td>7,1</td>
<td>71,3</td>
<td>713,2</td>
<td>7132,8</td>
</tr>
<tr>
<td>$\beta_j$</td>
<td>3.876</td>
<td>4.332</td>
<td>4.524</td>
<td>3.741</td>
</tr>
<tr>
<td>$\omega_{i,j}$</td>
<td>0.746</td>
<td>0.971</td>
<td>0.994</td>
<td>0.999</td>
</tr>
<tr>
<td>$a_{i,j}$</td>
<td>14.7*</td>
<td>2.08*</td>
<td>0.37*</td>
<td>0.92*</td>
</tr>
<tr>
<td>$E_{ij}$</td>
<td>3.617</td>
<td>3.616</td>
<td>3.616</td>
<td>3.615</td>
</tr>
</tbody>
</table>

Table 5.4 Changes of Failure Point and Safety Index
( by the Method Using the Simultaneous Region )

<table>
<thead>
<tr>
<th>case item</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>modes</td>
<td>7,8</td>
<td>78,1</td>
<td>781,3</td>
<td>7813,2</td>
</tr>
<tr>
<td>$\beta_j$</td>
<td>3.741</td>
<td>3.876</td>
<td>4.332</td>
<td>4.524</td>
</tr>
<tr>
<td>$\omega_{i,j}$</td>
<td>0.932</td>
<td>0.847</td>
<td>0.983</td>
<td>0.993</td>
</tr>
<tr>
<td>$a_{i,j}$</td>
<td>9.61*</td>
<td>7.31*</td>
<td>0*</td>
<td>0*</td>
</tr>
<tr>
<td>$E_{ij}$</td>
<td>3.688</td>
<td>3.658</td>
<td>3.658</td>
<td>3.658</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>case item</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>modes</td>
<td>7,1</td>
<td>71,8</td>
<td>718,3</td>
<td>7183,2</td>
</tr>
<tr>
<td>$\beta_j$</td>
<td>3.876</td>
<td>3.741</td>
<td>4.332</td>
<td>4.524</td>
</tr>
<tr>
<td>$\omega_{i,j}$</td>
<td>0.746</td>
<td>0.985</td>
<td>0.960</td>
<td>0.999</td>
</tr>
<tr>
<td>$a_{i,j}$</td>
<td>11.3*</td>
<td>0*</td>
<td>0*</td>
<td>0*</td>
</tr>
<tr>
<td>$E_{ij}$</td>
<td>3.688</td>
<td>3.668</td>
<td>3.668</td>
<td>3.668</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>case item</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>modes</td>
<td>7,1</td>
<td>71,3</td>
<td>713,2</td>
<td>7132,8</td>
</tr>
<tr>
<td>$\beta_j$</td>
<td>3.876</td>
<td>4.332</td>
<td>4.524</td>
<td>3.741</td>
</tr>
<tr>
<td>$\omega_{i,j}$</td>
<td>0.746</td>
<td>0.960</td>
<td>0.999</td>
<td>0.985</td>
</tr>
<tr>
<td>$a_{i,j}$</td>
<td>11.3*</td>
<td>0*</td>
<td>0*</td>
<td>0*</td>
</tr>
<tr>
<td>$E_{ij}$</td>
<td>3.688</td>
<td>3.668</td>
<td>3.668</td>
<td>3.668</td>
</tr>
</tbody>
</table>
a) Failure Point

![Graph showing the components of $\beta_{ij}$ with 3 cases: case 1, case 2, and case 3. The graph indicates the changes in $m_B$, $m_C$, and $p$ over the steps.]

b) Safety Index

![Graph showing the changes in $\beta_{ij}$ with step number.]

Fig. 5.9 Changes of Failure Point and Safety Index
(by Eq.(5.49))
a) Failure Point

![Graph of Failure Point components]

- $\beta_{ij}$ components
- $p$ (+)
- $m_C(-)$
- $m_B(-)$

- case 1
- case 2
- case 3

$\hat{\beta}_7 = \begin{bmatrix} -0.974 \\ -1.947 \\ 3.042 \end{bmatrix}$

$\beta_7 = 3.741$

b) Safety Index

![Graph of Safety Index]

- $\beta_{ij}$
- step number

$\hat{\beta}_7 = \begin{bmatrix} -0.974 \\ -1.947 \\ 3.042 \end{bmatrix}$

$\beta_7 = 3.741$

Fig. 5.10 Changes of Failure Point and Safety Index
(by the Method Using the Simultaneous Region)
full plastic moments of beam and column, $M_B$ and $M_C$, are independent, and that $P$ and $H$ are completely dependent. The performance functions for individual modes and the coefficients of correlation between them are presented in Table 5.2(a) and (b). Table 5.2(c) shows the calculated values of $\beta_i$ and the components of $\bar{\beta}_i$ ($i=1, \ldots, 8$). The changes of safety index and failure points due to the combination of the failure modes are shown in Table 5.3, Table 5.4, Fig. 5.9 and Fig. 5.10. Table 5.3 and Fig. 5.9 are obtained by using Eq.(5.49). In this case, attention is placed on the 7th mode with the smallest value of safety index. In case 1, the failure modes are combined with the 7th mode in the order of those with smallest safety index. In case 2, the 7th mode is combined with the first mode which has the least correlation among the modes with relatively small safety indices, and next mode 8 is combined. In case 3, the mode with the least correlation coefficient is combined at each step. Observing the results obtained at the 4th step, case 1 provides the most conservative value of safety index. While case 1 and case 2 show the convergence at the 4th step, case 3 does not. Although the obtained results somewhat differ in those three cases, the value of safety index decreases by 3 or 4 per cent from that of the weakest failure mode.

Table 5.4 and Fig. 5.10 present the numerical results obtained by the method proposed in section 5.4. Comparing with the results shown in Table 5.3 and Fig. 5.9, the overall safety index is overestimated for each case. This is why this method is derived by extending the definition of safety index proposed by Hasofer and Lind. They define the safety index by only the minimum distance, and do not use the information with respect to the form of performance function. Namely, the performance function is always treated in the normalized space as a line perpendicular to the vector $\bar{\beta}$. Then, the simultaneous failure region is estimated larger than the real region. Since this approximation leads to the overestimation of safety index for the simultaneous failure, the proposed method provides small values for the overall safety index.

Example of Beam Buckling

In the previous example, the failure mechanisms due to the formation of plastic hinges are employed as failure modes. In this example, differ-
ent types of failure are considered. Let's consider the buckling phenomena of beam. Here, Euler buckling and lateral buckling are taken as representative ones. The former occurs by the effect of compressive load, and the latter occurs through the loss of stability for the lateral direction due to the bending moment around the principal axis.

If a safety is checked in the term of stress for both the structural resistance and the load effect, the performance function is expressed as

\[ Z = f_R - f_S \]  

(5.50)
in which \( f_R \) and \( f_S \) represent the allowable stress and the stress induced by the applied load, respectively.

For Euler buckling, \( f_R \) is written as

\[ f_R = f_{R1} = \frac{\pi^2 E}{\lambda^2} \]  

(5.51)
in which \( E \) and \( \lambda \) denote Young's modulus and the slenderness ratio, respectively.

For a lateral buckling with respect to slender beams with symmetrical cross section, \( f_R \) is given as

\[ f_R = f_{R2} = \frac{\pi^2}{2\lambda^2} \frac{I_y E}{A_f + A_w/6} \]  

(5.52)
where

- \( \lambda \) : beam length
- \( I_y \) : moment inertia with respect to the \( y \)-axis
- \( A_f \) : cross sectional area of the flange
- \( A_w \) : cross sectional area of the web

The I-beam shown in Fig. 5.11 is analyzed, where the span length is 20 m. For simplicity, only Young's modulus \( E \) is treated as a random variable and other quantities are considered deterministic. Assume that the mean and coefficient of variation of \( E \) are \( 2.1 \times 10^6 \text{ kg/cm}^2 \) and \( 0.1 \), respectively. Then, the standard deviation of \( E \) is \( 2.1 \times 10^5 \text{ kg/cm}^2 \), and also \( f_{R1} \) and \( f_{R2} \) become completely dependent. The loading condition is shown in Fig. 5.11(b) in which the axial force \( P \) with the eccentricity \( e \) and the bending moment \( M \), which are independent of each other, are taken into consideration.
a) Cross Section

b) Applied Load

Fig. 5.11  I-Shaped Beam
Since the compressive load $P$ and the resulting bending moment $M + P\cdot e$ give rise to Euler buckling and lateral buckling, respectively, the stress induced by those loads are expressed as

\[ f_{S1} = \frac{P}{A} \]  
\[ f_{S2} = \frac{M + Pe}{I_x} \frac{d}{2} \]

in which
- $A$: total cross sectional area
- $I_x$: moment inertia with respect to the $x$-axis
- $d$: height of cross section

Supposing that the means of $P$ and $M$ are $\mu_P = 200$ t and $\mu_M = 100$ tm, and that the coefficient of variation is 0.2 for both loads, the standard deviations are calculated as $\sigma_P = 60$ t and $\sigma_M = 20$ tm. It is also assumed that $\mu_e = 5$ cm and $\sigma_e = 2$ cm.

By performing the normalizing transformation, the performance functions are obtained as follows:

**Euler buckling**:  
\[ Z_1 = 212.0 \cdot r - 272.8 \cdot p + 756 \]  

**Lateral buckling**:  
\[ Z_2 = 304.1 \cdot r - \frac{100}{6.2} \{20 \cdot m + (3+0.6 \cdot p) \\
\cdot (5+2 \cdot e)\} + 1428 \]

where $r$, $p$, $m$ and $e$ are the reduced variables for $E$, $P$, $M$ and $e$, respectively.

Then, the safety indices $\tilde{B}_i$ $(i=1,2)$ and vectors $\tilde{\phi}_i = ( r, p, m, e )$ $(i=1,2)$ are calculated as

\[ \tilde{\phi}_1 = (-1.343,1.728,0,0)^T, \quad \tilde{B}_1 = 2.188 \]
\[ \tilde{\phi}_2 = (-1.717,0.337,1.821,0.583)^T, \quad \tilde{B}_2 = 2.592 \]
\[ \rho_{12} = 0.509 \]

Using the above quantities, the overall safety index and the coordinates of the failure point are calculated by means of the two methods.
used in the previous example and Vanmarcke's method.

1) Using $\alpha = 17.49^\circ$ which is calculated by Eq.(5.49), the overall safety index is obtained through Eq.(5.46) as follows:

$$\hat{\beta}_{12} = 0.740 \, \hat{\beta}_1 + 0.281 \, \hat{\beta}_2 = (-1.476, 1.373, 0.512, 0.164)^t$$

2) Using Eq.(5.42), $\beta_{1,2}$ is obtained as

$$\beta_{1,2} = 2.782 \quad (<\beta_1/\rho = 4.299)$$

Then,

$$\beta_{12} = \Phi^{-1}(0.9836) = 2.135$$

$$\alpha = 12.64^\circ$$

$$\hat{\beta}_{12} = 0.826 \, \hat{\beta}_1 + 0.209 \, \hat{\beta}_2 = (-1.468, 1.498, 0.381, 0.122)^t$$

3) By use of Vanmarcke's method, $\beta_{12}$ and $\hat{\beta}_{12}$ are calculated as

$$\beta_{12} = \Phi^{-1}(0.9809) = 2.073 \quad , \quad \alpha = 18.66^\circ$$

$$\hat{\beta}_{12} = 0.718 \, \hat{\beta}_1 + 0.297 \, \hat{\beta}_2 = (-1.474, 1.741, 0.541, 0.173)^t$$

Comparing the results of case 1) - case 3), the value of $\beta_{12}$ is the largest in case 2) and the smallest in case 3).

5.7 Conclusions

In this chapter, the probabilistic meaning of safety index is analytically studied on the basis of the fiducial statistics. Also, the statistical or physical significance of safety index is discussed through a graphical interpretation. The examination of the normalized space presented by Hasofer and Lind offers new informations to calculate the safety index for the structural systems with many possible failure modes. The main results obtained in this chapter are as follows:

1) Although the safety index is essentially a deterministic quantity, it is possible to treat it as a random variable with the aid of the
fiducial statistics or Bayesian decision theory, and further possible to disclose the effect of statistical uncertainty on the evaluation of safety index.

2) However, for a practical use, it is convenient to deal with the statistical uncertainty by means of the correction factor proposed by Ang. It is possible to evaluate the effects of various engineering uncertainties in the form of the increase of the standard deviation of each random variable, using the relations between the correction factor and the safety index which are derived here.

3) A new approach based on the second-moment theory is proposed to evaluate the safety of structures with multiple failure modes, by extending the definition of safety index proposed by Hasofer and Lind. The concept of the failure point used here is applicable to the case where the performance function is nonlinear, and also to the case where more than three failure modes exist.

4) By paying attention to the failure point, the problem how the failure modes are combined to make the calculation accurate can be discussed. Numerical results imply that the value of safety index for each mode and the correlation between the modes are important factors for estimating the overall safety. The order of combining the failure modes affects the accuracy of the resulting solutions. A relatively conservative estimation is achieved without difficulty, by successively combining the modes in the order of those with the smallest safety index.

5) The coordinates of the failure point in the normalized space express the ratio of the underlying variables at the most weakest failure condition. This means that the failure point will take an important role in the reliability-based design.
References for Chapter 5


14) Ang, A. H-S., "Series of Lectures on Structural Reliability and
Probability-Based Design", Lecture Note, Apr., 1976


Appendix  Reduction of the Relation: \( \cos \theta = \rho \)

Consider first the safety index and the corresponding vector in a case with a single failure mode. When the boundary of failure region forms the hyperplane in a multi-dimensional space, the performance function \( Z \) is expressed by the linear combination of the resistances \( R_i \) \(( i=1, \ldots, m )\) and the load effects \( S_j \) \(( j=1, \ldots, n )\).

\[
Z = \sum_{i=1}^{m} a_i R_i - \sum_{j=1}^{n} b_j S_j \tag{A1}
\]

where \( a_i \) and \( b_j \) are constants.

Performing the normalizing transformation,

\[
Z = \frac{1}{\sqrt{\sum_{i=1}^{m} a_i^2 + \sum_{j=1}^{n} b_j^2}} \left( \sum_{i=1}^{m} a_i \mu_i R_i - \sum_{j=1}^{n} b_j \mu_j S_j + \left( \sum_{i=1}^{m} a_i \mu_i R_i - \sum_{j=1}^{n} b_j \mu_j S_j \right) \right) \tag{A2}
\]

In this \((m+n)\)-dimensional space, \( \beta \) can be expressed by the minimum distance from the origin to the hyperplane \( Z = 0 \), and also the components of \( \hat{\beta} \) can be given by the coordinates of the point which gives the minimum distance.

\[
\beta = \frac{|\sum_{i=1}^{m} a_i \mu_i R_i - \sum_{j=1}^{n} b_j \mu_j S_j|}{\sqrt{\sum_{i=1}^{m} a_i^2 + \sum_{j=1}^{n} b_j^2}} = \frac{\mu_Z}{\sigma_Z} \tag{A3}
\]

\[
\hat{\beta} = \frac{-|\sum_{i=1}^{m} a_i \mu_i R_i - \sum_{j=1}^{n} b_j \mu_j S_j|}{\sqrt{\sum_{i=1}^{m} a_i^2 + \sum_{j=1}^{n} b_j^2}} = -\frac{\mu_Z}{\sigma_Z} \tag{A4}
\]
From Eq. (A2), it is obtained that the gradient of the hyperplane $Z = 0$ is closely related to the standard deviation of each variable.

Next, consider a case where many possible failure modes exist. Using Eqs (A3) and (A4) for the modes $Z_p$ and $Z_q$,

$$
\hat{\beta}_p = -\frac{\mu_Z}{\sigma_Z}
\begin{pmatrix}
  a_{1p} \sigma_{R_1} \\
  \vdots \\
  a_{mp} \sigma_{R_m} \\
  -b_{1p} \sigma_{S_1} \\
  \vdots \\
  -b_{np} \sigma_{S_n}
\end{pmatrix}
$$

$$
\hat{\beta}_q = -\frac{\mu_Z}{\sigma_Z}
\begin{pmatrix}
  a_{1q} \sigma_{R_1} \\
  \vdots \\
  a_{mq} \sigma_{R_m} \\
  -b_{1q} \sigma_{S_1} \\
  \vdots \\
  -b_{nq} \sigma_{S_n}
\end{pmatrix}
$$

Then, the intersecting angle of the vectors, $\hat{\beta}_p$ and $\hat{\beta}_q$, can be calculated as

$$
\cos \theta = \frac{(\hat{\beta}_p \cdot \hat{\beta}_q)}{|\hat{\beta}_p| \cdot |\hat{\beta}_q|} = \frac{\mu_Z / \sigma_Z \cdot \mu_Z / \sigma_Z}{\beta_p \cdot \beta_q} = \frac{\Sigma a_{ip} a_{iq} \sigma_{R_i}^2 + \Sigma b_{jp} b_{jq} \sigma_{S_j}^2}{\beta_p \cdot \beta_q}
$$

$$
= \frac{\sigma_{Z_p Z_q}}{\sigma_{Z_p} \sigma_{Z_q}} = \rho_{pq}
$$

where $\sigma_{Z_p Z_q} = \sum a_{ip} a_{iq} \sigma_{R_i}^2 + \sum b_{jp} b_{jq} \sigma_{S_j}^2$ represents the covariance. Eq. (A7) proves that the cosine of the intersecting angle is equal to the coefficient of correlation between the underlying failure modes.
Chapter 6 Structural Design Based on Second-Moment Theory

6.1 Second-Moment Design Format

In the design format based on the allowable stress criterion, various uncertainties involved in the design process are taken into account by means of "safety factor". The value of safety factor is determined from measurements or experiments through the statistical and probabilistic operations. However, the determination of safety factor may not be performed in a unified manner, because this approach is essentially based on the deterministic design philosophy. On account of the complexity of design process and the variety of uncertainties, it is desirable to establish a design method in which statistical data and engineering judgements can be reasonably combined without computational difficulty.

From the above standpoint of views, the second-moment theory, which uses the safety index as the measure of safety, is considered as one of excellent design approaches. At present, the efficiency and simplicity of the second-moment format are widely recognized, and also its application to actual design codes is attempted with the aid of "code calibration". However, usual design formulations\(^1\)-\(^7\) frequently involve some mathematical approximations in the reduction of basic equations. Those approximations may deprive the underlying quantities of physical meaning and also may induce the unreasonability that the obtained design is too conservative or unconservative.

In this chapter, the reliability-based design format is discussed with emphasis on the reduction of basic formula. By use of the coordinates of the failure point in the normalized space, a geometrical interpretation is provided for the split coefficients which are used to relate the second-moment format to the load factor design. Using some design examples, the resistance and load factors derived here are examined in comparison with the triangular approximation method\(^1\), Ang's method\(^2\) and Shah's method.\(^9\)
6.2 Usual Reliability-Based Design Methods

Generally, the factors such as economy, safety, convenience and aesthetics should be taken into account in the structural design. Safety must be the most important among those factors for civil engineering design, considering the public utility and the enormous loss in failure. Here, a design formulation is simplified by paying attention to the safety of structure.

Let's consider a simple design case with two variables, R and S, where the safety is guaranteed when

\[ Z = R - S > 0 \quad (6.1) \]

If \( R \) and \( S \) are statistically independent, the safety index is expressed in the following, as described before.

\[ \beta = \frac{\mu_R - \mu_S}{\sqrt{\sigma_R^2 + \sigma_S^2}} \quad (6.2) \]

It is assumed that the most economic design is obtained when the prescribed allowable safety level is exactly achieved, that is, \( P_R(R > S) = 1 - p_{fa} \). This assumption is valid for a simple case considered herein, but is not always valid for a case with a nonlinear performance function or with many design variables. Using the above simplification, the problem treated here can be specified "to determine the mean of structural resistance (\( \mu_R \)) which satisfies the condition \( P_R(R > S) = 1 - p_{fa} \) when the coefficients of variation of load and resistance (\( \delta_S \) and \( \delta_R \)) and the mean of load (\( \mu_S \)) are given ".

If the allowable safety level is prescribed as \( \beta_d \) in the term of the safety index, \( \mu_R \) can be derived from Eq.(6.2).

\[ \mu_R = \frac{1 + \beta_d \delta_R^2 + \delta_S^2 - \beta_d^2 \delta_R^2 \delta_S^2}{1 - \beta_d^2 \delta_R^2} \mu_S \quad (6.3) \]

where the coefficient of \( \mu_S \) corresponds to the central safety factor \( \theta_0 \ (= \mu_R/\mu_S) \).
Eq.(6.3) is one of the design formats which are immediately applicable. However, this equation is inconvenient to a practical use, because it includes the quantities with respect to $R$ and $S$ in a combined form. In practice, the statistical data are independently accumulated and analyzed, so it is desirable to treat $R$ and $S$ separately. For that reason, the design problem is formulated as a form based upon the load factor design (10)-(14) in which $R$ and $S$ are treated separately.

Introducing the characteristic values, the design condition, Eq. (6.1), can be written as

$$\phi R^* \geq \gamma S^*$$

(6.4)

in which $R^*$ and $S^*$ are the characteristic values of $R$ and $S$, respectively, and also $\phi$ and $\gamma$ denote the resistance factor and the load factor, respectively.

$R^*$ and $S^*$ are expressed as

$$R^* = \mu_R - k_p \sigma_R$$

(6.5)

$$S^* = \mu_S + k_q \sigma_S$$

(6.6)

Then, the mean value of resistance is written as

$$\mu_R = \mu_S + k_q \sigma_S + k_p \sigma_R$$

(6.7)

where $k_p$ and $k_q$ are the fractiles of individual distributions which correspond to the prescribed small probabilities $p$ and $q$ such that

$$p = P_R ( R < R^* )$$

(6.8)

$$q = P_R ( S > S^* )$$

(6.9)

Thus, the design problem is reduced to a problem how to determine the values of $k_p$ and $k_q$ to satisfy the prescribed safety level. By replacing $\beta$ with $\beta_d$, Eq.(6.2) can be rewritten as follows:

$$\mu_R = \mu_S + \beta_d \sqrt{\sigma_R^2 + \sigma_S^2}$$

(6.10)

In order to correspond to Eq.(6.7), the square root term in Eq.(6.10)
must be linearized. Denoting the split (linearizing) coefficient by $\alpha_{RS}$,

$$\mu_R = \mu_S + \beta_d \alpha_{RS} (\sigma_R + \sigma_S) \quad (6.11)$$

From Eq. (6.11), $k_p$ and $k_q$ are obtained as

$$k_p = k_q = \beta_d \alpha_{RS} \quad (6.12)$$

The above linearization needs a mathematical approximation. For instance, N. Lind\(^1\) employed the following approximation called "triangular approximation"

$$\sqrt{x_1^2 + x_2^2} = 0.75x_1 + 0.75x_2 \quad (6.13)$$

Although this approximation shows a good accuracy within $1/3 < x_1/x_2 < 3$, it is impossible to absolutely make Eq. (6.7) and Eq. (6.10) equivalent.

The error due to this approximation is illustrated by use of a simple design example. If $\delta_R = 0.10$, $\delta_S = 0.20$, $\mu_S = 1400 \text{ kg/cm}^2$ and $\beta_d = 3.090$ are given as a design condition, $\mu_R$ is calculated as 2667 kg/cm\(^2\), by using Eqs (6.11) and (6.13). ( $\beta_d = 3.090$ corresponds to $p_f = 10^{-3} = 1 - \Phi(\beta_d)$ ) On the other hand, Eq. (6.3) presents $\mu_R = 2575.5 \text{ kg/cm}^2$ for the same condition. Then, using Eq. (6.2), the safety indices are obtained as 3.281 and 3.090 for $\mu_R = 2667 \text{ kg/cm}^2$ and $\mu_R = 2575.5 \text{ kg/cm}^2$, respectively. This implies that the triangular approximation provides a somewhat large value for $\mu_R$. Next, consider that $\delta_R$ changes to 0.05. In this case, the triangular approximation provides 2318 kg/cm\(^2\) for $\mu_R$, whereas $\mu_R$ is calculated as 2397 kg/cm\(^2\) by Eq. (6.3). As observed from this example, the triangular approximation method presents conservative or unconservative designs, depending on the design condition. This inconsistency is due to the error involved in the linearization, which is caused by the approximations that the coefficients of $\sigma_R$ and $\sigma_S$ are considered equivalent, and that its value is specified as 0.75. While the latter assumption is mathematically supported to some extent, the former assumption is not well-grounded.
6.3 Failure Point

The "failure point" is defined in the previous chapter as "the point which lies at the boundary of failure region (\( Z = 0 \)) and whose distance from the origin is the shortest". Although this point is generally called as "design point" from the standpoint of designing,\(^{14}\) the term "failure point" is used in this study to correspond to the definition in the previous chapter. Here, the physical meaning of the failure point is discussed with the aid of the relation between the safety index and the failure probability.

Probabilistically, it is true that a failure occurs at the points other than \( A \) (failure point) in the normalized space. Namely, it can be merely said that the failure point has larger possibility of failure. According to Veneziano's work\(^{15,16}\), safety index can be defined in a different way from that of Hasofer and Lind.\(^{17}\) A safety can be also measured by the expected value of the distances between the origin and the boundary of failure region. The comparison of Hasofer and Lind's and Veneziano's definitions of safety index is illustrated in Fig. 6.1. In the former, \( p_f \) and \( \beta \) are related along the line \( OA \). On the contrary, in the latter, all the points on the boundary are taken into account, and also the area of the safe region is related to the volume of the joint density function \( f_{rs}(r,s) \) on the failure region.

If the distance between the origin and the boundary, \( \beta' \), is expressed as a function of the reduced angle \( \alpha^- \), the failure probability \( p_f \) is given as

\[
1 - p_f = \int_{0<\alpha^-<2\pi} d\alpha^- \int_0^{\beta' (\alpha^-)} f_{\alpha^- , \beta} (\alpha^- , \beta) \, d\beta \quad \text{(6.14)}
\]

in which \( f_{\alpha^- , \beta} (\alpha^- , \beta) \) is the joint probability density function which is derived from \( f_{rs}(r,s) \) through the polar transformation, and \( \alpha_i \) is the angle between the generic oriented direction and the \( i \)-th coordinate axis. The reduced vector \( \alpha^- \) is obtained from \( \alpha = [\alpha_1, \alpha_2, \ldots, \alpha_k]^T \) by deleting the last term.

To illustrate the difference between both definitions, a simple
Fig. 6.1 Comparison of Hasofer & Lind's Method and Veneziano's Method
example is employed. Assume that the random variables $R$ and $S$ are normally distributed and their statistical properties are

\[
\begin{align*}
\mu_R &= 2100 \text{ kg/cm}^2, \quad \delta_R = 0.1 \quad \Rightarrow \quad \sigma_R = 210 \text{ kg/cm}^2 \\
\mu_S &= 1400 \text{ kg/cm}^2, \quad \delta_S = 0.2 \quad \Rightarrow \quad \sigma_S = 280 \text{ kg/cm}^2
\end{align*}
\]

Using the performance function that $Z = R - S$, the boundary of failure region is expressed as follows in the terms of the basic variables $r$ and $s$.

\[
x = \frac{4}{3} s - \frac{10}{3} \quad (6.15)
\]

According to the definition proposed by Hasofer and Lind, the coordinates of the failure point and the safety index are found as

\[
\begin{align*}
\hat{\beta} &= \frac{\mu_Z}{\sigma_Z} \left( \begin{array}{c} \frac{\sigma_R}{-\sigma_S} \\
2100 - 1400 \\
210^2 + 280^2
\end{array} \right) = \left( \begin{array}{c} -1.2 \\
1.6
\end{array} \right) \\
\beta &= \frac{\mu_Z}{\sigma_Z} = 2.
\end{align*}
\]

When the random variables are normally distributed, $f_{\mathbf{a}^-}^{-\beta}(\mathbf{a}^-\beta)$ in Eq. (6.14) is reduced to a function expressed solely by $\beta$.

\[
f_{\mathbf{a}^-\beta}(\mathbf{a}^-\beta) = \beta e^{-\beta^2/2} / 2\pi \quad (6.18)
\]

Then, Eq. (6.14) is expressed in a form of summation.18)

\[
1 - p_f = \frac{1}{m} \sum_{i=1}^{m} \int_{0}^{\frac{\beta_i^2}{2}} e^{-t} dt = \frac{1}{m} \sum_{i=1}^{m} \left( 1 - e^{-\beta_i^2/2} \right) = \frac{1}{m} \sum_{i=1}^{m} F_{\beta_i^2}(\beta_i) \quad (6.19)
\]

where $m$ is the dividing number.
Fig. 6.2 Example for Veneziano's Method
For \( m = 12 \), the values of \( \beta'_i \) and \( F_{\beta', \beta'}(\beta') \) are calculated in Fig. 6.2.

Finally, \( 1 - p_f \) is obtained as

\[
1 - p_f = 0.977234 \quad (6.20)
\]

By use of the inverse transformation with respect to \( (1 - p_f) \), the expected value of \( \beta' \) is obtained as

\[
\bar{\beta}' = F_{\beta'}^{-1}(1 - p_f) = \sqrt{-2 \ln p_f} = 2.75 \quad (6.21)
\]

As seen in this example, the expected value is larger than the safety index calculated by Hasofer and Lind's definition. Although Veneziano's definition can precisely take the information with respect to the failure region into account, the calculation becomes more complicated. It can be considered that Hasofer and Lind's definition is superior in the computation and is sufficient for a practical use, because of the simple formulation and the underestimation of the safety index.

6.4 Iterative Design Method Using Failure Point

As stated previously, the triangular approximation method has a problem which is due to a mathematical approximation used in the determination of the split coefficients, \( k_p \) and \( k_q \). In this section, the determination of those coefficients are carried out by use of the coordinates of failure point.

Since the coordinates of the normalized space are measured by the standard deviations of the respective random variables, the coordinates of each point, \((r_i, s_i)\), represent the various combinations of \( k_p \) and \( k_q \). From Eq.(5.20), the ordinal variables, \( R \) and \( S \), are expressed in the terms of the basic variables, \( r \) and \( s \).

\[
R = \mu_R + \sigma_R r_i \quad (6.22)
\]

\[
S = \mu_S + \sigma_S s_i \quad (6.23)
\]

The above equations mean that the set of the characteristic values with respect to \( R \) and \( S \) can be specified by the coordinates, \((r_i, s_i)\).
Here, we attempt to find a rational combination of $k_p$ and $k_q$, by paying attention to the failure point which specifies the safety index and provides the largest probability of failure. (strictly speaking, for the bell-shaped distribution like the normal distribution) The coordinates of the failure point, $(r_0, s_0)$, are calculated for an allowable safety level $\beta_d$ as follows:

The performance function $Z = R - S = 0$ can be expressed in the terms of the basic variables through the normalizing operation.

$$Z = (\mu_R + \sigma_R r) - (\mu_S + \sigma_S s) = 0$$

(6.24)

Eq.(6.24) is rewritten as

$$r = \frac{\sigma_S}{\sigma_R} s - \frac{\mu_R - \mu_S}{\sigma_R}$$

(6.25)

Then, the failure point must satisfy the relation such as

$$\frac{s_0}{r_0} = - \frac{\sigma_S}{\sigma_R}$$

(6.26)

for $r_0 < 0$ and $s_0 > 0$.

Also, $r_0$ and $s_0$ are related to the prescribed allowable level $\beta_d$ as follows:

$$r_0^2 + s_0^2 = \beta_d^2$$

(6.27)

Solving Eqs (6.26) and (6.27), the coordinates of the failure point can be obtained as

$$r_0 = \begin{cases} \frac{-\beta_d \sigma_R}{\sqrt{\sigma_R^2 + \sigma_S^2}} & ( < 0) \\ \end{cases}$$

(6.28)

$$s_0 = \begin{cases} \frac{\beta_d \sigma_S}{\sqrt{\sigma_R^2 + \sigma_S^2}} & ( > 0) \\ \end{cases}$$
Expressing \((r_0, s_0)\) in the \((R, S)\)-coordinates and substituting them to Eq.(6.24), the following relation is given.

\[ \mu_R (1 + r_0 \delta_R) = \mu_S (1 + s_0 \delta_S) \]  

(6.29)

Then, the resistance factor \(\phi\) and load factor \(\gamma\) can be obtained by corresponding Eq.(6.29) to the load factor formula Eq.(6.4). Considering the mean values as the characteristic values, \(\phi\) and \(\gamma\) become

\[
\phi = 1 - \frac{\beta_d \sigma_R}{\sqrt{\sigma_R^2 + \sigma_S^2}} \delta_R \\
\gamma = 1 + \frac{\beta_d \sigma_S}{\sqrt{\sigma_R^2 + \sigma_S^2}} \delta_S
\]

(6.30)

By use of the above equations, it is possible to calculate the necessary mean value of the resistance without approximation. However, the calculation needs an iterative procedure for a case where the dispersion of the resistance is given by its coefficient of variation, because Eqs (6.28) and (6.30) involve the standard deviation of the resistance. The iterative procedure consists of the following steps:

Step 1 Assume the initial value of \(\mu_R\).
Step 2 Calculate the values of \((r_0, s_0)\) by use of \(\sigma_R\) which is obtained by the assumed \(\mu_R\) and the given \(\delta_R\).
Step 3 Calculate the new value of \(\mu_R\), using the values of \((r_0, s_0)\) obtained in the previous step.
Step 4 Repeat the above steps until \(\mu_R\) converges.

Consider the same example as that used in the previous section, in order to examine the accuracy of the iterative method proposed here. The numerical results are shown in Table 6.1. Starting from the initial value that \(\mu_R = 2000 \text{ kg/cm}^2\), the final solutions can be obtained after three iterations.

\[ \mu_R = 2575.5 \text{ kg/cm}^2, \quad \phi = 0.791, \quad \gamma = 1.455 \]

The results imply that the proposed method provides a reasonable solution which is equivalent to the solution obtained by Eq.(6.3), and also
Table 6.1 Numerical Results Obtained by the Proposed Iterative Method

<table>
<thead>
<tr>
<th>Repetition Number</th>
<th>$\mu_R$</th>
<th>$r_0$</th>
<th>$s_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2000</td>
<td>-1.796</td>
<td>2.514</td>
</tr>
<tr>
<td>2</td>
<td>2564.5</td>
<td>-2.087</td>
<td>2.279</td>
</tr>
<tr>
<td>3</td>
<td>2575.7</td>
<td>-2.092</td>
<td>2.274</td>
</tr>
<tr>
<td>4</td>
<td>2575.5</td>
<td>-2.092</td>
<td>2.274</td>
</tr>
</tbody>
</table>

Table 6.2 Numerical Results for a Case with Nonlinear Performance Function

<table>
<thead>
<tr>
<th></th>
<th>$r$</th>
<th>$s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial Value</td>
<td>-1.</td>
<td>2.924</td>
</tr>
<tr>
<td>Step 1</td>
<td>-1.287</td>
<td>2.809</td>
</tr>
<tr>
<td>Step 2</td>
<td>-1.259</td>
<td>2.822</td>
</tr>
<tr>
<td>Step 3</td>
<td>-1.263</td>
<td>2.820</td>
</tr>
<tr>
<td>Step 4</td>
<td>-1.262</td>
<td>2.821</td>
</tr>
<tr>
<td>Step 5</td>
<td>-1.262</td>
<td>2.821</td>
</tr>
<tr>
<td>Final Solution</td>
<td>-1.262</td>
<td>2.821</td>
</tr>
</tbody>
</table>
imply that it enables to determine the resistance and load factors without difficulty.

Furthermore, the proposed method is applied for a case in which the performance function is nonlinear. As well as a linear case, the following performance function is considered.

\[ Z = F ( R, S ) = F ( r, s ; \mu_R ) = 0 \]  \hspace{1cm} (6.31)

In this case, the failure point is defined as the point which minimizes the mean value of the structural resistance and which satisfies the condition that the distance from the origin is equal to the prescribed safety level \( \beta_d \). Then, the problem reduces to a nonlinear optimization problem.

Find \( r \) and \( s \)

such that the objective function

\[ P = \mu_R ( r, s ) \rightarrow \text{Minimize} \]  \hspace{1cm} (6.32)

subject to

\[ \sqrt{r^2 + s^2} = \beta_d \]  \hspace{1cm} (6.33)

\[ F ( r, s ; \mu_R ) = 0 \]  \hspace{1cm} (6.34)

Using Lagrange's multiplier method, the above optimization problem can be expressed as

Find \( r \) and \( s \)

such that

\[ \Phi ( r, s, \lambda ) = \mu_R ( r, s ) - \lambda ( \sqrt{r^2 + s^2} - \beta_d ) \]

\[ \rightarrow \text{Minimize} \]  \hspace{1cm} (6.35)

in which \( \Phi \) and \( \lambda \) denote Lagrangean and Lagrange's multiplier, respectively. From the stationary condition, the following relations are derived.

\[
\frac{\partial \Phi}{\partial r} = 0 ; \quad \frac{\partial \mu_R (r,s)}{\partial r} - \frac{\lambda r}{\sqrt{r^2+s^2}} = 0
\]
\[
\frac{\partial \Phi}{\partial s} = 0 ; \quad \frac{\partial \mu_R(r,s)}{\partial s} - \frac{\lambda s}{\sqrt{r^2+s^2}} = 0 \\
\frac{\partial \Phi}{\partial \lambda} = 0 ; \quad \sqrt{r^2+s^2} - \beta_d = 0
\]

Eq. (6.36) results in

\[
\frac{r}{s} = \frac{\partial \mu_R/\partial r}{\partial \mu_R/\partial s}
\]

\[\therefore \quad r = \frac{\partial \mu_R/\partial r}{\partial \mu_R/\partial s} \cdot s \quad (6.37)\]

and

\[s = \sqrt{\beta_d^2 - r^2} \quad (6.38)\]

It is convenient to use a one-by-one approximation method for the actual computation. The outline of this method is as follows:

Step 1 Find the function \( \mu_R(r,s) \) from the performance function \( F(r,s; \mu_R) = 0 \).

Step 2 Derive the relation expressed by Eq. (6.37).

Step 3 Calculate the value of \( s \) through Eq. (6.38), by using the prescribed \( \beta_d \) and the assumed \( r \).

Step 4 Calculate a new value of \( r \) by substituting the values of \( r \) and \( s \) obtained in the previous steps to Eq. (6.37).

Step 5 Repeat Step 3 and Step 4 until the convergence is achieved.

Step 6 The design value of \( \mu_R \) is obtained from the function \( \mu_R(r,s) \), by using the final solutions of \( r \) and \( s \).

This procedure is illustrated by use of a simple design example.

Let's consider the following performance function.

\[Z = F(R, S) = R - \frac{S^2}{20000} \quad (6.39)\]

Introducing the basic variables \( r \) and \( s \), the mean value of the resistance is obtained as
\[ \mu_R( r, s ) = \frac{(1+\delta^2_s s)^2 \mu^2_s}{20000(1+\delta^2_R r)} \]  \hspace{1cm} (6.40)

Then, Eq.(6.37) gives the following relation:

\[ r = -\frac{\delta_R}{2 \delta_S} \frac{1 + \delta_S s}{1 + \delta_R r} s \]  \hspace{1cm} (6.41)

Assuming that \( \beta_d = 3.090, \delta_R = 0.1, \sigma_S = 280 \text{ kg/cm}^2 \) and \( \mu_S = 1400 \text{ kg/cm}^2 \), Eqs (6.38) and (6.41) are calculated as:

\[ s = \sqrt{3.090^2 - r^2} \]  \hspace{1cm} (6.42)

\[ r = -\frac{1 + 0.2 s}{4 (1 + 0.1 r)} s \]  \hspace{1cm} (6.43)

These simultaneous equations can be solved by the iterative procedure, as shown in Table 6.2. Then, the final solutions are

\[ \mu_R = 2744 \text{ kg/cm}^2 \]

\[ (r_0, s_0) = (-1.262, 2.821) \]

6.5 Determination of Partial Load Factors

In the foregoing section, all load effects are treated as involved in a random variable \( S \). However, actual structures are generally subjected to several different kinds of loads at the same time, and various combinations of those loads can be considered. In order to introduce rationally the characteristics of each load (i.e. intensity, frequency of occurrence, etc.) into the design process, the load factor design seems to be more convenient than the allowable stress criterion method in which the combination of loads is taken into consideration by increasing the allowable stress limit.

Here, the iterative design method is extended and used to determine the partial load factors. Consider that only dead load \( D \) and live load
$L$ are independently applied to a structure. Then, the total load $S$ is given as

$$ S = D + L $$

(6.44)

where its mean $\mu_S$ and variance $\sigma^2_S$ are

$$ \mu_S = \mu_D + \mu_L $$

(6.45)

$$ \sigma^2_S = \sigma^2_D + \sigma^2_L $$

(6.46)

where $\mu_D$, $\mu_L$ : mean values of $D$ and $L$

$\sigma^2_D$, $\sigma^2_L$ : variances of $D$ and $L$

Using $Z = R - (D + L)$ for the performance function, the safety index is calculated as

$$ \beta = \frac{\mu_R - (\mu_D + \mu_L)}{\sqrt{\sigma^2_R + (\sigma^2_D + \sigma^2_L)}} $$

(6.47)

Eq.(6.47) can be rewritten in the following:

$$ \mu_R = (\mu_D + \mu_L) + \beta \sqrt{\sigma^2_R + (\sigma^2_D + \sigma^2_L)} $$

(6.48)

In usual, the partial load factors $\gamma_D$ and $\gamma_L$ are determined by corresponding Eq.(6.48) to the formula of the load factor design shown below.

$$ \mu_R \geq \gamma_D \mu_L + \gamma_L \mu_L $$

(6.49)

The equalization between Eqs (6.48) and (6.49) has been carried out by introducing the linearizing coefficients. The split coefficient $\alpha_{RS}$ is firstly employed for the linearization with respect to $R$ and $S$.

$$ \mu_R = (\mu_D + \mu_L) + \beta \alpha_{RS} (\sigma_R + \sqrt{\sigma^2_D + \sigma^2_L}) $$

(6.50)

Next, introducing $\alpha_{DL}$ into the linearization with respect to $D$ and $L$,

$$ \mu_R = (\mu_D + \mu_L) + \beta \alpha_{RS} (\sigma_R + \alpha_{DL} (\sigma_D + \sigma_L)) $$

(6.51)
From Eqs (6.49) and (6.51), the resistance factor $\phi$ and partial load factors $\gamma_D$ and $\gamma_L$ can be obtained.

$$\phi = 1 - \alpha_{RS} \beta \delta_R$$

$$\gamma_D = 1 + \alpha_{RS} \alpha_{DL} \beta \delta_D$$

$$\gamma_L = 1 + \alpha_{RS} \alpha_{DL} \beta \delta_L$$

(6.52)

As representative methods for determining $\alpha_{RS}$ and $\alpha_{DL}$, the following methods can be enumerated:

1) Triangular Approximation Method$^1$

As stated before, both of $\alpha_{RS}$ and $\alpha_{DL}$ are approximately specified as 0.75. (It is also possible to use the values other than 0.75 for $\alpha_{RS}$ or $\alpha_{DL}$) Although this method includes errors in the determination of the design resistance, it requires the least computation load.

2) Shah's Method$^9$

In this method, $\alpha_{RS}$ and $\alpha_{DL}$ are related to $\sigma_R$, $\sigma_D$ and $\sigma_L$ as follows:

$$\alpha_{RS} = \frac{\sqrt{\sigma^2_R + \sigma^2_S}}{\sigma_R + \sigma_S}$$

(6.53)

$$\alpha_{DL} = \frac{\sqrt{\sigma^2_D + \sigma^2_L}}{\sigma_D + \sigma_L}$$

(6.54)

3) Ang's Method$^8$

A. Ang proposed a method in which $\alpha_{RS}$ is treated as 0.75 to exclude the complicated computations, while $\alpha_{DL}$ is determined based on Shah's method.

In the above three methods, the same coefficient $\alpha_{RS}$ ($\alpha_{DL}$) is used for $R$ ($D$) and $S$ ($L$). While this treatment enables to make the calculation easier, it induces some gaps between the calculated safety index and the prescribed safety level as clarified in section 6.3.

Here, we attempt to determine the partial load factors by extending
the design method based on the failure point. In this case, the vector \( \hat{\beta}_0 \), which gives the coordinates of the failure point, can be expressed as

\[
\hat{\beta}_0 = \begin{pmatrix} r_0 \\ d_0 \\ \ell_0 \end{pmatrix} = \frac{\beta_d}{\sqrt{\sigma_R^2 + \sigma_D^2 + \sigma_L^2}} \begin{pmatrix} -\sigma_R \\ \sigma_D \\ \sigma_L \end{pmatrix}
\]  

(6.55)

in which \( r, d \) and \( \ell \) are the basic variables of \( R, D \) and \( L \), respectively. Transforming the coordinates \( (r_0, d_0, \ell_0) \) to the \( (R, D, L) \) coordinates and substituting them to the performance function, the following design formula is obtained.

\[
(1 + r_0 \delta_R) \mu_R = (1 + d_0 \delta_D) \mu_D + (1 + \ell_0 \delta_L) \mu_L
\]  

(6.56)

From this formula, \( \phi \), \( \gamma_D \) and \( \gamma_L \) can be calculated as

\[
\phi = 1 + r_0 \delta_R = 1 - \frac{\beta_d \sigma_R}{\sqrt{\sigma_R^2 + \sigma_D^2 + \sigma_L^2}} \delta_R
\]

\[
\gamma_D = 1 + d_0 \delta_D = 1 + \frac{\beta_d \sigma_D}{\sqrt{\sigma_R^2 + \sigma_D^2 + \sigma_L^2}} \delta_D
\]

\[
\gamma_L = 1 + \ell_0 \delta_L = 1 + \frac{\beta_d \sigma_L}{\sqrt{\sigma_R^2 + \sigma_D^2 + \sigma_L^2}} \delta_L
\]  

(6.57)

It is possible to deal with a case with more than three loads in the same fashion. It is to be noted that Eq.(6.57) presents the values equivalent to the resistance and load factors which are obtained by using the Taylor expansion of performance function with respect to random variables. 19)

By comparing with the afore-mentioned three methods, the validity and applicability of the proposed method are discussed hereafter.
Observing Eqs (6.52) and (6.57), it is obtained that both equations include the coefficients of variation of the variables, R, D and L, which are used to extend or shrink the axes of coordinates in the normalizing transformation. The normalizing transformation gives the property of isotropy for the resulting space. Then, a design is specified in this space by the condition that $Z = R - (D + L)$. The difference between the proposed method and the three methods depends on how to use the informations obtained from the design condition. For example, the triangular approximation method utilizes only the value of safety index, and always treats the ratio of the resistance factor and the load factor, which corresponds to a direction generated from the origin, as a constant. On the other hand, the proposed method utilizes the direction perpendicular to the boundary of failure region, by means of the coordinates of the failure point. Namely, the following relations are used instead of the split coefficients $\alpha_{RS}$ and $\alpha_{DL}$.

\[
\begin{align*}
\alpha_{RS} &\sim \frac{-\sigma_R}{\sqrt{\sigma_R^2 + \sigma_D^2 + \sigma_L^2}} \\
\alpha_{RS} \alpha_{DL} &\sim \frac{\sigma_D}{\sqrt{\sigma_R^2 + \sigma_D^2 + \sigma_L^2}} \text{ or } \frac{\sigma_L}{\sqrt{\sigma_R^2 + \sigma_D^2 + \sigma_L^2}} 
\end{align*}
\]

Eq.(6.58) means that in the proposed method, the resistance and load factors are obtained by allotting the allowable level $\beta_d$ to R, D and L, according to the ratio of the standard deviations. Then, the denominator in Eq.(6.58) is interpreted as the normalizing coefficient. Shah's method and Ang's method have the similar form to that of the proposed method, but they don't utilize the direction perpendicular to the line specified by the performance function.

Next, we consider a case where the performance function is given in a logarithmic form. In this case, $Z$ and $\beta$ are expressed as

\[
Z = \ln R - \ln S = \ln \left( \frac{R}{S} \right)
\]

\[
\beta = \left( \mu_{\ln R} - \mu_{\ln S} \right) / \sqrt{\sigma_{\ln R}^2 + \sigma_{\ln S}^2}
\]

When $\delta_R$ and $\delta_S$ are smaller than 0.3, $\beta$ can be approximately written as

\[
\beta = \ln \left( \mu_R / \mu_S \right) / \sqrt{\delta_R^2 + \delta_S^2}
\]
Table 6.3 Comparison of Some Load Factor Design Methods

\( Z = \ln (R / S) \)

<table>
<thead>
<tr>
<th></th>
<th>Triangular Approx.</th>
<th>A. Ang's Method</th>
<th>Proposed Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Design Format</td>
<td>( \exp(-0.75\delta_d R)\cdot u_R )</td>
<td>( \exp(-0.75\delta_d R)\cdot u_R )</td>
<td>( \exp(-\frac{\delta_d^2}{R^2 + \delta_d^2}) \cdot u_R )</td>
</tr>
<tr>
<td></td>
<td>( + \exp(0.75\delta_D D)\cdot u_D )</td>
<td>( = \exp(0.75\delta_D D)\cdot u_D )</td>
<td>( \exp(\frac{\delta_d^2}{R^2 + \delta_d^2}) \cdot u_S )</td>
</tr>
<tr>
<td></td>
<td>( + \exp(0.75\delta_L L)\cdot u_L )</td>
<td>( = \exp(0.75\delta_L L)\cdot u_L )</td>
<td>( = \exp[\frac{\delta_D^2 + \delta_L^2 L}{(1+p)^2 V}] \cdot \left( u_D + u_L \right) )</td>
</tr>
</tbody>
</table>

Determination of \( a \) and \( a' \):

\[
0.75\delta_d \frac{(1+p)\exp[\frac{\delta_d^2}{1+p}]}{\sqrt{\delta_D^2 + \delta_L^2}}
\]

\[
= \exp(0.75\delta_D D)
+ \exp(0.75\delta_L L)
\]

Load Factors:

\( \phi = \exp(-0.75\delta_d R) \)
\( \gamma_D = \exp(0.75\delta_D D) \)
\( \gamma_L = \exp(0.75\delta_L L) \)

\( \phi' = \exp(-0.75\delta_d R) \)
\( \gamma_D' = \exp(0.75\delta_D D) \)
\( \gamma_L' = \exp(0.75\delta_L L) \)

\( \phi = \exp[-\frac{\delta_d^2}{R^2 + \delta_d^2}] \)
\( \gamma_D = \exp[\delta_D^2/(1+p)^2 V] \)
\( \gamma_L = \exp[\delta_L^2 L/(1+p)^2 V] \)
By rewriting Eq.(6.61) in the exponential form and introducing the linearizing coefficient, the following formula can be obtained.

\[ \exp\left(-\alpha_{RS} \beta_{R} \delta_{R}\right) \mu_{R} = \exp\left(\alpha_{RS} \beta \delta_{S}\right) \mu_{S} \]  

(6.62)

Since the total load \( S \) is the summation of \( D \) and \( L \), \( \delta_{S} \) is calculated as

\[ \delta_{S} = \sqrt{\frac{\delta_{D}^{2} + \rho^{2} \delta_{L}^{2}}{1 + \rho}} \]  

(6.63)

in which \( \rho \) is \( \mu_{L}/\mu_{D} \).

Then, the partial load factors can be obtained by use of the triangular approximation method or Ang's method. In Table 6.3, the proposed method is shown together with the above two methods. In Ang's method, the coefficient \( \alpha \) is introduced to linearize the right hand term of Eq.(6.62). While Ang's method equally allots the allowable safety level \( \beta_{d} \) to \( D \) and \( L \) by means of \( \alpha \), the proposed method decomposes the effect of the total load by use of the coordinates of the failure point. However, as well as Ang's method, the coefficient \( \alpha' \), which equates the magnitudes of total load and summation of partial loads, should be approximately determined by the iterative procedure, because it is impossible to reduce the partial load factors directly from the coordinates of the failure point.

6.6 Numerical Examples \(^{20} \)

Example 1

To compare the proposed method with the usual methods, the combination of dead load \( D \) and live load \( L \) is considered. As a safety level, five cases with \( p_{S} \) (= \( l - p_{F} \)) = 0.9, 0.99, 0.999, 0.9999, 0.99999 are employed. Corresponding to these values, the allowable safety indices are obtained as \( \beta_{d} \) = 1.282, 2.326, 3.090, 3.720, 4.266, respectively, through the inverse transformation such as \( \beta = \Phi^{-1}(p_{S}) \). Then, the statistical data are given as \(^{9} \)

\[ \mu_{D} = 60 \ \text{lb/ft}^{2}, \ \sigma_{D} = 5 \ \text{lb/ft}^{2} \]
\[ \mu_L = 80 \text{ lb/ft}^2, \sigma_L = 20 \text{ lb/ft}^2 \]

The mean value of the resistance \( \mu_R \) and the reduced partial load factors \( \gamma_1' ( = \gamma_1' / \phi ) \) and \( \gamma_2' ( = \gamma_2' / \phi ) \) are calculated for some cases with different coefficients of variation of the resistance. ( subscript 1 and 2 correspond to dead load and live load, respectively ) In Fig. 6.3 - Fig. 6.5, the results are illustrated for the case with the performance function that \( Z = R - S \). Fig. 6.6 - Fig. 6.8 show the results obtained for \( Z = \ln ( R/S ) \). From these figures, the following conclusions are obtained:

- Although there is little difference between the triangular approximation method and Ang's method, Ang's method presents somewhat large values for \( \mu_R', \gamma_1' \) and \( \gamma_2' \).
- In Shah's method, the values of \( \mu_R, \gamma_1' \) and \( \gamma_2' \) are quite sensitive to the change of \( \delta_R \). The proposed method is less sensitive than Shah's method, but more sensitive than the triangular approximation and Ang's method. ( see Fig. 6.3 )
- The proposed method provides larger values for \( \gamma_2' \) when \( \delta_R \) is small. This is why the proposed method tends to give a large load factor for a load whose standard deviation is large.
- While in the proposed method, the increasing rates of \( \mu_R', \gamma_1' \) and \( \gamma_2' \) become larger as the increase of \( \delta_R \), those in the triangular approximation or Ang's method are almost constant.
- In spite of the choice of performance function, the probability of reliability or the safety index is not so varied for the changes of \( \gamma_1' \) and \( \gamma_2' \). Especially, this tendency is remarkable for small \( \delta_R \). This is due to the fact that in the proposed method the error involved in the determination of \( \gamma_1' \) and \( \gamma_2' \) is hardly influential on the value of \( \beta \) in the design process.
- For a case with \( Z = \ln ( R/S ) \), the values of \( \mu_R, \gamma_1' \) and \( \gamma_2' \) change proportional to the change of \( p_S \) or \( \beta_d \). This tendency means that the performance function with a logarithmic form is more convenient to estimate the changes of \( \mu_R, \gamma_1' \) and \( \gamma_2' \) according to the change of the design condition.
Fig. 6.3 Mean Value of Resistance (Z = R - S)

Fig. 6.4 Load Factor $\gamma_1'$ (Z = R - S)
Fig. 6.5 Load Factor $\gamma_2'$ ( $Z = R - S$ )

Fig. 6.6 Mean Value of Resistance ( $Z = \ln ( R/S )$ )
Fig. 6.7 Load Factor $\gamma_1'$ ($Z = \ln \left( \frac{R}{S} \right)$)

Fig. 6.8 Load Factor $\gamma_2'$ ($Z = \ln \left( \frac{R}{S} \right)$)
Example 2

As a more practical case, let's consider the design of a rigid frame which is subjected to dead load \( D \), live load \( L \), wind load \( W \) and earthquake load \( E \). Its dimension and rigidity are presented in Fig. 6.9(a), and the applied loading condition is shown in Fig. 6.9(b), where \( \mu_D = 60 \text{ lb/ft}^2 \), \( \mu_L = 80 \text{ lb/ft}^2 \), \( w_1 \) (uniform load due to \( D \)) = 1.2 klb/ft, \( w_2 \) (uniform load due to \( L \)) = 1.6 klb/ft, \( Q_1 \) (wind load) = 3.3 klb and \( Q_2 \) (earthquake load) = 2.4 klb.

If a failure occurs at the beam or column by the induced bending moment, the points \( A - E \) have a large probability of failure. The bending moments induced at those points are calculated and listed in Table 6.4(a). Five load combinations are considered here and presented in the same table. Since the point \( B \) has the largest bending moment, the design is performed by paying attention to this point. Table 6.4(b) shows the mean values, standard deviations and coefficients of variation of the bending moments induced by the individual loads. Subscript 1, 2, 3 and 4 correspond to \( D, L, W \) and \( E \), respectively. The correlation coefficient between the loads is 0.5 for \( D \) and \( E \), and zero for other sets of loads. Also, the coefficient of variation of the resistance is 0.10 and the allowable safety level is specified as 3.720, which corresponds to \( p_S = 0.9999 \).

Under the above design conditions, the mean value of the resistance \( \mu_R \) and the load factors \( \gamma^i_{ij} \) (\( i \) and \( j \) mean the combination of loads and the individual load, respectively.) are determined. The obtained numerical results are shown in Table 6.5(a) in comparison with those obtained by Shah's method. (see Table 6.5(b)) The comparison of Table 6.5(a) and Table 6.5(b) leads to the following conclusions:

- Observing the results obtained for case 4, it is said that in the proposed method, the coefficient of variation is more influential on the determination of load factors, compared with Shah's method. That is, the proposed method provides large factors for the load with high dispersion.

- Despite of the difference between individual load factors, both methods present almost same design loads for each load combination.
a) Configuration and Rigidity

b) Applied Loads

Fig. 6.9 Portal Frame Example
Table 6.4 Bending Moments

a) Bending Moments at Points A - E

<table>
<thead>
<tr>
<th>Load Point</th>
<th>D</th>
<th>L</th>
<th>W</th>
<th>E</th>
<th>D + L</th>
<th>D + W</th>
<th>D + E</th>
<th>D+L+W</th>
<th>D+L+E</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>13.4</td>
<td>18.0</td>
<td>47.1</td>
<td>34.3</td>
<td>31.4</td>
<td>60.5</td>
<td>47.7</td>
<td>78.5</td>
<td>65.7</td>
</tr>
<tr>
<td>B</td>
<td>-26.7</td>
<td>-35.7</td>
<td>-35.4</td>
<td>-25.7</td>
<td>-62.4</td>
<td>-62.1</td>
<td>-52.4</td>
<td>-97.8</td>
<td>-88.1</td>
</tr>
<tr>
<td>C</td>
<td>-26.7</td>
<td>-35.7</td>
<td>35.4</td>
<td>27.7</td>
<td>-62.4</td>
<td>8.7</td>
<td>-1.0</td>
<td>-27.0</td>
<td>-36.7</td>
</tr>
<tr>
<td>D</td>
<td>13.4</td>
<td>18.0</td>
<td>-47.1</td>
<td>-34.3</td>
<td>31.2</td>
<td>-33.7</td>
<td>-17.9</td>
<td>-15.9</td>
<td>-3.1</td>
</tr>
<tr>
<td>E</td>
<td>33.3</td>
<td>44.5</td>
<td>0</td>
<td>0</td>
<td>77.8</td>
<td>33.3</td>
<td>33.3</td>
<td>77.8</td>
<td>77.8</td>
</tr>
</tbody>
</table>

(kip-ft)

b) Bending Moments at Point B for Individual Loads

<table>
<thead>
<tr>
<th>Load (i)</th>
<th>( \mu_i ) (kip-ft)</th>
<th>( \delta_i )</th>
<th>( \sigma_i ) (kip-ft)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>26.7</td>
<td>0.083</td>
<td>2.22</td>
</tr>
<tr>
<td>2</td>
<td>35.7</td>
<td>0.25</td>
<td>8.93</td>
</tr>
<tr>
<td>3</td>
<td>35.4</td>
<td>0.20</td>
<td>7.08</td>
</tr>
<tr>
<td>4</td>
<td>25.7</td>
<td>0.25</td>
<td>6.43</td>
</tr>
</tbody>
</table>
Table 6.5  Comparison of Proposed Method and Shah's Method

a) Numerical Results by the Proposed Method

<table>
<thead>
<tr>
<th>Case</th>
<th>Loading Condition</th>
<th>$\phi_i$</th>
<th>$Y_{i1}$</th>
<th>$Y_{i2}$</th>
<th>$Y_{i3}$</th>
<th>$Y_{i4}$</th>
<th>Design Load $\mu_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>D + L</td>
<td>0.707</td>
<td>1.046</td>
<td>1.555</td>
<td>0.</td>
<td>0.</td>
<td>118.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.480</td>
<td>2.201</td>
<td>0.</td>
<td>0.</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>D + W</td>
<td>0.690</td>
<td>1.051</td>
<td>0.</td>
<td>1.392</td>
<td>0.</td>
<td>112.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.523</td>
<td>0.</td>
<td>2.017</td>
<td>0.</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>D + E</td>
<td>0.707</td>
<td>1.136</td>
<td>0.</td>
<td>0.</td>
<td>1.552</td>
<td>99.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.607</td>
<td>0.</td>
<td>0.</td>
<td>2.195</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>D+L+W</td>
<td>0.687</td>
<td>1.032</td>
<td>1.388</td>
<td>1.246</td>
<td>0.</td>
<td>176.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.502</td>
<td>2.020</td>
<td>1.814</td>
<td>0.</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>D+L+E</td>
<td>0.699</td>
<td>1.085</td>
<td>1.412</td>
<td>0.</td>
<td>1.345</td>
<td>163.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.552</td>
<td>2.020</td>
<td>0.</td>
<td>1.924</td>
<td></td>
</tr>
</tbody>
</table>

b) Numerical Results by Shah's Method

<table>
<thead>
<tr>
<th>Case</th>
<th>Loading Condition</th>
<th>$Y_{i1}$</th>
<th>$Y_{i2}$</th>
<th>$Y_{i3}$</th>
<th>$Y_{i4}$</th>
<th>Design Load $\mu_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>D + L</td>
<td>1.61</td>
<td>2.13</td>
<td>0.</td>
<td>0.</td>
<td>119</td>
</tr>
<tr>
<td>2</td>
<td>D + W</td>
<td>1.61</td>
<td>0.</td>
<td>1.96</td>
<td>0.</td>
<td>113</td>
</tr>
<tr>
<td>3</td>
<td>D + E</td>
<td>1.61</td>
<td>0.</td>
<td>0.</td>
<td>2.08</td>
<td>96.8</td>
</tr>
<tr>
<td>4</td>
<td>D+L+W</td>
<td>1.57</td>
<td>1.97</td>
<td>1.85</td>
<td>0.</td>
<td>177</td>
</tr>
<tr>
<td>5</td>
<td>D+L+E</td>
<td>1.58</td>
<td>1.97</td>
<td>0.</td>
<td>1.97</td>
<td>163</td>
</tr>
</tbody>
</table>
Example 3

Let's determine the cross sectional areas of the lower chord $T$ of a trussed bridge which is shown in Fig. 6.10(a). Since the bridge is considered to belong to the first-class bridges, $TL-20$ load is employed as an applied load.

At first, the cross sectional area is calculated by use of the allowable stress design format. Using the nominal safety factor $\theta^*$ and the nominal load ratio $\rho^*$ which corresponds to the calculated cross sectional area, an equivalent safety index is obtained. Next, the truss is redesigned to satisfy the obtained safety level, by using the proposed reliability-based design method, and the obtained results are compared with those obtained by the allowable stress design.

It is postulated that the dead load including the weights of the pavements, deck plate, lateral members, etc. is 3.75 t/m, and that the line load, the uniform load, the impact load, etc. are taken as the live load. Then, the member force, $T_0$, which is induced by the dead and live loads are obtained as

\[ \text{Member force due to the dead load} : T_D = 360.1 \, t \]
\[ \text{Member force due to the live load} : T_L = 182.9 \, t \]
\[ T_0 = T_D + T_L = 543.0 \, t \]

The total member force is obtained by adding $T_D'$, which is the force due to the self-weights of the main truss members, to $T_0$. In this case, $T_D'$ is calculated as 0.3215A (t) when the density of steel is 7.85. Then, the cross sectional area of the member $T$ is determined as $A = 344 \, cm^2$, if SM50 steel is employed. Since the allowable stress limit and the nominal yield stress of SM50 steel are 1900 kg/cm$^2$ and 3200 kg/cm$^2$, the nominal safety factor becomes 1.684.

Next, the load factor design format is applied for determining the necessary cross sectional area. Taking $Z = R - S$ as the performance function, the safety index is expressed in the term of safety factor.

\[
\beta = \frac{\theta - 1}{\sqrt{\theta^2 \delta^2_R + \delta^2_S}} \tag{6.64}
\]
a) Influence Line of Member T

\[ 10 @ 8 \times 400 = 84000 \]

\[ A' = 96.03 \]

\[ 400 \quad 750 \quad 6500 \quad 5500 \quad 1000 \quad \]

\[ \begin{align*}
400 & \quad 750 \\
6500 & \\
5500 & \\
1000 & \\
\end{align*} \]

\[ 1450 \quad 3 @ 2200 = 6600 \]  

\[ 1450 \]

\[ a_1 = 0.661, a_2 = 3.039, a_3 = 0.211, a_4 = 0.089 \]

b) Design Load

Fig. 6.10 Warren Truss with Parallel Chords
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Table 6.6  Numerical Results by the Proposed Method

<table>
<thead>
<tr>
<th>$\delta_R$</th>
<th>$\delta_D$</th>
<th>$\delta_L$</th>
<th>$\beta$</th>
<th>$\phi$</th>
<th>$Y_D$</th>
<th>$Y_L$</th>
<th>$Y_D'$</th>
<th>$Y_L'$</th>
<th>$R^* \ (t)$</th>
<th>$A \ (cm^2)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05</td>
<td>0.15</td>
<td>8.864</td>
<td>0.734</td>
<td>1.138</td>
<td>1.485</td>
<td>1.550</td>
<td>2.023</td>
<td>1099.6</td>
<td>343.6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.20</td>
<td>8.436</td>
<td>0.777</td>
<td>1.125</td>
<td>1.781</td>
<td>1.448</td>
<td>2.292</td>
<td>1100.8</td>
<td>344.0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>7.972</td>
<td>0.823</td>
<td>1.112</td>
<td>2.088</td>
<td>1.351</td>
<td>2.537</td>
<td>1099.8</td>
<td>343.7</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.15</td>
<td>7.793</td>
<td>0.839</td>
<td>1.428</td>
<td>1.375</td>
<td>1.702</td>
<td>1.617</td>
<td>1100.9</td>
<td>344.0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.20</td>
<td>7.501</td>
<td>0.866</td>
<td>1.397</td>
<td>1.617</td>
<td>1.613</td>
<td>1.867</td>
<td>1100.8</td>
<td>344.0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>7.168</td>
<td>0.895</td>
<td>1.362</td>
<td>1.889</td>
<td>1.522</td>
<td>2.101</td>
<td>1100.5</td>
<td>343.9</td>
<td></td>
</tr>
<tr>
<td>0.10</td>
<td>0.05</td>
<td>4.873</td>
<td>0.636</td>
<td>1.402</td>
<td>1.147</td>
<td>1.638</td>
<td>1.803</td>
<td>1101.0</td>
<td>344.1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.20</td>
<td>4.798</td>
<td>0.653</td>
<td>1.041</td>
<td>1.252</td>
<td>1.594</td>
<td>1.917</td>
<td>1101.1</td>
<td>344.1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>4.708</td>
<td>0.673</td>
<td>1.039</td>
<td>1.380</td>
<td>1.544</td>
<td>2.051</td>
<td>1101.9</td>
<td>344.3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.15</td>
<td>4.670</td>
<td>0.682</td>
<td>1.154</td>
<td>1.135</td>
<td>1.692</td>
<td>1.664</td>
<td>1100.8</td>
<td>344.0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.20</td>
<td>4.605</td>
<td>0.696</td>
<td>1.149</td>
<td>1.233</td>
<td>1.651</td>
<td>1.772</td>
<td>1101.1</td>
<td>344.1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>4.524</td>
<td>0.714</td>
<td>1.144</td>
<td>1.351</td>
<td>1.602</td>
<td>1.892</td>
<td>1100.1</td>
<td>343.8</td>
<td></td>
</tr>
<tr>
<td>0.15</td>
<td>0.05</td>
<td>3.313</td>
<td>0.613</td>
<td>1.019</td>
<td>1.068</td>
<td>1.662</td>
<td>1.742</td>
<td>1101.1</td>
<td>344.1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.20</td>
<td>3.290</td>
<td>0.622</td>
<td>1.019</td>
<td>1.119</td>
<td>1.638</td>
<td>1.799</td>
<td>1100.0</td>
<td>343.8</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>3.260</td>
<td>0.632</td>
<td>1.019</td>
<td>1.182</td>
<td>1.612</td>
<td>1.870</td>
<td>1101.0</td>
<td>344.1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.15</td>
<td>3.247</td>
<td>0.636</td>
<td>1.074</td>
<td>1.065</td>
<td>1.689</td>
<td>1.675</td>
<td>1101.1</td>
<td>344.1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.20</td>
<td>3.225</td>
<td>0.644</td>
<td>1.073</td>
<td>1.114</td>
<td>1.666</td>
<td>1.730</td>
<td>1100.6</td>
<td>343.9</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>3.197</td>
<td>0.654</td>
<td>1.072</td>
<td>1.175</td>
<td>1.639</td>
<td>1.797</td>
<td>1100.1</td>
<td>343.8</td>
<td></td>
</tr>
</tbody>
</table>

Table 6.7  Numerical Results of the Triangular Approximation Method

<table>
<thead>
<tr>
<th>$\delta_R$</th>
<th>$\delta_D$</th>
<th>$\delta_L$</th>
<th>$\beta$</th>
<th>$\phi$</th>
<th>$Y_D$</th>
<th>$Y_L$</th>
<th>$Y_D'$</th>
<th>$Y_L'$</th>
<th>$R \ (t)$</th>
<th>$A \ (cm^2)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05</td>
<td>0.15</td>
<td>4.872</td>
<td>0.762</td>
<td>1.137</td>
<td>1.411</td>
<td>1.492</td>
<td>1.852</td>
<td>1030.6</td>
<td>322.1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.20</td>
<td>4.792</td>
<td>0.768</td>
<td>1.135</td>
<td>1.540</td>
<td>1.478</td>
<td>2.005</td>
<td>1055.7</td>
<td>329.9</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>4.706</td>
<td>0.776</td>
<td>1.132</td>
<td>1.662</td>
<td>1.459</td>
<td>2.142</td>
<td>1074.6</td>
<td>335.6</td>
<td></td>
</tr>
<tr>
<td>0.10</td>
<td>0.15</td>
<td>4.671</td>
<td>0.780</td>
<td>1.263</td>
<td>1.394</td>
<td>1.619</td>
<td>1.787</td>
<td>1086.8</td>
<td>339.6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.20</td>
<td>4.605</td>
<td>0.786</td>
<td>1.259</td>
<td>1.518</td>
<td>1.602</td>
<td>1.931</td>
<td>1108.3</td>
<td>346.3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>4.524</td>
<td>0.793</td>
<td>1.255</td>
<td>1.636</td>
<td>1.583</td>
<td>2.063</td>
<td>1126.2</td>
<td>351.9</td>
<td></td>
</tr>
</tbody>
</table>
where $\delta^2_S$ can be calculated from Eq.(6.63) and also $\rho$ and $\theta$ can be obtained from $\rho^*$ and $\theta^*$. Then, $\rho^*$ is computed as

$$\rho^* = \frac{T_L}{T_D + T_D'} = \frac{182.9}{360.1 + 0.3215 A} \quad (6.65)$$

Using the safety index calculated by Eq.(6.64), the cross sectional area and the load factors are determined by both the proposed method and the triangular approximation method. Table 6.6 presents the results of the proposed method. It is seen that the proposed method provides the cross sectional area which is almost equal to that obtained by the allowable stress design. This result can be easily anticipated, considering a good accuracy of the proposed method, as shown in section 6.4. On the other hand, the triangular approximation method gives different cross sectional areas, which are conservative or unconservative, according to the values of the coefficient of variation. This inconsistency is due to the approximation involved in the linearizing process.

Consequently, it can be said that the proposed method gives a good correspondence between the allowable stress design and the load factor design. This means that the proposed method enables to make a rational calibration between the safety factor and the load factors, which is inevitable to establish a design code based upon the reliability-based philosophy. 23)

Example 4

The safety of present road bridges is examined by use of the statistical data obtained by the observation and simulation. 24) Special attention is placed on the relation between span length and safety.

According to Ref. 24, the safety level of current road bridges, whose span lengths are longer than 20 m, can be evaluated as follows:

The central safety factor $\theta$ is

$$\theta = \frac{\mu_R}{\mu_S} = \frac{\nu_R \cdot \rho \cdot (1 + 1/\rho^*) + 20/(50+\lambda)}{\nu_E (\nu_D/\rho^* + \nu_L)} \quad (6.66)$$

Then, the nominal safety factor $\theta^*$ becomes
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\[
\theta^* = \frac{R^*}{S^*} = \frac{\mu_R / \nu_R}{\mu_S / \nu_S} = \frac{\nu_S}{\nu_R} \theta \tag{6.67}
\]

in which \( \nu \) denotes the ratio of the mean value and the nominal value, and also \( p \) represents the safety factor used in the current design code. The safety index is expressed as follows:

for \( Z = R - S \)

\[
\beta = \frac{\theta - 1}{\sqrt{\delta_R^2 + \delta_E^2 + (\delta_D^2 + \rho^2 \delta_L^2) / (1 + \rho)^2}} \tag{6.68}
\]

for \( Z = \ln (R/S) \)

\[
\beta = \frac{\ln \theta}{\sqrt{\delta_R^2 + \delta_E^2 + (\delta_D^2 + \rho^2 \delta_L^2) / (1 + \rho)^2}} \tag{6.69}
\]

The calculation is implemented by using the following data:

Resistance \( R \); \( \nu_R = 1.2 \), \( \delta_R = 0.15 \), Error \( E \); \( \nu_E = 1.0 \), \( \delta_E = 0.05 \)

Load \( S \); \( \nu_D = 1.0 \), \( \delta_D = 0.05 \) Safety Factor \( p \); \( p = 1.7 \)

Other Data; given in the left columns of Table 6.8

The nominal safety factor calculated from the above data is illustrated in Fig. 6.11. The nominal safety factor has somewhat larger values than 1.7 which is given in the current design specifications. Fig. 6.12 shows the relation between span length and safety index. The right columns of Table 6.8 present the numerical results of safety index and load factors. It is obtained from Fig. 6.12 that the values of safety index differ by about one, depending on the choice of the performance function. Also, it is seen that the safety index changes unevenly within \( l = 20 - 100 \) m. This uneven change is probably due to the use of actually measured data. Roughly speaking, the safety index changes against span length with a similar tendency, despite of the performance function.

In Fig. 6.13, the load factors are obtained for both the performance functions, \( Z = R - S \) and \( Z = \ln (R/S) \), corresponding to \( \Phi = 0.90 \) and the values of \( \beta \) shown in Fig. 6.12. The proposed method does not give
**Table 6.8 Statistical Data of Live Load and Calculated Results**

<table>
<thead>
<tr>
<th>Span Length (m)</th>
<th>Statistical Data of Live Load</th>
<th>Calculated Values *</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( v_L )</td>
<td>( \delta_L )</td>
</tr>
<tr>
<td>20</td>
<td>0.93</td>
<td>0.20</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>1.01</td>
<td>0.16</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>0.99</td>
<td>0.14</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>80</td>
<td>0.96</td>
<td>0.15</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>0.98</td>
<td>0.14</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>150</td>
<td>0.94</td>
<td>0.13</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>0.87</td>
<td>0.14</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>250</td>
<td>0.84</td>
<td>0.14</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>300</td>
<td>0.73</td>
<td>0.13</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Upper Row  
\( Z = R - S \)  
---  
*Lower Row  
\( Z = \ln( R/S ) \)
Fig. 6.11 Relation between Nominal Safety Factor and Span Length

Fig. 6.12 Relation between Safety Index and Span Length
Fig. 6.13 Relation between Load Factors and Span Length
so different values of $\gamma_D$ and $\gamma_L$ for both the performance functions, and also gives larger value for $\gamma_D$ than the triangular approximation method does. This reason is that in the proposed method, the load factors are determined by corresponding to the magnitude of its standard deviation. On the other hand, in the triangular approximation method, the values of the load factors are considerably affected by the selection of performance function, and especially the difference is remarkable for $\gamma_L$. Despite of the difference of the values, the relations between the load factors and span length have the similar tendency for both the performance functions.

Next, the sensitivity of the load factors to the safety index is examined. The mean and minimum values of the safety indices calculated for several span lengths are employed as representative ones. Fig. 6.14 presents the results of $\gamma_D$ and $\gamma_L$, which are obtained for $Z = R - S$ by using $\beta = 3.59$ (mean) and $\beta = 3.44$ (minimum) for the entire range of span length. Fig. 6.15 shows the results obtained for $Z = \ln \left( \frac{R}{S} \right)$, in which $\beta = 4.61$ (mean) and $\beta = 4.54$ (minimum) are employed. It is seen that the proposed method is more sensitive to the change of the safety index in the determination of the load factors. Although excessive sensitivity is not desirable in the actual design, the sensitivity appeared in this case is considered reasonable, because it is natural that the values of the load factors change as the change of the safety index.

It can be also considered that the values of $\theta^*$ and $\gamma$ are obtained through the calibration which uses an appropriate value of $\beta$. Comparing the results of $\theta^*$, $\gamma_D$ and $\gamma_L$, $\theta^*$ and $\gamma_D$ tend to change similarly against span length. Then, the proposed method enables to perform a rational calibration in spite of the choice of performance function, because the difference of the load factors due to the selection of $Z$ is not so large in the proposed method.

Through the above numerical results, the following conclusions are obtained:

- The nominal safety factor $\theta^*$ lies within a range from 1.8 to 1.9, and the load factor with respect to the dead load is about 1.6.
- However, the load factor with respect to the live load varies
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Fig. 6.14 Comparison of the Proposed Method and the Triangular Approximation Method
\( Z = R - S \)
Fig. 6.15 Comparison of the Proposed Method and the Triangular Approximation Method

\( Z = \ln (R/S) \)
according to the span length, namely

\[
\begin{align*}
\gamma_L &= 1.9 & \text{for } \lambda = 20 \, m \\
\gamma_L &= 1.6 & \text{for } \lambda = 100 \, m \\
\gamma_L &= \text{more than } \gamma_D & \text{for } \lambda > 100 \, m
\end{align*}
\]

6.7 Conclusions

In this chapter, an iterative design method is derived on the basis of the second-moment theory. The design load, resistance factor and load factors can be calculated without mathematical approximations, by using the coordinates of the failure point in the normalized space. The proposed method and usual methods are compared and examined through some design examples. The main results derived here are as follows:

1) Usual methods often provide unreasonable designs because of the mathematical approximation involved in the reduction of the basic formula. On the contrary, the proposed method makes it possible to obtain an accurate design with relatively less computation load.

2) By using the concept of the failure point defined in the normalized space, the physical meaning of the split coefficients can be graphically interpreted. The basic design formula derived herein provides the assurance of well correspondence between the first-order second-moment design format and the load factor design format.

3) It is possible to easily perform a rational calibration between the safety factor and the load factors, by using the safety index as the measure of safety.

4) Comparing with the triangular approximation method, the proposed method is liable to undergo an influence of the change of the safety index in the determination of the load factors, while less influence of the choice of performance function.

5) As well known, current road bridges tend to become more reliable when the span length is more than 100 m, but the increasing rate is not so large as expected.
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Chapter 7 Concluding Remarks

In this dissertation, two main subjects, geometrical configuration and reliability of structural systems, have been investigated and discussed with emphasis on how they should be introduced or related to the design process. Although these two subjects can be contained in a category of structural design, it would be better to consider them independent at the present time, because their basic philosophies and their objectives are different. The characteristics of geometrical configurations have been argued on the basis of the current design format, i.e., the allowable stress criterion format, while the reliability-based design treated in the latter part aims to disclose the intrinsic inconsistency involved in the current codes, and further to quantitatively introduce various uncertainties, which are unavoidable to small or great extent, into the design process.

If the ultimate goal of structural engineers is to obtain a rational design, or to establish a rational design method in a wider sense, the two subjects considered here should be treated and discussed in a unified manner. It is, however, quite difficult to establish a well-grounded method which satisfies the above requirement, because of the existence of many unresolved problems related to the essence or philosophy of design.

In this conclusive chapter, the objectives of this study and the main results derived from the foregoing chapters will be reviewed comprehensively to discuss commonly the conclusions related to proposals for structural design and also in relation to the prospect for future studies to be continued.

In chapter 2, the geometrical configurations of framed structures were recognized by means of a graphical representation. In order to determine the effective configuration, the topological and geometrical systems can be considered useful for the design of trussed bridges. By corresponding those systems to a hierarchy of structural design, an effective design procedure can be found out through some numerical experiments:

1) Determine the supporting condition.
2) Assume the number of nodes and the topology of members.
3) Perform the optimization by taking the nodal coordinates and the cross sectional areas of members as design variables.

Using the abovementioned procedure, a practical design method including a geometrical variation was proposed in chapter 3 on the basis of a two-level treatment. This method showed a considerable efficiency or applicability by a design example of large continuous truss bridge, though some problems in conjunction with computations remain. It is also to be noted that there are some design requirements to be accounted for in the application of the proposed method to the actual bridge design. Nevertheless, the results obtained in this study confirmed that the quantitative introduction of geometrical variations has a large possibility of presenting a more rational structure even in the present designs.

While the topology of members was not significant for the weight-minimization of trussed bridges, it has become significant for the design of arched bridges. This may imply that a variation of topology will take an important role in the selection of the type of bridges. To this problem, further investigations should be made, broadening our views to the cable-stayed bridge or other typed bridges.

Chapter 4 has been devoted to developments of the classical reliability theory. Although many researchers have pointed out some problems involved in the classical theory, nobody can deny the firm and sophisticated base in its theoretical framework. On account of the easiness of treatment and the explicitness of physical meaning, the failure probability will remain as one of the excellent measure of safety. By use of the fiducial statistics or the statistical decision theory, the effect of statistical uncertainty or the optimum sampling method can be evaluated or achieved. However, it may be said that the reliability approach using the failure probability is not suitable for an actual complicate design, but for a conceptual basic design.

From a practical point of views, the reliability theory based on the second-moment theory has been investigated in chapter 5 and chapter 6. Among the reliability-based designs presented up to date, the second-moment design format can be considered the most convenient and flexible
to account for the various uncertainties, some of which are not tractable in a mathematical form. In chapter 5, major concerns are the physical meaning of safety index and the treatment of combinatorial problems based on the second-moment expression. By paying attention to the normalized space presented by Hasofer and Lind, it is possible to evaluate the safety of structural systems with many possible failure modes, as well as that of structural systems with a single failure mode. The coordinates of the failure point, which defines the safety index, express the ratio of the underlying variables at the most weakest failure condition.

Chapter 6 has dealt with the problem how the engineering uncertainties must be introduced into the design process. By giving special attention to the failure point, a basic formula can be reduced in the form of the load factor design format, without mathematical approximations. Since the proposed formula does not involve the errors due to the approximation, an accurate calibration, which is important to transfer the current design code to the load factor design or the limit-state design, can be achieved.

Throughout this study, special interest may be taken in the fundamental features of structural design, and also some assumptions have been employed to make the discussion simple. For these reasons, the results obtained in this study may not be immediately applicable or sufficient for the actual design works, they may serve to present some valuable suggestions for the advance of the design of bridge structures.