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## 1．Introduction

Khinchin＇s conjecture（ firstly considered in his paper［2］）for the sequence of partial quotients of an irrational number is as follows：The sequence of partial quotients in the continued fraction expansions of an algebraic real number of degree $\geq 3$ is unbounded and＂random＂（aperiodic or irregular）．Recently，in［1］ B．Adamczewski and Y．Bugeaud gave a class of transcendental numbers，the par－ tial quotients sequences of which have some recurrent properties．For this class numbers with the recurrent order value $\tau_{0}>0$ we call them $\tau_{0}$－transcendental numbers（cf．［11］）．The complement of the set of transcendental numbers，which have these recurrent properties，in the set of irrational numbers contains alge－ braic numbers of degree $\geq 3$ and 0 －recurrent or non－recurrent transcendental numbers．

In this paper we study＂symbolic dynamically＂almost periodic sequences， which have recurrent properties，to investigate some unpredictable behaviors of these sequences by estimating the topological entropies and the recurrent dimensions．First we treat symbolic dynamical systems with finite alphabet spaces and we give inequality relations between recurrent dimensions and entropy of strongly almost periodic or eventually strongly almost periodic sequences． Next we extend these relations to the case of infinite alphabet spaces by using a truncation method．

The recurrent dimensions have been introduced in our previous paper［6］as the parameters，which indicate recurrent properties，defined by using $\varepsilon$－neighborhood recurrent times．For a sequence $u=\left\{a_{i}\right\}_{i \geq 1}$ and a shift map $\sigma$ ，defined by $(\sigma u)_{n}=u_{n+1}=a_{n+1}$ ，we consider a discrete orbit $\Sigma=\left\{u ; \sigma u, \sigma^{2} u, \ldots, \sigma^{n} u, \ldots\right\}$ ． We define the lower recurrent dimension by the following limit infimum value as $\varepsilon \rightarrow 0$ ，using the infimum of the first $\varepsilon$－neighborhood recurrent times in the orbit $\Sigma$ ，which is denoted by $\underline{M}_{\Sigma}(\varepsilon)$ ：

$$
\underline{D}_{r}(\Sigma)=\liminf _{\varepsilon \rightarrow 0} \frac{\log \underline{M}_{\Sigma}(\varepsilon)}{-\log \varepsilon}
$$

and we also define the upper recurrent dimension by using their supremum values：

$$
\bar{D}_{r}(\Sigma)=\underset{\varepsilon \rightarrow 0}{\limsup } \frac{\log \bar{M}_{\Sigma}(\varepsilon)}{-\log \varepsilon} .
$$

In our previous papers [7], [9], [10] we introduce the gap value $\mathcal{G}(\Sigma)$ of recurrent dimensions by

$$
\mathcal{G}(\Sigma)=\bar{D}_{r}(\Sigma)-\underline{D}_{r}(\Sigma)
$$

as the parameter which indicates the levels of unpredictability of a sequence $u$ or a discrete orbit $\Sigma$. In this paper we define these values for almost periodic sequences and show the inequality relations between the recurrent dimensions and the topological entropies of these sequences.

As an example we investigate a modified Sturmian sequence, which has an infinite alphabet space, and we show that its discrete orbit has a positive gap of recurrent dimensions if the irrational frequency of its original Sturmian sequence is a Liouville number.

The plan of this paper is as follows: In Section 2, introducing notations in symbolic dynamical systems with a finite alphabet space, we show the inequality relations between the recurrent dimensions and the topological entropies of symbolic dynamical systems given by almost periodic sequences. In Section 3 we treat the infinite alphabet space by truncating these symbol spaces. In Section 4 we estimate the gaps of recurrent dimensions of discrete orbits, which are given by modified Sturmian sequences.

## 2. Symbolic dynamical systems: finite alphabets case

In this section, introducing notations in symbolic dynamical systems, we show some inequality relations between the recurrent dimensions and the topological entropy of almost periodic sequences.

Let $\mathcal{A}=\left\{a_{1}, a_{2}, \ldots, a_{\mu}\right\}$ be a finite set of symbols and a word $V=v_{1} v_{2} . . v_{r}$ be a finite string of elements of $\mathcal{A}$ with its length $r$, denoted by $|V|=r$. The set of nonnegative integers is denoted by $\mathbf{N}_{0}=\mathbf{N} \cup\{0\}=\{0,1,2, \ldots\}$ and we consider a (one-sided) sequence of elements of $\mathcal{A}, u=\left(u_{n}\right)_{n \in \mathbf{N}_{0}}=u_{0} u_{1} u_{2} \ldots \in \mathbf{A}^{\mathbf{N}_{0}}$. A word $W=w_{1} w_{2} \ldots w_{r}$ is called a factor of $u$ if $u_{m}=w_{1}, u_{m+1}=w_{2}, \ldots, u_{m+r-1}=w_{r}$ for some $m \in \mathrm{~N}_{0} . \mathcal{L}(u)$ denotes the set of all factors of $u$, which is called the language of the sequence $u$ and $\mathcal{L}_{n}(u)$ denotes the set of all factors with its length $n$.

If $i \leq j$ are nonnegative integers, denote by $[i, j]$ the segment of $\mathbf{N}_{0}$ with ends $i$ and $j$. For a sequence $\omega \in \mathbf{A}^{\mathbf{N}_{0}}$ we also denote by $\omega[i, j]$ a substring $\omega_{i} \omega_{i+1} \ldots \omega_{j}$ of $\omega$. The string of the form $\omega[0, i]$ for some $i$ is called a prefix of $\omega$, and the sequence of the form $\omega_{i} \omega_{i+1} \omega_{i+2} \ldots$ for some $i$ is called a suffix of $\omega$ and is denoted by $\omega[i, \infty)$.

Following the notations introduced in [4] or [12], we give some defintions on almost periodic sequences. A sequence $\omega$ is called almost periodic if for any factor $x$ of $\omega$ occurring in it infinitely many times there exists a number $l$ such that any factor of $\omega$ with its length $l$ contains at least one occurrence of $x$. We denote the class of all almost periodic sequences by $\mathcal{A P}$.

A sequence $\omega$ is called strongly almost periodic if for any factor $x$ of $\omega$ there exists a number $l$ such that any factor of $\omega$ with its length $l$ contains at least one
occurrence of $x$. We denote the class of all strongly almost periodic sequences by $\mathcal{S A P}$.

A sequence $\omega$ is called eventually strongly almost periodic if some its suffix is strongly almost periodic. We denote the class of all eventually strongly almost periodic sequences by $\mathcal{E A P}$.

First we consider the case where a sequence $u \in \mathcal{S A P}$.
We denote the complexity function of $u$ by $P_{u}(n)=\# \mathcal{L}_{n}(u)$, which is the number of different words of length $n$ occurring in $u$. We consider the following metric on $\mathcal{A}^{\mathbf{N}_{0}}$ :

$$
d(u, v)=2^{-\min \left\{n \in \mathbf{N}_{0}: u_{n} \neq v_{n}\right\}}
$$

for $u, v \in \mathcal{A}^{\mathbb{N}_{0}}: u \neq v$. The one-sided shift $\sigma: \mathcal{A}^{\mathbf{N}_{0}} \rightarrow \mathcal{A}^{\mathbb{N}_{0}}$ is defined by

$$
(\sigma u)_{n}=u_{n+1}, \quad n \in \mathbf{N}_{\mathbf{0}}
$$

and its discrete orbit is denoted by

$$
\Sigma:=\Sigma_{u}=\left\{u, \sigma u, \sigma^{2} u, \ldots, \sigma^{n} u, \ldots\right\} .
$$

Denote the recurrency function of $u$ by $R_{u}(n)$, which is the least integer $m(:=$ $R_{u}(n)$ ) such that each $m$-factor of $u$ contains every $n$-factor of $u$.

We define the first $\varepsilon$-recurrent times by

$$
\begin{aligned}
& \underline{M}_{\Sigma}(\varepsilon)=\inf _{l \in \mathbf{N}_{0}} \min \left\{m \in \mathbf{N}: d\left(\sigma^{m+l} u, \sigma^{l} u\right)<\varepsilon\right\}, \\
& \bar{M}_{\Sigma}(\varepsilon)=\sup _{l \in \mathbf{N}_{0}} \min \left\{m \in \mathbf{N}: d\left(\sigma^{m+l} u, \sigma^{l} u\right)<\varepsilon\right\} .
\end{aligned}
$$

Next we extend these definitions to the case of eventually strongly almost periodic sequences.

We define the eventually restrict function $e_{r}: \mathcal{E A P} \rightarrow \mathbf{N}_{\mathbf{0}}$ by

$$
e_{r}(u)=\min \left\{m \in \mathbf{N}_{0}: u[m, \infty) \in \mathcal{S A P}\right\}
$$

for $u \in \mathcal{E} \mathcal{A P}$.
The eventually complexity function $p_{u}(n)$ is the number of different words of length $n$ occurring in $u\left[e_{r}(u), \infty\right)$ and the eventually recurrency function $r_{u}(n)$ is is the least integer $m\left(:=r_{u}(n)\right)$ such that each $m$-factor of $u\left[e_{r}(u), \infty\right)$ contains every $n$-factor of $u\left[e_{r}(u), \infty\right)$.

Similarly, we can define the eventually first $\varepsilon$-recurrent times by

$$
\begin{aligned}
& \underline{m}_{\Sigma}(\varepsilon)=\inf _{l \in\left[e^{( }(u), \infty\right)} \min \left\{m \in \mathbf{N}: d\left(\sigma^{m+l} u, \sigma^{l} u\right)<\varepsilon\right\}, \\
& \bar{m}_{\Sigma}(\varepsilon)=\sup _{l \in\left[e_{r}(u), \infty\right)} \min \left\{m \in \mathbf{N}: d\left(\sigma^{m+l} u, \sigma^{l} u\right)<\varepsilon\right\} .
\end{aligned}
$$

Then we can obtain the following relations
Lemma 2.1. For $\varepsilon_{n}=2^{-n}, n=1,2, \ldots$ and $u \in \mathcal{E A P}$, we have

$$
\begin{align*}
& \underline{m}_{\Sigma}\left(\varepsilon_{n}\right) \leq p_{u}(n),  \tag{2.1}\\
& \bar{m}_{\Sigma}\left(\varepsilon_{n}\right)=r_{u}(n)-n+1 . \tag{2.2}
\end{align*}
$$

Proof. First we prove (2.1). Assume that $\underline{m}_{\Sigma}\left(\varepsilon_{n}\right) \geq p_{u}(n)+1$, then we have

$$
d\left(\sigma^{l} u, \sigma^{l+m} u\right) \geq \varepsilon_{n}=2^{-n}, \quad 1 \leq m \leq p_{u}(n)
$$

for every $l \in\left[e_{r}(u), \infty\right)$. It follows that for each $m, m^{\prime}: 1 \leq m, m^{\prime} \leq p_{u}(n), m \neq$ $m^{\prime}$, there exists $k \in\{0,1, \ldots, n\}$ such that

$$
\left(\sigma^{l+m} u\right)_{k} \neq\left(\sigma^{l+m^{\prime}} u\right)_{k}, \quad\left(\sigma^{l} u\right)_{k} \neq\left(\sigma^{l+m} u\right)_{k}
$$

Thus there exist $p_{u}(n)+1$ different $n$-factors, which is a contradiction.
Next we show that $\bar{m}_{\Sigma}\left(\varepsilon_{n}\right) \geq r_{u}(n)-n+1$. Let $L=r_{u}(n)-1$, then there exists a $L$-factor: $u_{r}, u_{r+1}, \ldots, u_{r+L-1}, r \in\left[e_{r}(u), \infty\right)$, which does not contain a $n$-factor $W: w_{j}, w_{j+1} \ldots, w_{j+1-n}, j \in\left[e_{r}(u), \infty\right)$. The following case

$$
\begin{aligned}
& u_{r-1}=w_{j}, u_{r}=w_{j+1}, \ldots, u_{r+n-2}=w_{j+n-1}, \ldots \\
& u_{r+L-n+1}=w_{j}, u_{r}=w_{j+1}, \ldots, u_{r+L}=w_{j+n-1}
\end{aligned}
$$

has the least $\varepsilon_{n}$-recurrent time:

$$
d\left(\sigma^{r-1} u, \sigma^{r+L-n+1} u\right)<\varepsilon_{n}=2^{-n},
$$

which yields

$$
\bar{m}_{\Sigma}\left(\varepsilon_{n}\right) \geq L-n+1+1=r_{u}(n)-n+1
$$

Next we show that $\bar{m}_{\Sigma}\left(\varepsilon_{n}\right) \leq r_{u}(n)-n+1$. For estimating an upper bound of $\bar{m}_{\Sigma}\left(\varepsilon_{n}\right)$ it is sufficient to consider a $r_{u}(n)$-factor, which contains exactly one $n$ factor $W: w_{j}, \ldots, w_{j+n-1}, j \in\left[e_{r}(u), \infty\right)$, not one another $W$. Suitablly shifting gives the following typical case:

$$
\begin{aligned}
& u_{l}=w_{j}, u_{l+1}=w_{j+1}, \ldots, u_{l+n-1}=w_{j+n-1}, \ldots \\
& u_{l+r_{u}(n)-n+1}=w_{j}, \ldots, u_{l+r_{u}(n)-1}=w_{j+n-1} .
\end{aligned}
$$

Note that, if $u_{l+r_{u}(n)-1}=w_{i}: i<j+n-1$, there exists a $r_{u}(n)$-factor, which does not contain the $n$-factor $W$. Thus we have

$$
d\left(\sigma^{l} u, \sigma^{l+r_{u}(n)-n+1} u\right)<\varepsilon_{n}=2^{-n},
$$

which yields $\bar{m}_{\Sigma}\left(\varepsilon_{n}\right) \leq r_{u}(n)-n+1$.
In [3] Morse and Hedlund have given the following inequality

$$
\begin{equation*}
p_{u}(n)+n \leq r_{u}(n) . \tag{2.3}
\end{equation*}
$$

Now we have the following sequence of estimates:

$$
\underline{m}_{\Sigma}\left(\varepsilon_{n}\right) \leq p_{u}(n), \quad p_{u}(n)+n \leq r_{u}(n), \quad r_{u}(n)-n+1=\bar{m}_{\Sigma}\left(\varepsilon_{n}\right) .
$$

It follows that

$$
\begin{equation*}
\underline{m}_{\Sigma}\left(\varepsilon_{n}\right) \leq p_{u}(n) \leq \bar{m}_{\Sigma}\left(\varepsilon_{n}\right) . \tag{2.4}
\end{equation*}
$$

For $u \in \mathcal{S A P}$, the topological entropy $\mathcal{H}_{P}(u)$ is given by the complexity function:

$$
\mathcal{H}_{P}(u)=\lim _{n \rightarrow \infty} \frac{\log _{\mu} P_{u}(n)}{n} .
$$

Here we also put

$$
\mathcal{H}_{R}(u)=\lim _{n \rightarrow \infty} \frac{\log _{\mu} R_{u}(n)}{n}
$$

and we define the recurrent dimensions by

$$
\begin{aligned}
& \bar{D}_{r}(\Sigma)=\limsup _{\varepsilon \rightarrow 0} \frac{\log \bar{M}_{\Sigma}(\varepsilon)}{-\log \varepsilon} \\
& \underline{D}_{r}(\Sigma)=\liminf _{\varepsilon \rightarrow 0} \frac{\log \underline{M}_{\Sigma}(\varepsilon)}{-\log \varepsilon}
\end{aligned}
$$

In [7] we have shown that these recurrent dimensions are given by

$$
\begin{aligned}
& \bar{D}_{r}(\Sigma)=\limsup _{n \rightarrow \infty} \sup _{\varepsilon_{n+1} \leq \varepsilon \leq \varepsilon_{n}} \frac{\log \bar{M}_{\Sigma}(\varepsilon)}{-\log \varepsilon} \\
& \underline{D}_{r}(\Sigma)=\liminf _{n \rightarrow \infty} \inf _{\varepsilon_{n+1} \leq \varepsilon \leq \varepsilon_{n}} \frac{\log \underline{M}_{\Sigma}(\varepsilon)}{-\log \varepsilon}
\end{aligned}
$$

for any sequence $\left\{\varepsilon_{n}\right\}: \varepsilon_{n} \downarrow 0$ as $n \rightarrow \infty$.
Here we can extend these definitions to the case of eventually strongly almost periodic functions.

For $u \in \mathcal{E A P}$, the topological entropy $h_{p}(u)$ is given by the complexity function:

$$
h_{p}(u)=\lim _{n \rightarrow \infty} \frac{\log _{\mu} p_{u}(n)}{n}
$$

Here we also put

$$
h_{r}(u)=\lim _{n \rightarrow \infty} \frac{\log _{\mu} r_{u}(n)}{n}
$$

and we define the recurrent dimensions by

$$
\begin{aligned}
& \bar{d}_{r}(\Sigma)=\limsup _{\varepsilon \rightarrow 0} \frac{\log \bar{m}_{\Sigma}(\varepsilon)}{-\log \varepsilon} \\
& \underline{d}_{r}(\Sigma)=\liminf _{\varepsilon \rightarrow 0} \frac{\log \underline{m}_{\Sigma}(\varepsilon)}{-\log \varepsilon}
\end{aligned}
$$

We can also show that these recurrent dimensions are given by

$$
\begin{aligned}
& \bar{d}_{r}(\Sigma)=\limsup _{n \rightarrow \infty} \sup _{\varepsilon_{n+1} \leq \varepsilon \leq \varepsilon_{n}} \frac{\log \bar{m}_{\Sigma}(\varepsilon)}{-\log \varepsilon}, \\
& \underline{d}_{r}(\Sigma)=\liminf _{n \rightarrow \infty} \inf _{\varepsilon_{n+1} \leq \varepsilon \leq \varepsilon_{n}} \frac{\log \underline{m}_{\Sigma}(\varepsilon)}{-\log \varepsilon}
\end{aligned}
$$

for any sequence $\left\{\varepsilon_{n}\right\}: \varepsilon_{n} \downarrow 0$ as $n \rightarrow \infty$.
Then we have the following inequality relations.
Theorem 2.2. For a sequence $u \in \mathcal{E A P}$ and $\Sigma=\left\{\sigma^{n} u: n \in \mathbf{N}_{0}\right\}$ we have

$$
\begin{equation*}
\frac{\log 2}{\log \mu} \cdot \underline{d}_{r}(\Sigma) \leq h_{p}(u) \leq h_{r}(u)=\frac{\log 2}{\log \mu} \cdot \bar{d}_{r}(\Sigma) . \tag{2.5}
\end{equation*}
$$

Proof. The first (left side) inequality can be estimated by the definitions and (2.1) in Lemma 2.1 for $\varepsilon_{n}=2^{-n}$.

$$
\begin{aligned}
\underline{d}_{r}(\Sigma) & =\liminf _{n \rightarrow \infty} \inf _{\varepsilon_{n+1} \leq \varepsilon \leq \varepsilon_{n}} \frac{\log \underline{m}_{\Sigma}(\varepsilon)}{-\log \varepsilon} \\
& \leq \liminf _{n \rightarrow \infty} \frac{\log \underline{m}_{\Sigma}\left(\varepsilon_{n}\right)}{-\log \varepsilon_{n}} \\
& \leq \frac{\log \mu}{\log 2} \lim _{n \rightarrow \infty} \frac{\log p_{u}(n)}{n \log \mu}=\frac{\log \mu}{\log 2} \cdot h_{p}(u)
\end{aligned}
$$

The second inequality is obvious from the definitions and (2.3). For the right side equality we have the following estimates by using (2.2).

$$
\begin{aligned}
\bar{d}_{r}(\Sigma) & =\limsup _{n \rightarrow \infty} \sup _{\varepsilon_{n+1} \leq \varepsilon \leq \varepsilon_{n}} \frac{\log \bar{m}_{\Sigma}(\varepsilon)}{-\log \varepsilon} \\
& \leq \limsup _{n \rightarrow \infty} \frac{\log \bar{m}_{\Sigma}\left(\varepsilon_{n+1}\right)}{-\log \varepsilon_{n}} \\
& =\limsup _{n \rightarrow \infty} \frac{\log \left(r_{u}(n+1)-(n+1)+1\right)}{n \log 2} \\
& \leq \frac{\log \mu}{\log 2} \lim _{n \rightarrow \infty} \frac{\log r_{u}(n+1)}{(n+1) \log \mu} \cdot \frac{n+1}{n}=\frac{\log \mu}{\log 2} \cdot h_{r}(u)
\end{aligned}
$$

If $u$ is periodic or eventually periodic, then we have $\bar{d}_{r}(\Sigma)=h_{r}(u)=0$. Thus it is sufficient to consider the case where the sequence $u$ is neither periodic nor eventually periodic and then we have $r_{u}(n) \geq 2 n$. Using this inequality and (2.2), we have the following estimates.

$$
\begin{aligned}
\bar{d}_{r}(\Sigma) & =\limsup _{n \rightarrow \infty} \sup _{\varepsilon_{n+1} \leq \varepsilon \leq \varepsilon_{n}} \frac{\log \bar{m}_{\Sigma}(\varepsilon)}{-\log \varepsilon} \\
& \geq \limsup _{n \rightarrow \infty} \frac{\log \bar{m}_{\Sigma}\left(\varepsilon_{n}\right)}{-\log \varepsilon_{n}} \\
& =\lim _{n \rightarrow \infty} \frac{\log \left(r_{u}(n)-n+1\right)}{n \log 2} \\
& \geq \frac{\log \mu}{\log 2} \lim _{n \rightarrow \infty} \frac{\log \frac{1}{2} r_{u}(n)}{n \log \mu}=\frac{\log \mu}{\log 2} \cdot h_{r}(u)
\end{aligned}
$$

Thus we obtain the equality in (2.5).

## 3. SYMBOLIC DYNAMICAL SYSTEMS II: INFINITE ALPHABETS CASE

In this section we consider the infinite alphabet space $\mathcal{A}=\left\{a_{1}, a_{2}, \ldots, a_{n}, \ldots\right\}$ and we use the same notations and definitions as in the previous section if these are well defined. Since the complexity function $P_{u}(n)$, the recurrency function $R_{u}(n)$ and the upper first $\varepsilon$-recurrent time $\bar{M}_{\Sigma}(\varepsilon)$ become infinite for the infinite alphabet space, we need some truncations of the symbols to define these functions.

For a large integer $N$ we define a finite alphabet space $\mathcal{A}_{N}$ by

$$
\mathcal{A}_{N}=\left\{a_{1}, a_{2}, \ldots, a_{N}\right\}
$$

and for a sequence $u \in \mathcal{A}^{\mathrm{N}_{0}}$ we define $u^{(N)} \in \mathcal{A}_{N}^{\mathrm{N}_{0}}$, substituting any symbols $a_{j}, j \geq N+1$ in the sequence $u$ by $a_{N}$, that is, $u^{(N)}$ is obtained by putting

$$
a_{N}=a_{N+1}=a_{N+2}=\cdots
$$

in $u$.
Here we assume that $u^{(N)} \in \mathcal{E A} \mathcal{P}$, then we can define the the complexity function $p_{u^{(N)}}(n)$, the recurrency function $r_{u^{(N)}}(n)$ for the finite alphabet space $\mathcal{A}_{N}$ as in the previous section. Let

$$
\Sigma^{(N)}=\left\{u^{(N)}, \sigma u^{(N)}, \sigma^{2} u^{(N)}, \ldots, \sigma^{n} u^{(N)}, \ldots\right\}
$$

then we can also define the first $\varepsilon$-recurrent times $\bar{m}_{\Sigma^{(N)}}(\varepsilon), \underline{m}_{\Sigma^{(N)}}(\varepsilon)$ and Lemma 2.1 holds for the sequence $u^{(N)}$.

Furthermore, we can give the entropies and recurrent dimensions for $u^{(N)} \in \mathcal{A}_{N}$ as follows:

$$
\begin{aligned}
& h_{p}\left(u^{(N)}\right)=\lim _{n \rightarrow \infty} \frac{\log _{N} p_{u^{(N)}}(n)}{n}, \\
& h_{r}\left(u^{(N)}\right)=\lim _{n \rightarrow \infty} \frac{\log _{N} r_{u^{(N)}}(n)}{n}, \\
& \bar{d}_{r}\left(\Sigma^{(N)}\right)=\limsup _{\varepsilon \rightarrow 0} \frac{\log \bar{m}_{\Sigma^{(N)}}(\varepsilon)}{-\log \varepsilon}, \\
& \underline{d}_{r}\left(\Sigma^{(N)}\right)=\liminf _{\varepsilon \rightarrow 0} \frac{\log \underline{\underline{m}}_{\Sigma^{(N)}}(\varepsilon)}{-\log \varepsilon} .
\end{aligned}
$$

Applying Theorem 2.2 we can obtain the following inequality relations.

$$
\begin{equation*}
\frac{\log 2}{\log N} \cdot \underline{d}_{r}\left(\Sigma^{(N)}\right) \leq h_{p}\left(u^{(N)}\right) \leq h_{r}\left(u^{(N)}\right)=\frac{\log 2}{\log N} \cdot \bar{d}_{r}\left(\Sigma^{(N)}\right) \tag{3.1}
\end{equation*}
$$

If the limits of these functions as $N \rightarrow \infty$ exist, these limit values are denoted as follows.

$$
\begin{array}{ll}
\lim _{N \rightarrow \infty} \bar{d}_{r}\left(\Sigma^{(N)}\right)=\bar{d}_{r}^{\infty}(\Sigma), & \lim _{N \rightarrow \infty} d_{r}\left(\Sigma^{(N)}\right)=\bar{d}_{r}^{\infty}(\Sigma), \\
\lim _{N \rightarrow \infty} h_{r}\left(u^{(N)}\right)=h_{r}^{\infty}(u), & \lim _{N \rightarrow \infty} h_{p}\left(u^{(N)}\right)=h_{p}^{\infty}(u) .
\end{array}
$$

It follows from (3.1) that, if $\lim \sup _{N \rightarrow \infty} \bar{d}_{r}\left(\Sigma^{(N)}\right)<\infty$, then $h_{p}^{\infty}(u)=0$ and also, if $\liminf _{N \rightarrow \infty} \frac{d_{r}\left(\Sigma^{(N)}\right)}{\log N} \geq c$ holds for some constant $c>0$, then we have $\liminf _{N \rightarrow \infty} h_{p}\left(u^{(N)}\right)>0$. Furthermore, $\limsup _{N \rightarrow \infty} \frac{d_{r} r\left(\Sigma^{(N)}\right)}{\log N} \geq c>0$ yields $h_{p}^{\infty}(u)>0$ if $h_{p}^{\infty}(u)$ exists.

## 4. Example of Sturmian sequences

Let $\mathcal{A}=\{1,2\}$ and $w=w_{0} w_{1} w_{2} \ldots$ be a 1 -type sturmian sequence, which does not contain a word 22. Then it is well known that the complexity function satisfies $P_{w}(n)=n+1$ and the frequency value of the letter 1 is given by

$$
\tau=\lim _{n \rightarrow \infty} \frac{\left|w_{0} w_{1} \ldots w_{n-1}\right|_{1}}{n}
$$

where $|W|_{1}$ is the number of occurrences of the letter 1 in a word $W$.
Next we consider an infinite alphabet space $\mathcal{B}=\left\{1, a_{1}, a_{2}, \ldots, a_{n}, \ldots\right\}$ where $\left\{a_{j}\right\}$ is an increasing sequence of integers and $a_{1} \geq 2$. Here we define a sequence $u \in \mathcal{B}^{\mathbf{N}_{0}}$, substituting the letters 2 in $w$ sequencially by the integer numbers of $\mathcal{B}$ in order, that is, the first appeared letter 2 in $w$ is substituted by $a_{1}$ and the next appeared letter 2 by $a_{2}, \ldots$ and so on.

We define the truncated alphabet space for a large number $N$

$$
\mathcal{B}_{N}=\left\{1, a_{1}, a_{2}, \ldots, a_{N}\right\}
$$

the sequence $u^{(N)}$, the discrete orbit $\Sigma^{(N)}$ and the other notations as the same manner in the previous section.

Let $u_{\mathcal{E}_{N}}=a_{N}$ in the sequence $u$, then $u_{\left[\mathcal{E}_{N}, \infty\right)}^{(N)}$ becomes a 1-type Sturmian sequence of the alphabet space $\left\{1, a_{N}\right\}$. We can show that $\underline{d}_{r}\left(\Sigma^{(N)}\right)=0$ by using the definition of the topological entropy $h_{p}\left(u^{(N)}\right)$ and the inequality relation in Theorem 2.2 , since the complexity function satisfies $p_{\underline{u}^{(N)}}(n)=n+1$.

Here we estimate its upper recurrent dimensions $\bar{d}_{r}\left(\Sigma^{(N)}\right)$ according to the algebraic properties, parametrized Diophantine conditions, of the frequency value $\tau$. In our previous papers [7],[8] we introduce $d_{0}-(\mathrm{D})$ condition, which specifies the (good or bad) levels of approximation by rational numbers.

If an irrational number $\tau$ satisfies $d_{0}-(\mathrm{D})$ condition for $0 \leq d_{0}<\infty$, then $\tau$ is a Roth number with its order $d_{0}+\varepsilon$ for every $\varepsilon>0$ and also $\tau$ is a weak Liouville number with its order $d_{0}-\varepsilon$ for every $\varepsilon>0$. If an irrational number $\tau$ does not satisfy the Diophantine condition for a finite value $d_{0}$, we say that $\tau$ is a Liouville number or $d_{0}=\infty$.
Theorem 4.1. For a large number $N$, let the sequences $u \in \mathcal{B}^{\mathbf{N}_{0}}$ and $u^{(N)} \in \mathcal{B}_{N}^{N_{0}}$ be defined by using a Sturmian sequence $w$ as above. Assume that the frequency $\tau$ of $w$ satisfies $d_{0}-(D)$ condition for $0 \leq d_{0}<\infty$. Then we have

$$
\begin{equation*}
\bar{d}_{r}\left(\Sigma^{(N)}\right)=0 \tag{4.1}
\end{equation*}
$$

and consequently, we have

$$
\begin{equation*}
\mathcal{G}\left(\Sigma^{(N)}\right)=0 \tag{4.2}
\end{equation*}
$$

and furthermore, as $N \rightarrow \infty$, we obtain

$$
\begin{equation*}
h_{p}^{\infty}(u)=0 \tag{4.3}
\end{equation*}
$$

Proof. Let $\zeta=\frac{\tau}{1+\tau}$, that is, $\zeta^{-1}=\tau^{-1}+1$. Since $\zeta$ and $\tau$ have the same c.f.s. from the second partial quotient, $\zeta$ also satisfies the same order $d_{0}-(\mathrm{D})$ condition
as $\tau$. Denote the convergents of $\zeta$ by $\left\{r_{j} / s_{j}\right\}$, then in [3] Morse and Hedlund have shown that

$$
r_{u(N)}\left(s_{j}\right)=s_{j+1}+2 s_{j}-1
$$

It follows from Lemma 2.1 that

$$
\bar{m}_{\Sigma^{(N)}\left(\varepsilon_{s_{n}}\right)=r_{u^{(N)}}\left(s_{n}\right)-s_{n}+1=s_{n+1}+s_{n} . . . . . . . . .}
$$

Thus we have

$$
\begin{aligned}
\bar{d}_{r}\left(\Sigma^{(N)}\right) & =\limsup _{n \rightarrow \infty} \sup _{\varepsilon_{s_{n+1}} \leq \varepsilon \leq \varepsilon_{s_{n}}} \frac{\log \bar{m}_{\Sigma^{(N)}}(\varepsilon)}{-\log \varepsilon} \\
& \leq \limsup _{n \rightarrow \infty} \frac{\log \bar{m}_{\Sigma^{(N)}}\left(\varepsilon_{s_{n+1}}\right)}{-\log \varepsilon_{s_{n}}} \\
& =\lim _{n \rightarrow \infty} \frac{\log \left(s_{n+2}+s_{n+1}\right)}{s_{n} \log 2} \\
& \leq \lim _{n \rightarrow \infty} \frac{\log c s_{n}^{\left(1+d_{0}+\delta\right)^{2}}}{s_{n} \log 2}=0
\end{aligned}
$$

where we use the properties of $\left(d_{0}+\delta\right)$-Roth numbers for all $\delta>0$ :

$$
s_{n+2} \leq c s_{n+1}^{1+d_{0}+\delta} \leq c s_{n}^{\left(1+d_{0}+\delta\right)^{2}}
$$

and the notation $c$ as an appropriate constant in each estimate.

As in the proof of Theorem 4.1, let $\left\{r_{n} / s_{n}\right\}$ be the convergents of $\zeta=\tau /(\tau+1)$. Since $\zeta$ and $\tau$ have the same c.f.s. from the second partial quotient, they have the same increasing rates of denominators of the convergents. For simple descriptions and argument we use the convergents of $\zeta$ instead of $\tau$ to describe the assumption on Liouville numbers.

Theorem 4.2. Under the same setting as in Theorem 4.1, assume that the frequency $\tau$ is a Liouville number such that there exists a subsequence $\left\{s_{n_{j}}\right\}$, which satisfies

$$
\begin{equation*}
s_{n_{j}+1} \geq L^{s_{n_{j}}} \tag{4.4}
\end{equation*}
$$

for a constant $L>1$. Then we have

$$
\begin{equation*}
\bar{d}_{r}\left(\Sigma^{(N)}\right) \geq \frac{\log L}{\log 2} \tag{4.5}
\end{equation*}
$$

and consequently, we obtain

$$
\begin{equation*}
\mathcal{G}\left(\Sigma^{(N)}\right) \geq \frac{\log L}{\log 2}>0 \tag{4.6}
\end{equation*}
$$

Remark 4.3. It follows from(4.4) that

$$
\left|\zeta-\frac{r_{n_{j}}}{s_{n_{j}}}\right| \leq \frac{1}{s_{n_{j}} L^{s_{n_{j}}}},
$$

which gives the extremely good approximation property ( $d_{0}=\infty$ ) by rational numbers.

Theorem 4.4. Under the same setting as in Theorem 4.1, assume that the frequency $\tau$ is a Liouville number such that there exists a subsequence $\left\{s_{l_{j}}\right\}$, which satisfies

$$
\begin{equation*}
s_{l_{j+1}+1} \leq L^{s_{l_{j}}} \tag{4.7}
\end{equation*}
$$

for a constant $L>1$. Then we have

$$
\begin{equation*}
\bar{d}_{r}\left(\Sigma^{(N)}\right) \leq \frac{\log L}{\log 2} \tag{4.8}
\end{equation*}
$$

and consequently, we obtain

$$
\begin{equation*}
h_{p}^{\infty}(u)=0 . \tag{4.9}
\end{equation*}
$$

Remark 4.5. The condition (4.4) and (4.7) are incompatible. In fact, let $s_{l_{i}}<$ $s_{n_{j}} \leq s_{l_{i+1}}$, then we can obtain the contradiction:

$$
L^{s_{n_{j}}} \leq s_{n_{j}+1} \leq s_{l_{i+1}+1} \leq L^{s_{l_{i}}}
$$

## References

1. B.Adamczewski and Y.Bugeaud, On the complexity of algebraic numbers II. Continued fractions, Acta Math. 195 (2005), 1-20.
2. Y.A.Khinchin, "Continued Fractions", the University of Chicago Press 1964. 28 \# 5037
3. M.Morse and G.A.Hedlund, Symbolic dynamics II- Sturmian trajectories, American Journal Math., 62 (1940), 1-42.
4. An.Muchnik, A.Semenov and M.Ushakov, Almost periodic sequences, Theoret. Comput. Sci. 304 (2003), no. 1-3, 1-33.
5. K.Naito, Dimension estimate of almost periodic attractors by simultaneous Diophantine approximation, J. Differential Equations, 141 (1997), 179-200.
6. , Recurrent dimensions of quasi-periodic solutions for nonlinear evolution equations, Trans. Amer. Math. Soc. 354 no. 3 (2002), 1137-1151.
7. _ Recurrent dimensions of quasi-periodic solutions for nonlinear evolution equations II: Gaps of dimensions and Diophantine conditions, Discrete and Continuous Dynamical Systems 11 (2004), 449-488.
8. , Classifications of Irrational Numbers and Recurrent Dimensions of Quasi-Periodic Orbits, J. Nonlinear Anal. Convex Anal. 5 (2004), 169-185.
9. K.Naito and Y.Nakamura, Recurrent dimensions and Diophantine conditions of discrete dynamical systems given by circle mappings, J. Nonlinear and Convex Analysis, 8 (2007), 105-120.
10._, Recurrent dimensions and Diophantine conditions of discrete dynamical systems given by circle mappings II, Yokohama M.J. 54 (2007), 13-30.
10. K.Naito, Entropy and recurrent dimensions of discrete dynamical systems given by the Gauss map, to appear in Proc. 1st Asian Conf. Nonlinear Analysis and Optimizations 2008.
11. Y.Pritykin, On almost periodicity criteria for morphic sequences in some particular cases, Developments in language theory, Lecture Notes in Comput. Sci. 4588, 361-370 Springer, Berlin, 2007.
12. W.M.Schmidt, "Diophantine Approximation", Springer Lecture Notes in Math. 785, 1980.
