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Preface

Vibronic couplings, or electron-molecular vibration couplings are ubiquitous in material science. Vibronic couplings play an important role in charge transport, superconductivity, chemical reaction, luminescence, etc. For example, in a charge-transport process, vibronic couplings inhibit the carrier transport and cause a power loss. Therefore molecules exhibiting weak vibronic couplings are preferable as a charge-transporting molecule. Recent development of nanoscience has enabled us to measure the current through a single molecule. Inelastic electron tunneling (IET) spectroscopy has provided a direct observation of the vibronic couplings in a single molecule electron transport. IET spectra are characteristic for molecules and IET spectroscopy can be a direct identification method for molecular species adsorbed on an electrode. Thus, precise understanding of vibronic couplings at the molecular scale is needed in science and engineering.

Vibronic coupling density (VCD) analysis provides a local picture of vibronic couplings in a molecule. Employing the analysis, the vibronic couplings of various molecules have been investigated, and the reason for the size of the vibronic coupling constants (VCCs) have been elucidated. The fundamental understanding of vibronic couplings at the molecular scale leads to molecular design through controlling vibronic couplings: vibronics.

The aim of this thesis is to analyze vibronic couplings in a charge-transport process, derive the guiding principles for designing effective charge-transporting molecules, and theoretically design novel charge-transporting molecules by controlling their vibronic couplings. In Part I of this thesis, through analyzing existing charge-transporting molecules, guiding principles for designing effective charge-transporting molecules are derived, and novel charge-transporting molecules are theoretically designed. In Part II, vibronic couplings in the charge-transport of metal-molecule-metal junctions are investigated employing the VCD analysis. In Part III, miscellaneous applications of the VCD analysis are discussed.

The author hopes that findings in this thesis could give effective guiding principles for designing charge-transporting molecules and molecular wires, and form the basis for the vibronics.
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0.1 Molecular Design of Charge-Transporting Materials

Organic light-emitting diodes (OLEDs) and organic field-effect transistors (OFETs) have received considerable attention because of their potential applications in low-cost, large area, light-weight, and flexible electronic devices.\textsuperscript{1-13} Since OLEDs and OFETs involve charge transport process, efficient charge-transporting materials are needed for the development of high-performance OLEDs and OFETs. One of the most important progress in engineering in recent years has been the development of molecular electronics.\textsuperscript{14-22} Molecular electronics aims to use a single molecule as a fundamental unit for electronics. Metal-molecule-metal junctions have been studied extensively towards future applications for molecular electronics. To realize molecular electronics it is necessary to understand the charge transport at the nanoscale.

Vibronic couplings, or electron-molecular vibration couplings are ubiquitous in material science. Vibronic coupling plays an important role in charge transport, superconductivity, chemical reaction, luminescence, etc. For example, in a charge-transport process, vibronic couplings inhibit the carrier transport and cause a power loss, and molecules exhibiting weak vibronic couplings are preferable as charge-transporting molecules. In the last two decades, intramolecular vibronic couplings of organic molecules have been studied extensively.\textsuperscript{23-50} However, little attention has been paid to designing charge-transporting materials by controlling vibronic couplings. The aim of this thesis is to analyze vibronic couplings in the charge-transport process, derive the guiding principles for designing effective charge-transporting molecules, and theoretically design novel charge-transporting molecules by controlling their vibronic couplings.
0.1.1 Hole-Transporting Materials for OLEDs

A typical multi-layer OLED consists of an anode (for example, indium-tin-oxide (ITO)), a hole-transport layer, an emitting layer, an electron-transport layer, and a cathode. Amorphous molecular materials or molecular glasses are attractive candidates for materials in OLEDs.\textsuperscript{51–59} The advantage of amorphous materials is the capability of large-area thin-film fabrication at low temperatures.

The hole-transport layers in OLEDs play a role of the assisting hole injection from the anode, preventing electrons from escaping from the emitting layer (blocking electrons), and transporting holes to the emitting layer (Fig. 1). Hence, the hole-transporting molecules should have a highest occupied molecular orbital (HOMO) energy close to the Fermi level of the anode $E_{F,A}$ and a lowest unoccupied molecular orbital (LUMO) energy higher than that of the emitting molecule, and exhibit a high-hole mobility. Since hole-transporting materials in OLEDs are used in their amorphous state, they should also exhibit a high glass-transition temperature $T_g$ to keep a device durability.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{energy_level_diagram.png}
\caption{Energy level diagram of a multi-layer OLED.}
\end{figure}
A number of compounds have been synthesized and used as the hole-transporting materials for OLEDs. Most of the hole-transporting molecules consist of triarylamine moieties. Among them, \( N, N'-\text{bis}(3\text{-methylphenyl})-N, N'-\text{diphenyl}-[1,1'-\text{biphenyl}]\)-4,4'-diamine (TPD, Fig. 2) has been one of the most widely used hole-transporting material because of its high-hole mobility (\( 1.0 \times 10^{-3} \text{ cm}^2\text{V}^{-1}\text{s}^{-1} \) at an electric field \( 1.5 \times 10^5 \text{ Vcm}^{-1} \) obtained using the time-of-flight (TOF) technique) and the electron-blocking property. However, since TPD exhibits a low glass transition temperature \( T_g \) (= 62°C), it lacks thermal stability. \( N, N', N'-\text{tetraphenylbenzidine (TAD), which has a chemical structure similar to that of TPD, exhibits a hole-transporting property, but easily crystallized because of its low } T_g \) (= 70°C). \( N, N'-\text{di(1-naphthyl)-}N, N'-\text{diphenyl-[1,1'-biphenyl]-4,4'-diamine (α-NPD), which exhibits higher } T_g \) (= 95°C) and better thermal stability than TPD, has been also used as a hole-transporting material in OLEDs.

Saragi et al. have shown that \( T_g \) of TPD/TAD/α-NPD raises by joining two TPD/TAD/α-NPD molecules through a spiro carbon center (Fig. 2). In general, introduction of bulky or heavy substituents and structurally rigid moieties, and enlargement of the molecular size have the effect of raising \( T_g \) and enhancing the thermal stability of amorphous materials.

![Figure 2: Hole-transporting materials for OLEDs.](image)
0.1.2 Electron-Transporting Materials for OLEDs

The electron-transport layers have a role of assisting the electron injection from the cathode, preventing holes from escaping from the emitting layer (blocking holes), and transporting electrons to the emitting layer (Fig. 1). Hence, the electron-transporting molecules should have a LUMO energy close to the Fermi level of the cathode $E_{FC}$ and a HOMO energy lower than that of the emitting molecule, and exhibit high-electron mobility. The electron-transporting molecules should also exhibit a high $T_g$.

While most of the hole-transporting molecules consist of triarylamine moieties, electron-transporting molecules consisting different structural units have been developed. The best-known electron-transporting molecule for OLEDs is tris-(8-hydroxyquinoline) aluminum(III) (Alq$_3$, Fig. 3), which has also been employed as a green emitter.$^{1,64}$ The electron mobility of Alq$_3$ is about $10^{-6}$–$10^{-5}$ cm$^2$V$^{-1}$s$^{-1}$.$^{65}$ Silole derivatives such as 2,5-bis-(2',2''-bipyridin-6-yl)-1,1-dimethyl-3,4-diphenylsilacyclopentadiene (PyPySPyPy), have been used as an electron-transporting material.$^{66-71}$ PyPySPyPy exhibits a mobility of $2 \times 10^{-4}$ cm$^2$V$^{-1}$s$^{-1}$, which is about ten times of that of Alq$_3$. 4,7-Diphenyl-1,10-phenanthroline (bathophenanthroline or BPhen) also exhibits electron-transporting properties.$^{72-75}$ 2,9-Dimethyl-4,7-diphenyl-1,10-phenanthroline (bathocuproine or BCP) functions as an electron transporting and hole-blocking material.$^{76,77}$ Electron mobilities of BPhen and BCP are comparable to those of hole-transporting materials such as TPD.$^{78}$

1,2,4-Triazole and 1,3,4-oxadiazole derivatives have been widely employed as electron-transporting materials for OLEDs.$^{61,78-88}$ Chemical structures of various triazole- and oxadiazole-based electron-transporting molecules are shown in Fig. 3. Although 3-(4-biphenylyl)-4-phenyl-5-(4-tert-butylphenyl)-1,2,4-triazole (TAZ)$^{61}$ and 2-(4-tert-butylphenyl)-5-(4-biphenylyl)-1,3,4-oxadiazole (PBD)$^{61,78-83,85,88}$ exhibit lower-electron mobilities than Alq$_3$, they display good hole-blocking properties. Kido et al. have shown that TAZ exhibits a better hole-blocking property than PBD.$^{61}$ 1,3-Bis(N,N-dimethylaminophenyl)-1,3,4-oxadiazole (OXD-8) has an ambipolar character: it displays a hole-transporting property as well as an electron-transporting property.$^{84}$ OXD-8 has also been known as a blue emitter.
Figure 3: Electron-transporting materials for OLEDs.

Organoboron compounds have electron-transporting characters,\textsuperscript{89-94} suggesting that boron atom plays a key role in electron-transporting process. 5,5′-Bis(dimesitylboryl)-2,2′-bithiophene (BMB-2T) and 5,5″-bis(dimesitylboryl)-2,2′:5′,2″-terthiophene (BMB-3T) have been used as electron-transport layers for OLEDs (Fig. 4).\textsuperscript{89} Amorphous states of BMB-2T and BMB-3T are thermally stable because $T_g$ of BMB-2T and BMB-3T are 107 and 115°C, respectively, which are sufficiently high for use in OLEDs.\textsuperscript{89}

Compounds containing triarylborane central core, tris(2,3,5,6-tetramethylphenyl)borane (TPhB), tris(2,3,5,6-tetramethylbiphenyl-4-yl)borane (TBPhB), tris(2,3,5,6-tetramethyl-1,1′:4′,1′″-terphenyl-4-yl)borane (TTPhB), and tris[2,3,5,6-tetramethyl-4-(1,1′:3′,1″-terphenyl-5′-yl)phenyl]borane (TTPhPhB) function as effective hole-blocking materials.\textsuperscript{93} $T_g$ of TPhB, TBPhB, TTPhB, and TTPhPhB are 63, 127, 163, and 183°C, respectively.\textsuperscript{93} This result clearly shows that the introduction of the bulky or heavy substituents raises $T_g$ and enhances the thermal stability of these amorphous materials. Recently, Tanaka et al. have reported that tris[3-(3-pyridyl)mesityl]borane (3TPYMB) exhibits electron mobility about ten times higher than that of Alq$_3$ and has hole-blocking property.\textsuperscript{94} Thus, triarylborane-based compounds are attractive candidates for electron-transporting and hole-blocking materials.

Charge balance of holes and electrons in emitting layers is a major factor that influences the device efficiency of OLEDs.\textsuperscript{95} Good charge balance lowers drive voltage and
the device efficiency of OLEDs. However, the electron mobilities of most of the electron-
transporting materials are lower than the hole mobilities of hole-transporting materials
such as TPD. Hence, to enhance the device efficiency it is necessary to develop electron-
transporting materials with a high-electron mobility and improve the charge balance in
OLEDs.

Figure 4: Boron-containing electron-transporting materials.
0.1.3 Organic Semiconductors for OFETs

Phthalocyanine and porphyrin derivatives have been widely investigated as p-type semiconductors for OFETs.\textsuperscript{96–118} Copper phthalocyanine (CuPc) is one of the most studied organic semiconductors (Fig. 5). The hole mobility of CuPc reaches $10^{-2}$ cm$^2$V$^{-1}$s$^{-1}$.\textsuperscript{97} The hole mobilities of porphyrin derivatives range between $10^{-6}$–$10^{-1}$ cm$^2$V$^{-1}$s$^{-1}$. Pt(OX) exhibits a hole mobility of $3.1 \times 10^{-1}$ cm$^2$V$^{-1}$s$^{-1}$, which is comparable to those of organic semiconductors, such as oligothiophenes.\textsuperscript{117}

Oligothiophenes and polythiophenes are promising materials for electronic devices. $\alpha, \alpha'$-oligothiophenes (denoted $\alpha$-$n$T, where $n$ is the number of thiophene rings) have been attracting much attention because of their good charge-transport properties, high chemical stability, and synthetic flexibility.\textsuperscript{119} $\alpha$-$n$T ($n$=3, 4, 5, 6, 8) thin films have been used as semiconductors in OFETs and organic thin-film transistors (OTFTs).\textsuperscript{98,120–133} Halik \textit{et al.} investigated that the effect of $\alpha$-6T alkyl side-chain length on mobility and reported that the measured carrier mobility to be 1.1 cm$^2$V$^{-1}$s$^{-1}$ for $\alpha, \alpha'$-diethylsexithiophene, which has the highest hole mobility other than pentacene.\textsuperscript{134}

OFETs using highly ordered pentacene and rubrene single crystals as semiconductors exhibit high hole mobilities of about 30 cm$^2$V$^{-1}$s$^{-1}$ at room temperature.\textsuperscript{134,135} Pentacene and rubrene satisfy the requirement for practical application: field-effect mobilities should be greater than 1 cm$^2$V$^{-1}$s$^{-1}$.\textsuperscript{58}

Figure 5: Semiconductors for OFETs.
0.1.4 Effects of Vibronic Coupling on Charge Transport

In a charge-transport process, intramolecular vibronic couplings cause inelastic scatterings of charge carriers, inhibit the charge transport, decrease the mobility, and generate a Joule heat. The vibronic couplings in a charge transport have been often discussed in terms of the Marcus’ theory.\textsuperscript{136-141} In the Marcus’ theory, the vibronic couplings are related to a reorganization energy. The reorganization energy quantitatively represents the strength of the vibronic couplings of a molecule as well as vibrational frequencies. Molecules with small reorganization energies are preferable for charge-transporting molecules.

In this thesis, we study effects of the vibronic couplings on a charge transport employing the non-equilibrium Green’s function (NEGF) method.\textsuperscript{142} The NEGF method has been widely used to simulate electronic transports in nanoscale systems such as metal-single molecule-metal junctions. In the NEGF theory, the strength of the inelastic scatterings due to the vibronic couplings are defined by the square of the corresponding electron-phonon coupling constants as described in the following section. In the NEGF theory, molecules with small electron-phonon coupling constants are preferable for charge-transporting molecules.

Recently, studies of the vibronic couplings have been extended to intermolecular transfer integrals. Coropceanu et al. have investigated effects of the vibronic couplings on the transfer integrals for a naphthalene crystal\textsuperscript{49} employing the Su-Schrieffer-Heeger (SSH) model,\textsuperscript{30,143-145} and pointed out the possibility that the intermolecular vibronic couplings assist charge transport, and enhance mobility. In this thesis, we focus on the effects of the intramolecular vibronic couplings on the charge transport.

0.1.5 Vibronic Coupling of Molecular Wire Conduction: Inelastic Electron Tunneling Spectra

Recent development of nanoscience has enabled us to measure a current through a single molecule and self-assembled monolayer (SAM). Our knowledge of the vibronic couplings in a charge-transport process has greatly increased in recent years, driven by improvements of inelastic electron tunneling (IET) spectroscopy.\textsuperscript{146,147} IET spectroscopy has provided a direct observation of the vibronic couplings in a charge transport process. IET spectra for metal-molecule-metal junctions or metal-SAM-metal junctions have been studied exten-
sively. The peak positions of an IET spectrum correspond to vibrational energies of a molecule that interacts with a carrier, and the peak heights reflect relative strength of the vibronic couplings. Thus, the IET spectra contain information about the vibronic couplings between the carrier and the molecular vibrations. The IET spectra are characteristic for molecules and the IET spectroscopy can serve as an identification method for molecular species adsorbed on an electrode. IET spectra are also useful for choosing a molecule when we construct a molecular wire junction, and therefore, a fundamental understanding of the IET spectra is needed for development of future nanoelectronics. IET spectra have been a subject of interest from the standpoints of both fundamental science and technology.

The selection rule for an IET spectrum is yet controversial. For oligo (phenylene ethynylene) (OPE), the ring mode and C≡C stretching mode show intense peaks; for oligo (vinylene ethynylene) (OPV), the ring mode and C=C stretching mode show intense peaks. This result shows that the carriers are scattered by the IR and Raman active modes. In contrast, the systematic experimental observation of the IET spectra for semifluorinated alkanethiol junctions has made it clear that the relative intensity of the spectra is not necessarily proportional to the calculated IR nor Raman intensities of the isolated semifluorinated alkanethiols. Using a scanning tunneling microscope (STM), Okabayashi et al. have measured high-resolution STM-IET spectra of alkanethiol SAMs and reported that the inelastic intermolecular scatterings are important in the electron tunneling in the SAMs. Troisi et al. have estimated peak intensities in IET spectra by calculating the first derivative of the Green’s function with respect to the normal mode coordinates, and concluded that only the totally symmetric modes show peak when a single tunneling channel is available.

One of the purpose of this thesis is to provide an understanding of the relative intensities in IET spectra.
0.2 Theory

In this section, the method of analyzing vibronic couplings and calculating IET spectra are described.

0.2.1 Vibronic Coupling Constant and Vibronic Coupling Density

The molecular Hamiltonian is given by

\[ H(r, R) = H_e(r, R) + T_n(R), \]

where \( H_e(r, R) \) is an electronic Hamiltonian, \( T_n(R) \) is the nuclear kinetic operator, and \( r \) and \( R \) are sets of electronic and nuclear coordinates, respectively. The electronic Hamiltonian \( H_e(r, R) \) is the sum of the electronic kinetic, the electronic-electronic, the electronic–nuclear, and the nuclear–nuclear operators. Employing the Herzberg–Teller expansion, \( H_e(r, R) \) is expressed as

\[ H_e(r, R) = H_e(r, R_0) + \sum_{\alpha} \left( \frac{\partial H_e(r, R)}{\partial Q_{\alpha}} \right)_{R_0} Q_{\alpha} + \cdots, \]

where \( \{Q_{\alpha}\} \) is a set of mass-weighted normal coordinates for the \( \alpha^{th} \) vibrational mode and \( R_0 \) is the nuclear configuration of the equilibrium geometry for the reference system.

Once an equilibrium nuclear configuration \( R_0 \) and vibrational frequencies of the molecule are obtained, we can calculate the VCC \( V_{ij}^\alpha \) for the \( \alpha^{th} \) mode:

\[ V_{ij}^\alpha = \left\langle \Psi_i(r, R_0) \left| \left( \frac{\partial H_e(r, R)}{\partial Q_{\alpha}} \right)_{R=R_0} \right| \Psi_j(r, R_0) \right\rangle, \]

where \( |\Psi_i\rangle \) is the state in which an electron or a hole is generated in the \( i^{th} \) molecular orbital of the molecule.

\( \partial/\partial Q_{\alpha} \) can be written as

\[ \frac{\partial}{\partial Q_{\alpha}} = \sum_A \frac{e_A^{(\alpha)}}{\sqrt{M_A}} \cdot \frac{\partial}{\partial R}, \]

where \( M_A \) is the mass of nucleus \( A \), and \( e_A^{(\alpha)} \) is the \( A^{th} \) component of a vibrational vector of the \( \alpha^{th} \) vibrational mode in the mass-weighted coordinates \( Q_{\alpha} \). \( e_A^{(\alpha)} \) is a 3D vector and represents the relative displacement of nucleus \( A \) for the \( \alpha^{th} \) mode. The three components
of $\mathbf{e}_A^{(\alpha)}$ represent displacements of nucleus $A$ along the $x$, $y$, and $z$ axes, and are denoted as

$$
\mathbf{e}_A^{(\alpha)} = \left( e_{A,1}^{(\alpha)}, e_{A,2}^{(\alpha)}, e_{A,3}^{(\alpha)} \right).
$$

Substituting Eq. (4) into Eq. (3), we obtain

$$
V_{ij} = \sum_A \frac{1}{\sqrt{M_A}} \mathbf{e}_A^{(\alpha)} \cdot \left \langle \Psi_i \left( \mathbf{r}, R_0 \right) \left| \left( \frac{\partial \mathcal{H}_e (\mathbf{r}, \mathbf{R})}{\partial \mathbf{R}} \right)_{R_0} \right| \Psi_j \left( \mathbf{r}, R_0 \right) \right \rangle
$$

$$
= \sum_A V_{ij,A}^\alpha,
$$

(6)

where $V_{ij,A}^\alpha$ is the atomic vibronic coupling constant (AVCC) for atom $A$, and represents the contribution to the VCC $V_{ij}^\alpha$ from atom $A$.

For $i = j$, $V_i^\alpha (\equiv V_{ii}^\alpha)$ can be written in terms of the electron-density difference $\Delta \rho_i$ and the one-electron part of the derivative of the nuclear–electronic potential $v_\alpha$:

$$
V_i^\alpha = \int \Delta \rho_i (\mathbf{x}) \times v_\alpha (\mathbf{x}) \, d\mathbf{x},
$$

(7)

where

$$
\Delta \rho_i (\mathbf{x}) = \rho_i (\mathbf{x}) - \rho_0 (\mathbf{x}),
$$

(8)

$$
v_\alpha (\mathbf{x}) = \frac{\partial}{\partial Q_\alpha} \frac{Z_A}{|\mathbf{x} - \mathbf{R}_A|} = - \sum_A \frac{Z_A}{\sqrt{M_A}} e_A^{(\alpha)} \cdot \frac{\mathbf{x} - \mathbf{R}_A}{|\mathbf{x} - \mathbf{R}_A|^3},
$$

(9)

and $\rho_i (\mathbf{x})$ and $\rho_0 (\mathbf{x})$ represent the electron densities for the state $|\Psi_i\rangle$ and reference system, respectively. $\mathbf{x}$ denotes a position of electron in three-dimensional space, and $Z_A$ is the atomic number of nucleus $A$. The product $\Delta \rho_i (\mathbf{x}) \times v_\alpha (\mathbf{x})$ is called the VCD and is expressed as

$$
\eta_i^\alpha (\mathbf{x}) = \Delta \rho_i (\mathbf{x}) \times v_\alpha (\mathbf{x}).
$$

(10)

The VCD provides a local picture of vibronic coupling in a molecule.

The contribution from atom $A$ to $\eta_i^\alpha (\mathbf{x})$ is described by the atomic vibronic coupling density (AVCD) $\eta_{i,A}^\alpha (\mathbf{x})$, which is given by

$$
\eta_{i,A}^\alpha (\mathbf{x}) = \Delta \rho_i (\mathbf{x}) \times \left( - \frac{Z_A}{\sqrt{M_A}} e_A^{(\alpha)} \cdot \frac{\mathbf{x} - \mathbf{R}_A}{|\mathbf{x} - \mathbf{R}_A|^3} \right)
$$

$$
= \Delta \rho_i (\mathbf{x}) \times v_{\alpha,A} (\mathbf{x}).
$$

(11)
In integration over space of the AVCD yields the AVCC $V_{i,A}^\alpha$:

$$V_{i,A}^\alpha = \int \eta_{i,A}^\alpha (x) \, dx.$$  \hspace{1cm} (12)

$\eta_{i}^\alpha$ gives a local picture of the vibronic coupling in a molecule. Since $\Delta \rho_i$ represents change in the electronic structure, while $v_\alpha$ represents the vibrational structure, we can relate $V_{i}^\alpha$ to the electronic and vibrational structures by analyzing $\eta_{i}^\alpha$.

$\Delta \rho_i$ has a great influence on the strength of vibronic couplings. In general, $V_{i}^\alpha$ is small when $\Delta \rho_i$ is strongly localized on atoms. By contrast, $V_{i}^\alpha$ is large when $\Delta \rho_i$ is largely delocalized on bonds. Figure 6 illustrates this trend. We consider here the vibronic coupling around the atom $A$. $v_{\alpha,A}$ is almost antisymmetric around the atom $A$ per Eq. (11). In the case where $\Delta \rho_i$ is strongly localized on the atom $A$ (Fig. 6(a)), $\Delta \rho_i$ overlaps with the negative and positive regions of $v_{\alpha,A}$. Consequently, $\eta_{i,A}^\alpha$ is antisymmetric around the atom $A$. The cancellation of $\eta_{i,A}^\alpha$ leads to small $V_{i,A}^\alpha$. Thus, the strong localization of $\Delta \rho_i$ on atoms leads to small $V_{i,A}^\alpha$ values and hence, a small $V_{i}^\alpha$.

On the other hand, in the case where $\Delta \rho_i$ is largely delocalized on a bond (Fig. 6(b)), $\Delta \rho_i$ overlaps significantly with the negative region of $v_{\alpha,A}$ on the bond, while it overlaps slightly with the positive region of $v_{\alpha,A}$. Hence, the positive region of $\eta_{i,A}^\alpha$ is larger than the negative region, and $V_{i,A}^\alpha$ has a large positive value. Thus, the large delocalization of $\Delta \rho_i$ on bonds leads to large $V_{i,A}^\alpha$ values and consequently, a large $V_{i}^\alpha$.

Examples of the former case (in which $\Delta \rho_i$ is strongly localized on atoms) are TPA, TPD, carbazole, and free-base porphin cations (Chapter 1–3 in Part I and Chapter 2 in Part III). Those of the latter case (in which $\Delta \rho_i$ is delocalized on bonds) are biphenyl, fluorene, and $\alpha$-oligothiophenes cations (Chapter 3 in Part I and Chapter 1 in Part II).
Figure 6: Schematic representation of atomic vibronic coupling density $\eta_{i,\alpha}$. (a) In the case where $\Delta \rho_i$ is strongly localized on the atom $A$; (b) in the case where $\Delta \rho_i$ is largely delocalized on the bond. $v_{\alpha, A}$ is a contribution of the atom $A$ to the one-electron part of the derivative of the nuclear–electronic potential $v_\alpha$ (Eq. (11)). Dark-gray regions are negative; white regions are positive.
0.2.2 Non-equilibrium Green’s Function Formalism

An IET spectrum can be calculated employing the NEGF method. The NEGF method has been widely used to investigate an electronic transport through a molecular wire linked with electrodes. The Hamiltonian for an electrode-molecule-electrode junction is written in the second quantization form as

\[
\mathcal{H} = \mathcal{H}_{e} + \mathcal{V}_{L} + \mathcal{V}_{R} + \mathcal{H}_{\text{vib}} + \mathcal{H}_{\text{vibro}},
\]

where

\[
\mathcal{H}_{e} = \sum_{i} \epsilon_{i} c_{i}^{\dagger} c_{i},
\]

(14)

\[
\mathcal{H}_{L} = \sum_{l} \epsilon_{l} c_{l}^{\dagger} c_{l},
\]

(15)

\[
\mathcal{H}_{R} = \sum_{r} \epsilon_{r} c_{r}^{\dagger} c_{r},
\]

(16)

\[
\mathcal{V}_{L} = \sum_{i,l} \tau_{il} \left( c_{l}^{\dagger} c_{l} + c_{l}^{\dagger} c_{l} \right),
\]

(17)

\[
\mathcal{V}_{R} = \sum_{i,r} \tau_{ir} \left( c_{r}^{\dagger} c_{r} + c_{r}^{\dagger} c_{r} \right),
\]

(18)

\[
\mathcal{H}_{\text{vib}} = \sum_{\alpha} \hbar \omega_{\alpha} \left( b_{\alpha}^{\dagger} b_{\alpha} + \frac{1}{2} \right),
\]

(19)

\[
\mathcal{H}_{\text{vibro}} = \sum_{i,\alpha} \chi_{i}^{\alpha} c_{i}^{\dagger} c_{i} \left( b_{\alpha} + b_{\alpha}^{\dagger} \right).
\]

(20)

\(\mathcal{H}_{e}\) is the electronic Hamiltonian for the molecule, \(\mathcal{H}_{L/R}\) is the electronic Hamiltonian for the left/right electrode, \(\mathcal{H}_{\text{vib}}\) is the Hamiltonian of the molecular vibrations, and \(\mathcal{H}_{\text{vibro}}\) is the vibronic couplings with the molecular vibrations. \(\mathcal{V}_{L/R}\) is the electronic coupling between the molecule and left/right electrode. \(c_{i}^{\dagger}\) and \(c_{i}\) are electron creation and annihilation operators in the \(i^{th}\) molecular orbital, respectively, and \(b_{\alpha}^{\dagger}\) and \(b_{\alpha}\) denote a phonon creation/annihilation operators of the \(\alpha^{th}\) mode, respectively. \(\epsilon_{i}\) is the orbital energy of the molecule, \(\epsilon_{l/r}\) is the eigenenergy of the left/right electrode, and \(\omega_{\alpha}\) is the frequency of the \(\alpha^{th}\) mode. \(\tau_{il}\) and \(\tau_{ir}\) are the transfer integrals between the orbital states of the molecule and the electrodes. \(\chi_{i}^{\alpha}\) is the electron-phonon coupling constant, and can be written in terms of the VCC \(V_{i}^{\alpha}\):

\[
\chi_{i}^{\alpha} = \sqrt{\frac{\hbar}{2\omega_{\alpha}}} V_{i}^{\alpha}.
\]
Heisenberg equations \(i\hbar \frac{d}{dt} \mathcal{O} = [\mathcal{O}, \mathcal{H}]\) are obtained from Eq. (13) as

\[
i\hbar \frac{d}{dt} c_i = \epsilon_i c_i + \sum_l \tau_{il} c_l + \sum_r \tau_{ir} c_r + \sum_\alpha \lambda^\alpha_i c_i (b_\alpha + b_\alpha^\dagger), \quad (22)
\]

\[
i\hbar \frac{d}{dt} c_l = \epsilon_l c_l + \sum_i \tau_{il} c_i, \quad (23)
\]

\[
i\hbar \frac{d}{dt} c_r = \epsilon_r c_r + \sum_i \tau_{ir} c_i, \quad (24)
\]

\[
i\hbar \frac{d}{dt} b_\alpha = \hbar \omega_\alpha b_\alpha + \sum_i \lambda^\alpha_i c_i^\dagger c_i. \quad (25)
\]

Eq. (22) contains the electrode and vibration operators, \(c_l, c_r, c_\alpha b_\alpha,\) and \(c_\alpha b_\alpha^\dagger\). These operators can be expressed employing Green’s functions of the differential operators appearing in Eqs. (23)-(25).

The Green’s functions for the differential equations appearing in Eqs. (23) and (24) are defined by

\[
i\hbar \frac{d}{dt} g_{ll}^L(t, t') - (\epsilon_l - i\eta) g_{ll}^L(t, t') = \delta(t - t'), \quad (26)
\]

\[
i\hbar \frac{d}{dt} g_{rr}^R(t, t') - (\epsilon_r - i\eta) g_{rr}^R(t, t') = \delta(t - t'). \quad (27)
\]

The solutions of Eqs. (26) and (27) are expressed as

\[
g_{ll}^L(t, t') = \frac{1}{i\hbar} \Theta(t - t') \exp \left[ -i\frac{(\epsilon_l - i\eta)}{\hbar} (t - t') \right], \quad (28)
\]

\[
g_{rr}^R(t, t') = \frac{1}{i\hbar} \Theta(t - t') \exp \left[ -i\frac{(\epsilon_r - i\eta)}{\hbar} (t - t') \right]. \quad (29)
\]

where \(\Theta(t - t')\) is the Heaviside function,

\[
\Theta(t - t') = \begin{cases} 
1 & (t - t' > 0), \\
0 & (t - t' < 0),
\end{cases} \quad (30)
\]

and \(\eta\) is a positive infinitesimal such that \(\eta \times \infty = \infty\). The solutions of Eqs. (23) and (24) can be written as

\[
c_l(t) = C_l(t) + \sum_j \int_{-\infty}^{+\infty} dt' g_{ll}^L(t, t') \tau_{jl} c_j(t'), \quad (31)
\]

\[
c_r(t) = C_r(t) + \sum_j \int_{-\infty}^{+\infty} dt' g_{rr}^R(t, t') \tau_{jr} c_j(t'). \quad (32)
\]

Here \(C_l\) and \(C_r\) denote electron annihilation operators for the isolated left and right electrode, respectively:

\[
i\hbar \frac{d}{dt} C_l = \epsilon_l C_l, \quad (33)
\]

\[
i\hbar \frac{d}{dt} C_r = \epsilon_r C_r. \quad (34)
\]
The equation for $c_i b_\alpha$ is given by
\[
\left(\frac{i\hbar}{\hbar} \frac{d}{dt}\right) (c_i b_\alpha) = \left(\frac{i\hbar}{\hbar} \frac{d}{dt} c_i\right) b_\alpha + c_i \left(\frac{i\hbar}{\hbar} \frac{d}{dt} b_\alpha\right)
\]
\[= \left\{ \epsilon_i c_i + \sum_l \tau_{il} c_i + \sum_r \tau_{ir} c_r + \sum_\beta \lambda_{\beta i}^2 c_i \left( b_\beta + b_\beta^\dagger \right) \right\} b_\alpha + c_i \left( \hbar \omega_\alpha b_\alpha + \sum_j \lambda_{\alpha j}^a c_j^\dagger c_j \right). \tag{35}\]

Using the following relations between the field operators
\[
c_i^\dagger c_j + c_j c_i^\dagger = \delta_{ij}, \tag{36}\]
\[
b_\alpha b_\beta^\dagger - b_\beta^\dagger b_\alpha = \delta_{\alpha\beta}, \tag{37}\]
and replacing the products of operators by their average values (it should be noted that $\langle c_i b_\alpha \rangle = 0$ and $\langle c_i b_\alpha \rangle = 0$), we can obtain
\[
\left(\frac{i\hbar}{\hbar} \frac{d}{dt}\right) (c_i b_\alpha) - (\epsilon_i + \hbar \omega_\alpha) c_i b_\alpha = \sum_{i,j,\beta} \lambda_{\beta i}^2 \left( \langle b_\beta^\dagger b_\alpha \rangle \langle c_j^\dagger c_i \rangle + \langle c_i c_j^\dagger \rangle \langle b_\alpha b_\beta^\dagger \rangle \right) c_j. \tag{38}\]

The Green’s function for the differential operator in Eq. (38) is defined by
\[
\left(\frac{i\hbar}{\hbar} \frac{d}{dt}\right) g_{a\alpha}^{(+)}(t, t') - (\epsilon_i + \hbar \omega_\alpha - i\eta) g_{a\alpha}^{(+)}(t, t') = \delta(t - t'), \tag{39}\]
and
\[
g_{a\alpha}^{ (+ )}(t, t') = \frac{1}{i\hbar} \Theta(t - t') \exp \left[ -i (\epsilon_i + \hbar \omega_\alpha - i\eta) \left( t - t' \right) \right]. \tag{40}\]

Using the Green’s function (40), the solution of Eq. (38) is given by
\[
c_i(t) b_\alpha(t) = C_i(t) B_\alpha(t) + \int_{-\infty}^{+\infty} dt' \sum_{j,\beta} c_j(t') \lambda_{\beta j}^\alpha \langle b_\beta^\dagger(t') b_\alpha(t) \rangle \langle c_j^\dagger(t') c_i(t') \rangle \]
\[+ \langle c_i(t') c_j^\dagger(t') \rangle \langle b_\alpha(t') b_\beta^\dagger(t') \rangle, \tag{41}\]
where
\[
\left(\frac{i\hbar}{\hbar} \frac{d}{dt}\right) \{ C_i(t) B_\alpha(t) \} = (\epsilon_i + \hbar \omega_\alpha) C_i(t) B_\alpha(t). \tag{42}\]

Since, in the lowest-order,
\[
g_{a\alpha}^{(+)}(t, t') \approx \frac{1}{i\hbar} \Theta(t - t'), \tag{43}\]
and
\[
g_{a\alpha}^{ (+ )}(t, t') c_i(t') b_\alpha(t') \approx \frac{1}{i\hbar} \Theta(t - t') c_i(t') b_\alpha(t') = \frac{1}{i\hbar} \Theta(t - t') c_i(t) b_\alpha(t), \tag{44}\]
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the solution for \( c_i b_\alpha \) can be written as

\[
c_i(t) b_\alpha(t) = C_i(t) B_\alpha(t) + \int_{-\infty}^{+\infty} dt' \sum_{j, \beta} c_j(t') \lambda_j^\beta \frac{1}{i \hbar} \Theta(t - t') \left\{ \left\langle b_{j'}^\dagger(t') b_\alpha(t) \right\rangle \left\langle c_j^\dagger(t') c_i(t) \right\rangle + \left\langle c_i(t') c_j^\dagger(t') \right\rangle \left\langle b_{j'}(t) b_\alpha(t) \right\rangle \right\} \\
+ \left\langle c_i(t') c_j^\dagger(t') \right\rangle \left\langle b_{j'}^\dagger(t') b_\alpha(t) \right\rangle \right\}
\]

\[
= C_i(t) B_\alpha(t) + \frac{\hbar}{i} \int_{-\infty}^{+\infty} dt' \sum_{j, \beta} c_j(t') \lambda_j^\beta \Theta(t - t') \left\{ G_{\alpha \beta}^{ab}(t, t') G_{ij}(t, t') \right\} + G_{ij}^n(t, t') G_{\alpha \beta}^{\text{em}}(t, t'),
\]

where

\[
G_{\alpha \beta}^{ab}(t, t') := \frac{\left\langle b_{j'}^\dagger(t') b_\alpha(t) \right\rangle}{\hbar},
\]

\[
G_{\alpha \beta}^{\text{em}}(t, t') := \frac{\left\langle b_\alpha(t) b_{j'}^\dagger(t') \right\rangle}{\hbar},
\]

\[
G_{ij}^p(t, t') := \frac{\left\langle c_i(t') c_j^\dagger(t') \right\rangle}{\hbar},
\]

\[
G_{ij}^n(t, t') := \frac{\left\langle c_j^\dagger(t') c_i(t) \right\rangle}{\hbar}.
\]

\( G^a \) and \( G^p \) are called an electron and hole correlation function, respectively. \( c_i b_\alpha^\dagger \) is obtained in a similar manner:

\[
c_i(t) b_\alpha^\dagger(t) = C_i(t) B_\alpha^\dagger(t) + \int_{-\infty}^{+\infty} dt' \sum_{j, \beta} c_j(t') \lambda_j^\beta g_{\alpha}^{(-)}(t, t') \left\{ \left\langle b_{j'}(t') b_\alpha^\dagger(t) \right\rangle \left\langle c_j^\dagger(t') c_i(t) \right\rangle + \left\langle c_i(t') c_j^\dagger(t') \right\rangle \left\langle b_{j'}^\dagger(t') b_\alpha(t) \right\rangle \right\},
\]

where

\[
\frac{i \hbar}{d dt} \left\{ C_i(t) B_\alpha^\dagger(t) \right\} = (\epsilon_i - \hbar \omega_\alpha) C_i(t) B_\alpha^\dagger(t).
\]

Green’s function \( g_{\alpha}^{(-)}(t, t') \) is defined by

\[
\frac{i \hbar}{d dt} g_{\alpha}^{(-)}(t, t') - (\epsilon_i - \hbar \omega_\alpha - i \eta) g_{\alpha}^{(-)}(t, t') = \delta(t - t'),
\]

and

\[
g_{\alpha}^{(-)}(t, t') = \frac{1}{i \hbar} \Theta(t - t') \exp \left[ -i \frac{\epsilon_i - \hbar \omega_\alpha - i \eta}{\hbar} (t - t') \right].
\]

Since, in the lowest-order,

\[
g_{\alpha}^{(-)}(t, t') c_i(t') b_\alpha^\dagger(t) \approx \frac{1}{i \hbar} \Theta(t - t') c_i(t') b_\alpha^\dagger(t) = \frac{1}{i \hbar} \Theta(t - t') c_i(t) b_\alpha^\dagger(t),
\]
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the solution can be written as
\[ c_i(t)b_j^\dagger(t) = C_i(t)B_{\alpha}^\dagger(t) + \frac{\hbar}{i} \int_{-\infty}^{+\infty} dt' \sum_{j,\beta} c_j(t') \lambda_j^\beta \Theta(t - t') \left\{ G_{\beta\alpha}^m(t', t)G_{ij}^n(t, t') + G_{ij}^p(t, t')G_{\beta\alpha}^{ab}(t', t) \right\}. \] (56)

Substituting (46) and (56) into (22), we obtain the following equation for the field operator \( c_i \):
\[ i\hbar \frac{d}{dt} c_i(t) - \epsilon_i c_i(t) - \sum_j \int_{-\infty}^{+\infty} dt' \Sigma_{ij}(t, t') c_j(t') = S_i(t), \] (57)
where
\[ \Sigma(t, t') := \Sigma_L(t, t') + \Sigma_R(t, t') + \Sigma_S(t, t'), \] (58)
\[ \Sigma_L(t, t') := \tau_L g_L \tau_L^\dagger, \] (59)
\[ \Sigma_R(t, t') := \tau_R g_R \tau_R^\dagger, \] (60)
\[ (g_L)_{ij}(t, t') := \delta_{ij} g_L^{0}(t, t'), \] (61)
\[ (g_R)_{rr'}(t, t') := \delta_{rr'} g_R^{0}(t, t'), \] (62)
\[ \Sigma_S(t, t') := \frac{\hbar}{i} \Theta(t - t') \sum_{\alpha, \beta} \lambda_\alpha^\beta \left\{ G_{\alpha\beta}^{a0}(t, t')G_{ij}^m(t, t') + G_{ij}^p(t, t')G_{\alpha\beta}^{ab}(t', t) \right\}. \] (63)
\[ S_i(t) := S_i^L(t) + S_i^R(t) + S_i^S(t), \] (64)
\[ S_i^L(t) := \sum_l \tau_l C_l(t), \] (65)
\[ S_i^R(t) := \sum_r \tau_r C_r(t), \] (66)
\[ S_i^S(t) := \sum_\alpha \lambda_\alpha^\alpha C_\alpha(t) \left\{ B_\alpha(t) + B_\alpha^\dagger(t) \right\}. \] (67)

\( \Sigma_L, \Sigma_R, \) and \( \Sigma_S \) are self-energies for the left electrode, right electrode, and vibronic couplings, respectively, and \( \Sigma \) is a total self-energy. \( S_i^L, S_i^R, \) and \( S_i^S \) are source terms which represent an excitation from the left electrode, right electrode, and vibronic couplings, respectively, and \( S_i \) is a sum of these excitations.

The Green’s function for the differential operator in Eq.(57) is defined by
\[ i\hbar \frac{d}{dt} G_{ik}(t, t_1) - \epsilon_i G_{ik}(t, t_1) - \sum_j \int_{-\infty}^{+\infty} dt' \Sigma_{ij}(t, t') G_{jk}(t', t_1) = \delta_{ik}\delta(t - t_1). \] (68)

Using the Green’s function (68), the field operator \( c_i \) is obtained as
\[ c_i(t) = \sum_k \int_{-\infty}^{+\infty} dt_1 G_{ik}(t, t_1) S_k(t_1). \] (69)
Assuming the electrodes are in thermal equilibrium, electron correlation function $g_{n}^{L}(t,t')$ and hole correlation function $g_{p}^{L}(t,t')$ in the isolated left contact are given by

$$
(g_{n}^{L})_{ll'}(t,t') := \frac{\langle C_{l}^{\dagger}(t')C_{l}(t) \rangle}{\hbar} = \delta_{ll'} \frac{f_{l}}{\hbar} \exp \left[ -i \frac{\epsilon_{l}}{\hbar} (t - t') - \frac{\eta}{\hbar} |t - t'| \right],
$$

and

$$
(g_{p}^{L})_{ll'}(t,t') := \frac{\langle C_{l}(t)C_{l}^{\dagger}(t') \rangle}{\hbar} = \delta_{ll'} \frac{1 - f_{l}}{\hbar} \exp \left[ -i \frac{\epsilon_{l}}{\hbar} (t - t') - \frac{\eta}{\hbar} |t - t'| \right],
$$

respectively, where $f_{l}$ is the left Fermi distribution function:

$$f_{l} = \frac{1}{1 + \exp \left( \frac{\mu_{L} - \epsilon_{l}}{k_{B}T} \right)}.
$$

Here $\mu_{L}$ is the electrochemical potential of the left electrode, $k_{B}$ the Boltzmann constant, and $T$ temperature of the entire system. Insckattering function and outscattering functions in the left electrode are defined by

$$
(\Sigma_{L}^{in})_{ij}(t,t') := \frac{\langle S_{j}^{L}(t')S_{i}^{L}(t) \rangle}{\hbar} = \sum_{l,l'} \tau_{il} \langle C_{l}^{\dagger}(t')C_{l}(t) \rangle \tau_{jil'},
$$

and

$$
(\Sigma_{L}^{out})_{ij}(t,t') := \frac{\langle S_{j}^{L}(t)S_{i}^{L}(t') \rangle}{\hbar} = \sum_{l,l'} \tau_{il} \langle C_{l}(t)C_{l}^{\dagger}(t') \rangle \tau_{jil'}.
$$

In the matrix notation, the insckattering function and outscattering function can be written as

$$
\Sigma_{L}^{in}(t,t') = \tau_{L} g_{L}(t,t')^{\dagger},
$$
\[ \Sigma_{L}^{\text{out}}(t,t') = \tau_{L}g_{L}^{\text{R}}(t,t')\tau_{L}^{\dagger}. \]  

Inscattering function and outscattering function for the right electrode are defined by

\[ \Sigma_{R}^{\text{in}}(t,t') = \tau_{R}g_{R}^{\text{R}}(t,t')\tau_{R}^{\dagger}, \]

\[ \Sigma_{R}^{\text{out}}(t,t') = \tau_{R}g_{R}^{\text{P}}(t,t')\tau_{R}^{\dagger}, \]

where

\[ (g_{R}^{\text{R}})_{rr'}(t,t') := \left\langle \frac{C_{rr'}^{\dagger}(t')C_{r}(t)}{\hbar} \right\rangle \]

\[ = \delta_{rr'} \frac{f_{r}}{\hbar} \exp \left[ -i \frac{\varepsilon_{r}}{\hbar} (t - t') - \frac{\eta}{\hbar} |t - t'| \right], \]  

and

\[ (g_{R}^{\text{P}})_{rr'}(t,t') := \left\langle \frac{C_{r}(t)C_{rr'}^{\dagger}(t')}{\hbar} \right\rangle \]

\[ = \delta_{rr'} \left( 1 - \frac{1}{\hbar} \right) \exp \left[ -i \frac{\varepsilon_{r}}{\hbar} (t - t') - \frac{\eta}{\hbar} |t - t'| \right]. \]

Inscattering function and outscattering function for the vibronic couplings are defined by

\[ (\Sigma_{S}^{\text{in}})_{ij}(t,t') := \left\langle \frac{S_{j}^{\dagger}(t')S_{i}(t)}{\hbar} \right\rangle, \]

and

\[ (\Sigma_{S}^{\text{out}})_{ij}(t,t') := \left\langle \frac{S_{i}(t)S_{j}^{\dagger}(t')}{\hbar} \right\rangle, \]

which yields

\[ (\Sigma_{S}^{\text{in}})_{ij}(t,t') = \hbar \sum_{a,b} \chi_{a}^{i} \chi_{b}^{j} \left\{ G_{ij}^{m}(t,t')g_{ab}^{\text{em}}(t,t') + G_{ij}^{n}(t,t')g_{ab}^{\text{em}}(t',t) \right\}, \]

\[ (\Sigma_{S}^{\text{out}})_{ij}(t,t') = \hbar \sum_{a,b} \chi_{a}^{i} \chi_{b}^{j} \left\{ G_{ij}^{p}(t,t')g_{ab}^{\text{em}}(t,t') + G_{ij}^{p}(t,t')g_{ab}^{\text{em}}(t',t) \right\}, \]

where

\[ g_{ab}^{\text{em}}(t,t') = \delta_{ab} \frac{N_{a}}{\hbar} \exp \left[ -i \omega_{a} (t - t') - \frac{\eta}{\hbar} |t - t'| \right], \]

\[ g_{ab}^{\text{em}}(t,t') = \delta_{ab} \frac{(N_{a} + 1)}{\hbar} \exp \left[ -i \omega_{a} (t - t') - \frac{\eta}{\hbar} |t - t'| \right], \]

and \( N_{a} \) is the Bose distribution function:

\[ N_{a} = \frac{1}{\exp \left( \frac{\hbar \omega_{a}}{k_{B}T} \right) - 1}. \]
Electron correlation function in the molecule is obtained as
\[
G_{ij}^n(t, t') = \left\langle c_j(t') c_i(t) \right\rangle / \hbar = \sum_{m,n} \int^{+\infty}_{-\infty} dt_1 \int^{+\infty}_{-\infty} dt_2 G_{im}(t, t_1) G^*_{jn}(t', t_2) \left\langle S^\dagger_n(t_2) S_m(t_1) \right\rangle / \hbar.
\] (88)
This is written in the matrix form:
\[
G^n(t, t') = \int^{+\infty}_{-\infty} dt_1 \int^{+\infty}_{-\infty} dt_2 G(t, t_1) \Sigma^{\text{in}}(t_1, t_2) G^\dagger(t_2, t'),
\] (89)
where
\[
(G^\dagger)_{nj}(t_2, t') := G^*_{jn}(t', t_2),
\] (90)
and
\[
(\Sigma^{\text{in}})_{mn}(t_1, t_2) := \left\langle S^\dagger_n(t_2) S_m(t_1) \right\rangle / \hbar,
\] (91)
which is called a total inscattering function. The total inscattering function can be written as
\[
\Sigma^{\text{in}}(t_1, t_2) = \Sigma^{\text{in}}_L(t_1, t_2) + \Sigma^{\text{in}}_R(t_1, t_2) + \Sigma^{\text{in}}_S(t_1, t_2).
\] (92)
Hole correlation function is written as
\[
G^p_{ij}(t, t') = \left\langle c_i(t) c^\dagger_j(t') \right\rangle / \hbar = \sum_{m,n} \int^{+\infty}_{-\infty} dt_1 \int^{+\infty}_{-\infty} dt_2 G^*_j(t_1, t) G_{jm}(t', t_2) \left\langle S_m(t_1) S^\dagger_n(t_2) \right\rangle / \hbar.
\] (93)
which is written in the matrix form:
\[
G^p(t, t') = \int^{+\infty}_{-\infty} dt_1 \int^{+\infty}_{-\infty} dt_2 G(t, t_1) \Sigma^{\text{out}}(t_1, t_2) G^\dagger(t_2, t'),
\] (94)
where
\[
(\Sigma^{\text{out}})_{mn}(t_1, t_2) := \left\langle S_m(t_1) S^\dagger_n(t_2) \right\rangle / \hbar.
\] (95)
\Sigma^{\text{out}} is called a total outscattering function. The total outscattering function can be written as
\[
\Sigma^{\text{out}}(t_1, t_2) = \Sigma^{\text{out}}_L(t_1, t_2) + \Sigma^{\text{out}}_R(t_1, t_2) + \Sigma^{\text{out}}_S(t_1, t_2).
\] (96)
Broadening for the left electrode is given by
\[
\Gamma_L(t, t') := i \left\{ \Sigma_L(t, t') - \Sigma^\dagger_L(t, t') \right\},
\] (97)
where

\[(\Sigma_L^\dagger)_{ij}(t,t') := (\Sigma_L)_{ji}^*(t',t).\] (98)

Noting that

\[g\textsc{in}_L(t,t') + g\textsc{p}_L(t,t') = i \left\{ g_L(t,t') - g_L^\dagger(t,t') \right\},\] (99)

the following equation holds:

\[\Sigma\textsc{in}_L(t,t') + \Sigma\textsc{out}_L(t,t') = i \left\{ \Sigma_L(t,t') - \Sigma_L^\dagger(t,t') \right\} = \Gamma_L(t,t'),\] (100)

\[(\Sigma\textsc{in}_L)_{uu'}(t,t') = \delta_{uu'} f_t (\Gamma_L)_{uu'}(t,t'),\] (101)

\[(\Sigma\textsc{out}_L)_{uu'}(t,t') = \delta_{uu'} (1 - f_t) (\Gamma_L)_{uu'}(t,t').\] (102)

With the derivation similar to that used above, we obtain the following equations:

\[\Sigma\textsc{in}_R(t,t') + \Sigma\textsc{out}_R(t,t') = \Gamma_R(t,t'),\] (103)

\[(\Sigma\textsc{in}_R)_{rr'}(t,t') = \delta_{rr'} f_r (\Gamma_R)_{rr'}(t,t'),\] (104)

\[(\Sigma\textsc{out}_R)_{rr'}(t,t') = \delta_{rr'} (1 - f_r) (\Gamma_R)_{rr'}(t,t'),\] (105)

where

\[\Gamma_R(t,t') = i \left\{ \Sigma_R(t,t') - \Sigma_R^\dagger(t,t') \right\}.\] (106)

Broadening function for the vibronic couplings is defined by

\[\Gamma_S(t,t') := i \left( \Sigma_S(t,t') - \Sigma_S^\dagger(t,t') \right).\] (107)

Comparing the sum of (83) and (84) with (107),

\[\Gamma_S(t,t') = \Sigma\textsc{in}_S(t,t') + \Sigma\textsc{out}_S(t,t').\] (108)

Two-time current is defined by

\[j(t,t') = \sum_i \left( \frac{d}{dt} + \frac{d}{dt'} \right) \langle c_i^\dagger(t') c_i(t) \rangle \]

\[= \frac{1}{i\hbar} \text{Tr} \left[ \int_{-\infty}^{+\infty} dt_1 \left\{ \Sigma\textsc{in}(t,t_1) G_1(t_1,t') - G(t,t_1) \Sigma\textsc{in}(t_1,t') \right. \right. \]

\[+ \left. \left. \Sigma(t,t_1) G_1(t_1,t') - G(t,t_1) \Sigma^\dagger(t_1,t') \right\} \right].\] (109)
The right-hand side of Eq. (109) is the sum of the following three terms: 

\[ j(t, t') = j_L(t, t') + j_R(t, t') + j_S(t, t'), \]

where \( j_L, j_R, \) and \( j_S \) are defined by

\[ j_L(t, t') = \frac{1}{\hbar} \text{Tr} \left[ \int_{-\infty}^{+\infty} dt_1 \left\{ \Sigma_L^n(t, t_1) G^\dagger(t_1, t') - G(t, t_1) \Sigma_L^n(t_1, t') + \Sigma_L(t, t_1) G^n(t_1, t') - G^n(t, t_1) \Sigma_L(t_1, t') \right\} \right], \]

(110)

\[ j_R(t, t') = \frac{1}{\hbar} \text{Tr} \left[ \int_{-\infty}^{+\infty} dt_1 \left\{ \Sigma_R^n(t, t_1) G^\dagger(t_1, t') - G(t, t_1) \Sigma_R^n(t_1, t') + \Sigma_R(t, t_1) G^n(t_1, t') - G^n(t, t_1) \Sigma_R(t_1, t') \right\} \right], \]

(111)

\[ j_S(t, t') = \frac{1}{\hbar} \text{Tr} \left[ \int_{-\infty}^{+\infty} dt_1 \left\{ \Sigma_S^n(t, t_1) G^\dagger(t_1, t') - G(t, t_1) \Sigma_S^n(t_1, t') + \Sigma_S(t, t_1) G^n(t_1, t') - G^n(t, t_1) \Sigma_S(t_1, t') \right\} \right]. \]

(112)

\( j_L \) and \( j_R \) represent the number of electrons entering into the molecule from the left and right electrodes per unit time, respectively. \( j_S \) represents the number of electrons that interact with the molecular vibrations per unit time. The current through the molecule is calculated from \( j_L \) or \( j_R \). Under the steady-state condition, all quantities depend only on the time difference between the two time variables. Thus, they can be Fourier transformed with respect to the time difference \( \tau \),

\[ F(E) = \int_{-\infty}^{+\infty} d\tau \exp \left( \frac{iE}{\hbar} \tau \right) f(t, t - \tau). \]

(113)

From Eqs.(58) - (60),

\[ \Sigma(E) = \Sigma_L(E) + \Sigma_R(E) + \Sigma_S(E), \]

(114)

\[ \Sigma_L(E) = \tau_L g_L(E) \tau_L^\dagger, \]

(115)

\[ \Sigma_R(E) = \tau_R g_R(E) \tau_R^\dagger. \]

(116)

We adopt a surface Green’s function of the electrode as \( g_{L(R)}(E) \). The surface property of the electrodes are represented by \( g_L(E) \) and \( g_R(E) \). \( \Sigma_L(E) \) and \( \Sigma_R(E) \) incorporate the interaction of the molecule and the electrodes. From Eq.(97) and Eq.(106), the corresponding broadening matrices are given by

\[ \Gamma_L(E) = i \left\{ \Sigma_L(E) - \Sigma_L^\dagger(E) \right\}, \]

(117)

\[ \Gamma_R(E) = i \left\{ \Sigma_R(E) - \Sigma_R^\dagger(E) \right\}. \]

(118)
From Eqs. (101), (102), (104), and (105), the inscattering function and outscattering function in the electrodes are obtained as

\[
\Sigma_{in}^{L}(E) = f_{L}(E) \Gamma_{L}(E), \\
\Sigma_{out}^{L}(E) = (1 - f_{L}(E)) \Gamma_{L}(E), \\
\Sigma_{in}^{R}(E) = f_{R}(E) \Gamma_{R}(E), \\
\Sigma_{out}^{R}(E) = (1 - f_{R}(E)) \Gamma_{R}(E),
\]

where

\[
f_{L}(E) = \frac{1}{1 + \exp \left( \frac{E - \mu_{L}}{k_{B}T} \right)}, \\
f_{R}(E) = \frac{1}{1 + \exp \left( \frac{E - \mu_{R}}{k_{B}T} \right)}.
\]

Here the electrochemical potentials \( \mu_{L} \) and \( \mu_{R} \) are given by

\[
\mu_{L} = E_{F} + \frac{eV_{b}}{2}, \\
\mu_{R} = E_{F} - \frac{eV_{b}}{2}.
\]

\( E_{F} \) is the Fermi energy of electrode, \( e \) the elementary charge, and \( V_{b} \) an applied bias voltage. From Eqs. (83) and (84), inscattering function and outscattering function for the vibronic couplings can be written by

\[
\left( \Sigma_{in}^{S} \right)_{ij}(E) = \sum_{\alpha} \lambda_{\alpha}^{i} \lambda_{\alpha}^{j} \left\{ (N_{\alpha} + 1) G_{ij}^{n}(E + \hbar \omega_{\alpha}) + N_{\alpha} G_{ij}^{p}(E - \hbar \omega_{\alpha}) \right\}, \\
\left( \Sigma_{out}^{S} \right)_{ij}(E) = \sum_{\alpha} \lambda_{\alpha}^{i} \lambda_{\alpha}^{j} \left\{ N_{\alpha} G_{ij}^{p}(E + \hbar \omega_{\alpha}) + (N_{\alpha} + 1) G_{ij}^{p}(E - \hbar \omega_{\alpha}) \right\}.
\]

The product \( \lambda_{\alpha}^{i} \lambda_{\alpha}^{j} \) defines a scattering strength: \( D_{ij}^{\alpha} = \lambda_{\alpha}^{i} \lambda_{\alpha}^{j} \). From Eq. (108),

\[
\Gamma_{S}(E) = \Sigma_{in}^{S}(E) + \Sigma_{out}^{S}(E).
\]

Fourier transformation of Eq. (68) gives

\[
G(E) = [E \mathbf{I} - \mathbf{H}_{e} - \Sigma(E)]^{-1},
\]

where \( \mathbf{I} \) is a unit matrix and \( \mathbf{H}_{e} \) is the matrix representation of \( \mathcal{H}_{e} \) in Eq. (14). Spectral function is defined by

\[
A(E) := G^{n}(E) + G^{p}(E),
\]
which is related to the Green’s function $G$ as follows

$$
A(E) = i \left\{ G(E) - G^\dagger(E) \right\} .
$$

(132)

From Eq. (89) and (94), electron correlation function and hole correlation function can be calculated from

$$
G^n(E) = G(E) \Sigma^{in}(E) G^\dagger(E),
$$

(133)

$$
G^p(E) = G(E) \Sigma^{out}(E) G^\dagger(E),
$$

(134)

where

$$
\Sigma^{in}(E) = \Sigma^{in}_L(E) + \Sigma^{in}_R(E) + \Sigma^{in}_S(E),
$$

(135)

$$
\Sigma^{out}(E) = \Sigma^{out}_L(E) + \Sigma^{out}_R(E) + \Sigma^{out}_S(E).
$$

(136)

Using Eqs. (97), (100), (103), (106), (131), and (132) after Fourier transformation of Eqs. (110) and (111), current per spin at each contact is obtained as

$$
I_{L(R)} = -e \int_{-\infty}^{+\infty} dE \left\{ j^{in}_{L(R)}(E) - j^{out}_{L(R)}(E) \right\} .
$$

(137)

Here we define influx and outflux of electrons at each contact:

$$
j^{in}_{L(R)}(E) = \frac{1}{2\pi\hbar} \text{Tr} \left[ \Sigma^{in}_{L(R)}(E) G^p(E) \right],
$$

(138)

$$
j^{out}_{L(R)}(E) = \frac{1}{2\pi\hbar} \text{Tr} \left[ \Sigma^{out}_{L(R)}(E) G^n(E) \right].
$$

(139)

Since the inscattering function $\Sigma^{in}_{L(R)}$ and outscattering function $\Sigma^{out}_{L(R)}$ are independent of the vibronic couplings, an effect of the vibronic couplings on current-voltage characteristics is described through the electron correlation function $G^n$ and hole correlation function $G^p$.

The current is calculated using (137), (138), and (139). The correlation functions $G^n(E)$ and $G^p(E)$ are evaluated using a scheme shown in Fig. 7. Figure 8 shows a schematic representation of the NEGF method. The second derivative of $I$ with respect to $V_b$ gives an IET spectrum.

Since the energy current at each electrode is given by

$$
e_{L(R)}(E) = E \left\{ j^{in}_{L(R)}(E) - j^{out}_{L(R)}(E) \right\} ,
$$

(140)

we can calculate the power loss inside the molecule from

$$
P = \int_{-\infty}^{+\infty} dE \left\{ e_L(E) + e_R(E) \right\} .
$$

(141)
Figure 7: Calculation of correlation functions and inscattering functions (a) without an electron-phonon coupling and (b) with an electron-phonon coupling.

Figure 8: Schematic representation of an electrode-molecule-electrode system with vibronic couplings.
0.3 Contents of the Thesis

0.3.1 Part I

Part I deals with design of charge-transporting materials for OLEDs. We investigate effects of vibronic couplings in a charge-transport process and theoretically designs novel charge-transporting molecules for OLEDs.

In Chapter 1, VCCs in the TPD cation are calculated. The calculated constants are very small compared with other π conjugated systems such as oligothiophenes. The calculated constants are analyzed with the VCD concept. The VCD analysis clearly reveals that large contributions originate from the phenyl group and toyl group. In addition, the hole-transport property of the electrode-TPD molecule-electrode system is investigated using the NEGF theory. Reflecting the small couplings, the current suppression and power loss are less than 1/2 compared with oligothiophenes.

In Chapter 2, to investigate the hole-transport properties of TPA and its derivatives, such as TPD, the relative order of VCCs for the TPA cation is analyzed using the VCD analysis. The VCD analysis reveals that strong localization of the electron-density difference $\Delta \rho$ in the N atoms reduces the reorganization energies for the TPA and TPD cations. For TPD, the vibronic couplings in not only central biphenyl unit but also toyl and phenyl groups contribute to the reorganization energy.

In Chapter 3, density functional studies of the vibronic couplings in hole-transporting materials in OLEDs, carbazole, biphenyl and fluorene are investigated as well as Hartree-Fock calculations. The VCD analysis reveals that the strong localization of $\Delta \rho$ on the carbazole N atom is responsible for the small VCCs of carbazole. A heteroatom bridge such as an imino group is expected to enhance hole-transporting properties, and localized $\Delta \rho$ on the atom is expected to decrease the vibronic couplings. The difference between the density functional and Hartree-Fock calculations are discussed.

In Chapter 4, we investigate a relationship between the VCC and the extent of a distribution of $\Delta \rho$ using ethylene dimer as an example. Employing the VCD analysis, we show that the VCC is inversely proportional to the extent of the $\Delta \rho$ distribution, suggesting that we can tune the strength of vibronic coupling by controlling $\Delta \rho$ distribution. This finding opens new perspectives for designing functional materials such as charge-transporting materials.
In Chapter 5, we theoretically propose a hole-transporting molecule, \textit{hexaaza[16]parabiphenylophane} (HAPBP) on the basis of the VCD. We calculate VCCs of HAPBP and compare them with those of other well-known hole-transporting materials, TPD, TAD, and \(\alpha\)-NPD. HAPBP has smaller VCCs than TPD, TAD, and \(\alpha\)-NPD. Employing the VCD analysis, we reveal the reason for the small VCCs of HAPBP. To investigate their single molecular hole-transporting properties, we calculate the current-voltage characteristics and power loss using the NEGF method taking into account inelastic scatterings due to the vibronic couplings. HAPBP, because of its small VCCs, exhibits more efficient hole-transporting properties and lower power-loss than TPD, TAD, and \(\alpha\)-NPD. Furthermore, as a hole-transporting material, HAPBP has more suitable highest occupied and lowest unoccupied molecular orbital energies than TPD, TAD, and \(\alpha\)-NPD when Alq3 is employed as an emitter. HAPBP is a promising candidate for a hole-transporting material in OLEDs.

In Chapter 6, we theoretically propose a boron-containing molecule, \textit{hexaboracyclophane} (HBCP), as an electron-transporting material with low power-loss. We calculate the vibronic couplings of HBCP, comparing them with those of other electron-transporting materials, Alq3 and 3TPYMB. Using the NEGF method to evaluate their single molecular electron-transporting properties, we show that HBCP exhibits more efficient and lower-power consumption than Alq3 and 3TPYMB. HBCP has suitable HOMO and LUMO energy levels as an electron-transport layer when Alq3 is employed as an emitter.

In Chapter 7, the VCCs of hole-transporting molecules, 2,7-bis(phenyl-\textit{m}-tolylamino)fluorene (TPF) and 4,4'-di(\textit{N}-carbazolyl)biphenyl (CBP), are estimated. Despite the planar structure of TPF, the calculated VCCs are close to those of nonplanar TPD. The origin of the vibronic couplings in TPF is investigated employing the VCD analysis. Based on a Hubbard Hamiltonian, electron-hole interactions are found to be crucial in the vibronic couplings. A large difference of on-site Coulomb interactions, or electron-hole interactions gives rise to a localization of \(\Delta \rho\) on a site which can lead to small vibronic couplings.

\subsection*{0.3.2 Part II}

Part II deals with the VCD analyses of molecular wires. In Chapter 1, the VCD analyses for the \(\alpha, \alpha'\)-oligothiophenes (denoted \(\alpha-nT\), where \(n\) stands for the number of thiophene
rings) cations are presented. We can gain a new insight for the reason why a polaronic 
defect of \( \alpha \)-oligothiophenes occurs mainly in four thiophene rings for even \( n \) and at most 
five thiophene rings for odd \( n \). A role of \( \Delta \rho \) in the formation of polaronic defects is 
discussed.

In Chapter 2, we calculate the IET spectra for 2,5-dimercapto-1,3,4-thiadiazole (DMcT) 
and tetrathiafulvalene dithiol (TTF-DT) sandwiched between two gold electrodes using 
the NEGF theory. The calculated peak positions are in reasonable agreement with the 
experimental data. We also calculate the IET spectrum for thiophene dithiol (Th-DT) 
sandwiched between two gold electrodes and compare it with that for the Au/DMcT/Au 
junction. Th-DT and DMcT can be distinguished using the IET spectroscopy by the peak 
of the C−C stretching mode. The peak intensity in the IET spectra is analyzed using the 
VCD analysis. For the Au/DMcT/Au junction, the large distribution of \( \Delta \rho \) on the C−N 
bond is responsible for the intense peak of the C−N stretching mode; on the other hand, 
for an Au/TTF-DT/Au junction, the large distribution of \( \Delta \rho \) on the central C=C bond 
is responsible for the intense peak of the C=C stretching modes.

0.3.3 Part III

Part III deals with miscellaneous applications of the VCD analysis. In Chapter 1, re-
duced vibronic coupling density (RVCD) and reduced atomic vibronic coupling density 
(RAVCD) are introduced in order to discuss the origin of vibronic couplings in a molecule. 
As an example, the RVCDs and RAVCDs of the bis(ethylenedithio)tetrathiafulvalene 
(BEDT-TTF) cation are presented. The strongest vibronic coupling of the C=C stretch-
ing mode originates from the large \( \Delta \rho \) on the C=C bond.

In Chapter 2, we calculate the VCCs and RVCDs of the free-base porphin (FBP) 
cation whose derivatives are employed as hole-transporting molecules in OFETs. The 
FBP cation has small VCCs as a \( \pi \)-conjugated molecule. VCD analysis reveals that 
strong localization of \( \Delta \rho \) on the meso-carbon atoms between the cationic and neutral 
states leads to the small VCCs of the FBP cation.
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Part I

Design of Charge-Transporting Materials in Organic Light-Emitting Diodes
Chapter 1

Electron-Vibration Interactions in Carrier-Transport Material: Vibronic Coupling Density Analysis in TPD

1.1 Introduction

Hole-transport materials have been investigated as a component of multi-layer structures in organic light-emitting devices (OLED).\textsuperscript{1-8} Aromatic amines have been employed as hole-transport materials with a high carrier mobility.\textsuperscript{9-13} N,N’-diphenyl-N,N’-di(m-tolyl)benzidine (TPD, Fig. 1.1(a)) is one of the hole-transport materials employed in the OLED.\textsuperscript{2,4,5,8} In 1984, Stolka \textit{et al.} have reported that TPD/polycarbonate solid solutions have a high carrier mobility.\textsuperscript{9} Kaji \textit{et al.} have observed \textsuperscript{15}N NMR spectra, and compared with their density functional calculations.\textsuperscript{13} They have found that a TPD molecule in the amorphous phase is similar in geometry to the free molecule.

A high carrier mobility and a low power loss are required in the development of carrier transport materials in OLED. A mobility measurement on TPD has revealed that the hole transport in this material can be described by the simple disorder-controlled hopping model without a polaron formation.\textsuperscript{10} Sakanoue \textit{et al.} have obtained the small reorganization energy of an aromatic amine, triphenyl amine (TPA), based on the Marcus theory employing theoretical calculations.\textsuperscript{12}
One of the important factors determining these properties is a vibronic coupling, or electron-vibration interaction. Small vibronic couplings in a molecule should result in a high mobility, a small reorganization energy,\textsuperscript{12,14} and a low power loss, in other words, a low heat dissipation. It is one of the necessary conditions for hole-transport materials that a molecule has small intramolecular vibronic couplings. To design efficient hole-transport materials in a molecular level, we should elucidate the reason why aromatic amines such as TPD have small vibronic coupling constants (VCC). Sato et al. have proposed a new method of the calculation for VCC and a concept of vibronic coupling density (VCD) which enables us to analyze the calculated result on the basis of the electronic and vibrational structures.\textsuperscript{15–18}

Recently theoretical calculations of carrier transport through a single molecule including the electron-molecular vibration interaction have been reported based on the non-equilibrium Green’s function (NEGF) theory.\textsuperscript{19}

In this chapter, we address the reason of the small couplings in TPD employing the VCD analysis and calculate a current suppression through a single TPD molecule due to the vibronic coupling based on the NEGF theory.

\subsection{1.2 Method of calculation}

The electronic and vibrational structures were calculated using GAMESS.\textsuperscript{20} We adopted the calculation method for the VCC and VCD described in Ref. 18. The optimized structure $\mathbf{R}_0$ and vibrational structure of the neutral molecule were calculated using restricted Hartree-Fock (RHF) method with 6-31G basis set including the first derivatives which ensure the Hellmann-Feynman theorem applicable in the calculation. Vibronic coupling constants $V_i$ of the vibrational mode $i$ were calculated from vibronic integrals:

$$V_i = \left\langle \Phi_{N-1}(\mathbf{r}, \mathbf{R}_0) \left( \frac{\partial U}{\partial Q_i} \right)_{\mathbf{R}_0} \Phi_{N-1}(\mathbf{r}, \mathbf{R}_0) \right\rangle,$$

where $\Phi_{N-1}$ is a restricted open Hartree-Fock (ROHF) wavefunction of the ionized state with $N - 1$ electrons at the equilibrium configuration $\mathbf{R}_0$ of the neutral molecule, $Q_i$ normal coordinate, $U$ potential, and

$$\left( \frac{\partial U}{\partial Q_i} \right)_{\mathbf{R}_0}$$
is the electronic part of the vibronic coupling operator:
\[
\left( \frac{\partial U}{\partial Q_i} \right)_{R_0} Q_i
\]
appearing in the Hertzberg-Teller expansion.\(^{21}\) In the present calculation, orbitals should have a correct symmetry. The ROHF method is appropriate since unrestricted methods such as UHF and UB3LYP yield orbitals with a broken symmetry.\(^{15}\)

Vibronic coupling density \(\eta_i(\mathbf{x})\) is defined by
\[
\eta_i(\mathbf{x}) = \Delta \rho(\mathbf{x}) v_i(\mathbf{x}), \quad (1.2)
\]
where \(\Delta \rho(\mathbf{x})\) is an electron density difference between the neutral and ionized state
\[
\Delta \rho(\mathbf{x}) = \rho_+(\mathbf{x}) - \rho_0(\mathbf{x}), \quad (1.3)
\]
and \(\mathbf{x} = (x, y, z)\). For comparison, frozen density difference is defined using the HOMO \(\psi_{\text{HOMO}}\) of the neutral molecule by
\[
\Delta \rho_F(\mathbf{x}) = -\psi^*_{\text{HOMO}}(\mathbf{x}) \psi_{\text{HOMO}}(\mathbf{x}). \quad (1.4)
\]
The density difference defined in Eq. (1.3) is called relaxed density difference \(\Delta \rho_R\). \(v_i(\mathbf{x})\) denotes a potential derivative with respect to a normal coordinate \(Q_i\):
\[
v_i(\mathbf{x}) = \sum_{\mu} \left[ \frac{\partial}{\partial Q_i} \frac{Z_\mu}{|\mathbf{x} - \mathbf{X}_\mu|} \right]_{R_0}, \quad (1.5)
\]
where \(\mathbf{X}_\mu = (X_\mu, Y_\mu, Z_\mu)\) denotes the Cartesian coordinate of nucleus \(\mu\). Note that \(v_i\) is a one-electron operator. The vibronic coupling density gives a local map of the interaction, since the integration of \(\eta_i(\mathbf{x})\) over the whole space yields the vibronic coupling constant \(V_i\):
\[
V_i = \int \eta_i(\mathbf{x}) d\mathbf{x}. \quad (1.6)
\]

Orbital vibronic coupling constant of molecular orbital \(k\) for vibrational mode \(i\) is defined by
\[
\beta_{ik} = \langle \psi_k(\mathbf{x}) | v_i(\mathbf{x}) | \psi_k(\mathbf{x}) \rangle. \quad (1.7)
\]
The sum of \(\beta_{ik}\) over the occupied orbitals yields the electronic component of the vibronic coupling constant \(V_i\) in the Hartree-Fock approximation. Atomic vibronic coupling constant \(\alpha_{i\mu}\) of atom \(\mu\) for vibrational mode \(i\) is defined by
\[
\alpha_{i\mu} = \left( \sum_{k \in \text{occ}} \left\{ \nabla_\mu \left( -\frac{Z_\mu}{|\mathbf{x} - \mathbf{X}_\mu|} \right) \right\}_{R_0} \right) \left( \psi_k(\mathbf{x}) \right) + \sum_\nu \left\{ \nabla_\nu \left( -\frac{Z_\nu Z_\mu}{|\mathbf{X}_\nu - \mathbf{X}_\mu|} \right) \right\}_{R_0} \right) \frac{\mathbf{u}_\mu^i}{\sqrt{M_\mu}}, \quad (1.8)
\]
where $\mathbf{u}_\mu^i$ is the $\mu$ component of a vibrational vector in mass-weighted coordinates and $M_\mu$ the mass of atom $\mu$. Within the Hartree-Fock approximation, the sum of $\alpha_{i\mu}$ over the atoms also yields the electronic component of the vibronic coupling constant $V_i$. The atomic vibronic coupling constant $\alpha_{i\mu}$ indicates a contribution of the atom $\mu$ to the vibronic coupling of the mode $i$.

Transport properties were calculated based on Ref. 19.

### 1.3 Results and discussion

We obtained a $C_2$ structure as an optimized structure, and performed vibrational analysis for the $C_2$ structure to confirm that it is a minimum. Since the electronic structure has no degeneracy, only the $a_g$ vibrational modes have a non-zero vibronic coupling. Couplings of $b_g$ modes are zero because of the symmetry. Figure 1.1 (b) shows the calculated vibronic coupling constant of the $a_g$ modes. Vibrational modes with the strong coupling and their assignment are tabulated in Table 1.1. The order of the strongest one is at most of $10^{-5}$ a.u., which is smaller than those of typical $\pi$ conjugated systems such as oligothiophenes and oligoynes by one order. Relatively strong couplings occur bending modes around $735 \text{ cm}^{-1}$ and $1326 \text{ cm}^{-1}$. The strongest coupling mode is depicted in Fig. 1.1 (c). We concentrate ourselves on the strongest mode shown in Fig. 1.1 (c).

Table 1.1: Vibrational modes with a strong vibronic coupling and their assignment. Frequencies are in cm$^{-1}$ and vibronic coupling constants are in $10^{-5}$ a.u.

<table>
<thead>
<tr>
<th>Frequency</th>
<th>VCC</th>
<th>Assignment</th>
</tr>
</thead>
<tbody>
<tr>
<td>735</td>
<td>7.58</td>
<td>phenylene in-plane bending, phenyl in-plane bending, tolyl in-plane bending, C-N stretching</td>
</tr>
<tr>
<td>820</td>
<td>7.01</td>
<td>phenylene in-plane bending, phenyl C-H out-of-plane bending, tolyl in-plane bending</td>
</tr>
<tr>
<td>856</td>
<td>7.17</td>
<td>phenylene in-plane bending, phenyl C-H out-of-plane bending, tolyl C-H out-of-plane bending bending</td>
</tr>
<tr>
<td>1326</td>
<td>7.45</td>
<td>phenylene ring stretching, phenyl C-H in-plane bending, tolyl C-H in-plane bending, C-N stretching</td>
</tr>
</tbody>
</table>
Figure 1.1: (a) Structure of TPD, (b) calculated vibronic coupling constants, and (c) vibrational mode (735 cm\(^{-1}\)) with the strongest coupling in TPD cation.
Though the mode shown in Fig. 1.1(c) is the strongest in TPD cation, order of the coupling is small compared with other π conjugated systems by one order. The reason can be realized with the aid of the vibronic coupling density which yields a local map of a vibronic coupling on the basis of the electron density difference $\Delta \rho$ and the potential derivative $v_i$.

The potential derivative $v_i$ of the strongest mode is shown in Fig. 1.2. Reflecting the vibrational vector of the mode, $v_i$ takes large values on the phenyl, tolyl groups, and the nitrogen atoms. Figure 1.3 (a) shows the relaxed electron density difference $\Delta \rho_R$. We can see that the electron density difference greatly lies on the nitrogen atoms, and small portion resides on the phenyl and tolyl groups.

Vibronic coupling density is defined as a product of $\Delta \rho$ and $v_i$. Electron density difference is also related to geometry change via vibronic coupling. The structural change upon oxidation in organic molecules has been discussed\textsuperscript{23,24} The vibronic coupling density $\eta_R$ of the strongest mode is shown in Fig. 1.3 (b). It should be noted that the coupling density is localized mostly on the nitrogen atoms. However, since the coupling density is distributed symmetrically around the nitrogen atoms with the positive and negative signs, the contribution near the nitrogen atoms to the coupling constant is quite small. On the other hand, since $\Delta \rho$ is distributed asymmetrically on the phenyl and the tolyl groups, the coupling density is distributed in an asymmetric manner with a little cancellation. Thus, the coupling density on these groups greatly contributes to the vibronic coupling. In Table 1.2, atomic vibronic coupling constant and their summation over the groups are tabulated. It is found that the main contribution originates from the phenyl and the tolyl groups. The electron density difference which is symmetrically localized on the nitrogen affords a little contribution to the vibronic coupling. This is the reason why the TPD cation has the small vibronic couplings.
Figure 1.2: Potential derivative $v_i(x)$ with respect to the normal coordinate of 735 cm$^{-1}$ mode. White is positive, and gray negative.

Figure 1.3: (a) Relaxed density difference $\Delta \rho_R(x)$ and (b) vibronic coupling density $\eta_{BR}(x)$ of 735 cm$^{-1}$ mode. White is positive, and gray negative.
Table 1.2: Atomic vibronic coupling constant in $10^{-5}\text{a.u.}$ The numbers of the atoms are defined in Fig. 1.1(a).

<table>
<thead>
<tr>
<th>Phenylene</th>
<th>Phenyl</th>
<th>Tolyl</th>
<th>Nitrogen</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1 0.381</td>
<td>C7 -0.680</td>
<td>C13 -0.522</td>
<td>N1 -0.314</td>
</tr>
<tr>
<td>C2 0.096</td>
<td>C8 -0.735</td>
<td>C14 -0.097</td>
<td></td>
</tr>
<tr>
<td>C3 0.090</td>
<td>C9 -0.182</td>
<td>C15 -0.246</td>
<td></td>
</tr>
<tr>
<td>C4 -0.209</td>
<td>C10 -0.163</td>
<td>C16 -0.233</td>
<td></td>
</tr>
<tr>
<td>C5 0.104</td>
<td>C11 -0.120</td>
<td>C17 -0.154</td>
<td></td>
</tr>
<tr>
<td>C6 0.149</td>
<td>C12 -0.235</td>
<td>C18 -0.608</td>
<td></td>
</tr>
<tr>
<td>H1 0.008</td>
<td>H5 -0.032</td>
<td>C19 -0.056</td>
<td></td>
</tr>
<tr>
<td>H2 0.031</td>
<td>H6 -0.077</td>
<td>H10 0.063</td>
<td></td>
</tr>
<tr>
<td>H3 0.049</td>
<td>H7 0.060</td>
<td>H11 -0.041</td>
<td></td>
</tr>
<tr>
<td>H4 -0.003</td>
<td>H8 0.001</td>
<td>H12 0.037</td>
<td></td>
</tr>
<tr>
<td>H9 -0.048</td>
<td>H13 -0.083</td>
<td>H14 0.021</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>H15 -0.024</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>H16 -0.020</td>
<td></td>
</tr>
<tr>
<td>Sum 0.696</td>
<td>-2.211</td>
<td>-1.963</td>
<td>-0.314</td>
</tr>
</tbody>
</table>
Figures 1.4 show (a) the frozen electron density difference $\Delta\rho_F(x)$ and (b) vibronic coupling density $\eta_F(x)$ employing $\Delta\rho_F$. It is found that the density difference and the coupling density reside on the phenylene group, which is completely different from the results obtained from $\Delta\rho_R$. This means that we cannot discuss vibronic coupling on the basis of a frontier orbital only. The use of relaxed density is crucial in the calculation of vibronic coupling.\(^{18}\)

The calculated $I-V$ characteristics and the power loss are shown in Figs. 1.5(a) and (b). Note that we do not intend to simulate an $I-V$ characteristics observed in bulk systems. Our interest lies in a suppression effect on current due to the electron-vibration interaction in the TPD molecule. The suppression of the current and the power loss is less than 1/2 compared with other $\pi$ conjugated systems such as oligothiophenes.\(^{22}\) This could be one of the reasons that TPD is one of good hole-transport materials.
Figure 1.5: Transport properties through a TPD molecule. (a) $I - V$ characteristics (solid line: with the vibronic couplings, dotted line: without vibronic couplings) and (b) power loss.
1.4 Conclusion

We calculated the vibronic coupling, or electron-vibration coupling constants in \( N,N' \)-diphenyl-\( N,N' \)-di(m-tolyl)benzidine (TPD) cation from the evaluation of vibronic coupling integrals. The calculated constants were very small compared with other \( \pi \) conjugated systems. The calculated constants were analyzed on the basis of the vibronic coupling density (VCD). The VCD analysis clearly reveals that large contributions originate from the phenyl group and the tolyl group. The excess carrier density is accommodated on the nitrogen atoms. However, the density difference on the nitrogen atoms cannot contribute to the vibronic coupling, since the symmetric density distribution around the atoms are canceled. In addition, the hole transport property of electrode-TPD molecule-electrode system was investigated using Non-equilibrium Green Function (NEGF) theory. Reflecting the small coupling, the current suppression and power loss are less than 1/2 compared with other \( \pi \) conjugated systems such as oligothiophenes.

There would be two approaches to reduce the inelastic current and power loss: one is to make the low frequency higher, and the other is to reduce the large vibronic coupling. For the latter approach, the vibronic coupling density analysis could be helpful in the molecular design for carrier-transport materials.
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Chapter 2

Electron-Vibration Interactions in Triphenylamine Cation: Why Are Triphenylamine-Based Molecules Good Hole-Transport Materials?

2.1 Introduction

Molecules containing a triphenylamine (TPA) moiety, such as \( N, N'-\text{diphenyl-}N, N'\)-di(m-tolyl)benzidine (TPD) and \( N, N'-\text{di(naphthalene-1-yl)-}N, N'\)-diphenyl-benzidine (α-NPD), are used as hole-transport layers in multilayer organic light-emitting diodes (OLEDs) because of their high hole mobility. Large energy dissipation occurs when a carrier transmits through a molecule having large vibronic coupling constants (VCCs). Since vibronic (electron–phonon) coupling lowers the efficiency of hole transport and causes energy dissipation in a molecule, a detailed understanding of vibronic coupling is needed for designing new hole-transport materials with high carrier mobility. In Chapter I, we showed that localization of electron-density differences on N atoms is responsible for the small VCCs, and therefore high hole mobility of TPD cation.

The Marcus theory has been applied to investigate charge transport in hole/electron-transport materials. In this theory, reorganization energy \( \Delta E \) plays an im-
portant role. \( \Delta E/4 \) corresponds to the activation energy for carrier transfer between molecules; thus, molecules with small \( \Delta E \) could prove good for charge transport. Several authors have calculated \( \Delta E \) for TPA derivatives in the hole-transport process.\(^{25-28} \) Wang and co-workers showed that for TPD, conformational changes in tolyl and phenyl groups as well as central biphenyl unit contribute to \( \Delta E. \)\(^{25} \)

In the hole-transport process, \( \Delta E \) is two times the stabilization energy of the cationic state. The stabilization energy can be written in terms of VCCs,\(^{29} \) and a molecule with large/small VCCs has large/small \( \Delta E \). Hence, an understanding of VCC ordering clarifies the reason for the size of the stabilization energy, and therefore the magnitude of \( \Delta E. \) In this chapter, we investigate vibronic coupling in TPA cation as a prototypical example of triarylamine-based molecules, and calculate its VCCs at the \textit{ab initio} level. VCC ordering of TPA cation is discussed in detail using vibronic coupling density (VCD) analysis,\(^{30-34} \) which reveals a local picture of vibronic coupling in a molecule. Finally, we calculate and compare the reorganization energies for effective modes of TPA, TPD, and biphenyl cations. The reorganization energy for TPD cation is shown to be influenced by the contribution from the tolyl and phenyl groups as well as the biphenyl moiety.

\subsection*{2.2 Theory}

The Hamiltonian of a molecule is given by

\[ \mathcal{H}(\mathbf{r}, \mathbf{R}) = \mathcal{H}_e(\mathbf{r}, \mathbf{R}) + \mathcal{T}_n(\mathbf{R}), \quad (2.1) \]

where \( \mathcal{H}_e(\mathbf{r}, \mathbf{R}) \) is an electronic Hamiltonian, \( \mathcal{T}_n(\mathbf{R}) \) is the nuclear kinetic energy, and \( \mathbf{r} \) and \( \mathbf{R} \) are sets of electronic and nuclear coordinates, respectively. The VCC for the \( i \)th totally symmetric mode is expressed in terms of a set of mass-weighted normal coordinates \( \{Q_i\} \),

\[ V_i = \left\langle \Psi^+(\mathbf{r}, \mathbf{R}_0) \left| \left( \frac{\partial \mathcal{H}_e(\mathbf{r}, \mathbf{R})}{\partial Q_i} \right)_{\mathbf{R}_0} \right| \Psi^+(\mathbf{r}, \mathbf{R}_0) \right\rangle, \quad (2.2) \]

where \( \mathbf{R}_0 \) is the set of nuclear coordinates of the equilibrium geometry in the neutral state, and \( \Psi^+(\mathbf{r}, \mathbf{R}_0) \) is the electronic wave function of the cationic state at the equilibrium geometry. We can express eq. 2.2 in the form

\[ V_i = \sum_A \frac{1}{\sqrt{M_A}} e^{(i)}_A \cdot \left\langle \Psi^+(\mathbf{r}, \mathbf{R}_0) \left| \left( \frac{\partial \mathcal{H}_e(\mathbf{r}, \mathbf{R})}{\partial \mathbf{R}} \right)_{\mathbf{R}_0} \right| \Psi^+(\mathbf{r}, \mathbf{R}_0) \right\rangle \]
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\[ \sum_A V_{i,A}, \]  

where \( M_A \) is the mass of nucleus \( A \), and \( \mathbf{e}^{(i)}_A \) is the \( A^{\text{th}} \) component of a vibrational vector of the \( i^{\text{th}} \) vibrational mode in mass-weighted coordinates \( \mathbf{e}^{(i)} \). The direction \( \mathbf{e}^{(i)} \) is chosen such that \( V_i \) is negative. \( V_{i,A} \) is called the atomic vibronic coupling constant (AVCC) for atom \( A \). The sum of the AVCCs \( V_{i,A} \) gives the VCC \( V_i \). Hence, the AVCC \( V_{i,A} \) represents the contribution to the VCC \( V_i \) from atom \( A \).

Under the condition that the Hellmann–Feynman theorem\(^{35} \) holds, \( V_i \) can be written in terms of the electron-density difference \( \Delta \rho \) and the derivative of the nuclear–electronic potential \( v_i \):\(^{30-34} \)

\[ V_i = \int \Delta \rho (x) \times v_i (x) \, dx, \]  

where

\[ \Delta \rho (x) = \rho^+ (x) - \rho (x), \]  

\[ v_i (x) = - \sum_A \frac{Z_A}{\sqrt{M_A}} \mathbf{e}^{(i)}_A \cdot \frac{x - R_A}{|x - R_A|^3}, \]

where \( \rho^+ (x) \) and \( \rho (x) \) are the electron densities for the cationic and neutral states, respectively. \( x \) denotes a position in three-dimensional space. The VCD \( \eta_i (x) \) is defined by

\[ \eta_i (x) = \Delta \rho (x) \times v_i (x), \]  

which gives a local picture of the vibronic coupling in a molecule.\(^{30-34} \)

An effective mode of geometric deformation \( \mathbf{e}_s \) is defined by

\[ \mathbf{e}_s = - \sum_i \frac{V_i}{|\mathbf{V}|} \mathbf{e}^{(i)}, \]  

where the \( i^{\text{th}} \) component of \( \mathbf{V} \) is equal to \( V_i \), and

\[ |\mathbf{V}| = \sqrt{\sum_i V_i^2}. \]  

Within the harmonic and crude adiabatic (CA) approximations, the energy of the cationic state \( E^+ \) takes the form\(^{36} \)

\[ E^+ = E^0 + \sum_i V_i Q_i + \frac{1}{2} \sum_i \omega_i^2 Q_i^2, \]  
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where

\[ E^0 = \langle \Psi^+ (\mathbf{r}, \mathbf{R}_0) | \mathcal{H}_e (\mathbf{r}, \mathbf{R}_0) | \Psi^+ (\mathbf{r}, \mathbf{R}_0) \rangle. \] (2.11)

Since \( Q_i \) can be expressed as

\[ Q_i = -\frac{V_i}{|V|} Q_s, \] (2.12)

\( E^+ \) can be written as

\[ E^+ = E^0 + \frac{1}{2} \omega_s^2 \left( Q_s + \frac{V_s}{\omega_s^2} \right)^2 - \frac{V_s^2}{2 \omega_s^2}, \] (2.13)

where

\[ V_s = -|V|, \] (2.14)

\[ \omega_s = \sum_i V_i^2 \omega_i^2 / V_s^2. \] (2.15)

\( V_s \) and \( \omega_s \) are the VCC and frequency, respectively, of the effective mode. Eq. 2.13 means that the geometric deformation is expressed in terms of the single effective mode \( e_s \). The stabilization energy of the cationic state for the effective mode \( \Delta E_s \) can be written as

\[ \Delta E_s = \frac{V_s^2}{2 \omega_s^2}, \] (2.16)

and the contribution to \( \Delta E_s \) from the \( i^{th} \) mode is given by

\[ \Delta E_{s,i} = \frac{V_i^2}{2 \omega_s^2}. \] (2.17)

### 2.3 Method of Calculation

To satisfy the Hellmann–Feynman theorem,\textsuperscript{35} the 6-31G basis set with first derivatives of the functions it contains\textsuperscript{37} (denoted as 6-31G+der) was used. Geometry optimization and vibrational analysis for the neutral states were performed with the RHF/6-31G+der level of the theory. Electronic structures of the cationic states were calculated at the ROHF/6-31G+der level using the optimized geometries of the neutral states. All \textit{ab initio} calculations were performed with the GAMESS computational chemistry software program.\textsuperscript{38}
2.4 Results and Discussion

2.4.1 Vibronic Coupling Constant

Figure 2.1 shows the optimized geometry with the atomic numbering scheme, bond lengths, and bond angles for neutral TPA. The geometry was optimized assuming $D_3$ symmetry. The $C_3$ axis was observed in a jet-cooled TPA.\textsuperscript{39} The propeller-like structure of TPA is due to steric hindrance between neighboring phenyl groups. The N1, C1, C7, and C13 atoms are coplanar. The calculated dihedral angle between the phenyl ring and the plane formed by the C1, C7, and C13 atoms is 45.9°. Dihedral angles of 50°\textsuperscript{39} and 44°\textsuperscript{40} were observed in the gas and solid crystalline phases, respectively. Four independent TPA molecules exist in the solid crystalline phase.\textsuperscript{40} Mean values for the geometrical parameters of the four independent TPA molecules are written in parentheses in Fig. 2.1 and are in satisfactory agreement with our calculated results.

The calculated frequencies and VCCs for the totally symmetric modes of neutral TPA are listed in Table 2.1. Vibrational modes that include C−N stretching vibrations have relatively large VCCs, suggesting that vibronic coupling occurs mainly around the central N atom; the out-of-plane bending and C−H stretching modes have small VCCs. This is often observed in the VCCs for $\pi$ conjugated systems.\textsuperscript{31–34} The magnitude of the VCCs is at most $1.374 \times 10^{-4}$ a.u., and the vibronic coupling in TPA cation is weak. For TPD cation, since $\Delta \rho$ is delocalized in two TPA moieties,\textsuperscript{18} it is smaller than for TPA cation. As a result, the VCDs and VCCs are smaller for TPD cation than for TPA cation.
Figure 2.1: 6-31G+der optimized geometry with atomic numbering scheme, bond lengths, and bond angles for neutral TPA. Bond lengths are in Å; bond angles are in degrees. Numbers in parentheses are experimental values.\textsuperscript{40}
Table 2.1: Calculated frequencies in cm$^{-1}$, vibronic coupling constants (VCCs) in $10^{-4}$ a.u., and descriptions for totally symmetric modes of TPA. str, bend, oop, and ip indicate stretching, bending, out-of-plane, and in-plane, respectively.

<table>
<thead>
<tr>
<th>Mode</th>
<th>Wavenumber</th>
<th>VCC</th>
<th>Assignment</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_1$ (1)</td>
<td>72.59</td>
<td>-0.174</td>
<td>ring torsion</td>
</tr>
<tr>
<td>$a_1$ (2)</td>
<td>301.17</td>
<td>-0.540</td>
<td>C–N str</td>
</tr>
<tr>
<td>$a_1$ (3)</td>
<td>466.41</td>
<td>-0.660</td>
<td>ring oop bend</td>
</tr>
<tr>
<td>$a_1$ (4)</td>
<td>780.20</td>
<td>-1.374</td>
<td>C–N str, ring ip bend</td>
</tr>
<tr>
<td>$a_1$ (5)</td>
<td>955.88</td>
<td>-0.378</td>
<td>C–H oop bend</td>
</tr>
<tr>
<td>$a_1$ (6)</td>
<td>1088.29</td>
<td>-0.652</td>
<td>ring ip bend</td>
</tr>
<tr>
<td>$a_1$ (7)</td>
<td>1114.40</td>
<td>-0.342</td>
<td>C–H oop bend</td>
</tr>
<tr>
<td>$a_1$ (8)</td>
<td>1122.91</td>
<td>-0.457</td>
<td>ring ip bend</td>
</tr>
<tr>
<td>$a_1$ (9)</td>
<td>1285.21</td>
<td>-0.371</td>
<td>C–N str, ring ip bend, C–H ip bend</td>
</tr>
<tr>
<td>$a_1$ (10)</td>
<td>1296.64</td>
<td>-1.198</td>
<td>C–N str, ring str</td>
</tr>
<tr>
<td>$a_1$ (11)</td>
<td>1660.28</td>
<td>-0.492</td>
<td>C–N str, ring ip bend, C–H ip bend</td>
</tr>
<tr>
<td>$a_1$ (12)</td>
<td>1798.63</td>
<td>-0.606</td>
<td>C–N str, ring str, C–H ip bend</td>
</tr>
<tr>
<td>$a_1$ (13)</td>
<td>3331.10</td>
<td>-0.432</td>
<td>C–H str</td>
</tr>
<tr>
<td>$a_1$ (14)</td>
<td>3354.13</td>
<td>-0.030</td>
<td>C–H str</td>
</tr>
<tr>
<td>$a_1$ (15)</td>
<td>3366.18</td>
<td>-0.774</td>
<td>C–H str</td>
</tr>
</tbody>
</table>
2.4.2 Vibronic Coupling Density Analysis

In this subsection, we discuss the reason for the VCC ordering using VCD analysis. Figure 2.2a shows the electron density of the highest occupied molecular orbital (HOMO). The HOMO electron density has a π-orbital character. The main portion of the HOMO electron density is located on the N1 atom, and the remaining density is distributed over the phenyl rings. The π conjugation does not extend so much over the phenyl rings because of the propeller-like structure of TPA.

Figure 2.2b shows the electron-density difference $\Delta \rho$ upon ionization. The distribution pattern for $\Delta \rho$ is similar to that for the HOMO electron density: $\Delta \rho$ is located mostly on the N1 atom and is small on the phenyl rings. Note that a region with positive $\Delta \rho$ exists. Positive $\Delta \rho$ in the C1–C7–C13 plane decreases repulsion between the negative regions above and below the plane, and has a σ-character. As in the case of negative $\Delta \rho$, positive $\Delta \rho$ is also localized around the N1, C1, C7, and C13 atoms. Positive $\Delta \rho$ arises from an orbital relaxation due to the ionization. In the phenyl rings, $\Delta \rho$ is quite small on the meta carbons (the C3 and C5 atoms).

Figure 2.2: (a) Electron density of HOMO; (b) Electron-density difference $\Delta \rho$ at an isosurface value of 0.008 a.u. Dark gray shows where values are negative; light gray shows where values are positive.
Figure 2.3 shows some of the totally symmetric modes. Significantly, the N1 atom is not displaced in these modes. Figures 2.4 and 2.5 show derivatives of the nuclear–electronic potential $v_i$ and VCDs $\eta_i$, respectively, for the $a_1(3)$, $a_1(4)$, $a_1(6)$, $a_1(8)$, $a_1(10)$, and $a_1(15)$ modes. Since the N1 atom is not displaced, $v_i$ is small near the N1 atom (Figs. 2.4a–f). The VCCs and AVCCs for various atoms for these modes are listed in Table 2.2.

The largest VCC ($-1.374 \times 10^{-4}$ a.u.) corresponds to the $a_1(4)$ mode, involving displacements of all the carbon atoms (Fig. 2.3b), and $v_4$ is large on the phenyl rings (Fig. 2.4b). $\Delta\rho$ overlaps with $v_4$ in the phenyl rings, leading to the $\eta_4$ distribution around the carbon atoms (Fig. 2.5b). This distribution pattern is reflected in the size of the AVCCs. The C1 atom has a large AVCC ($-0.160 \times 10^{-4}$ a.u.); the other carbon atoms have relatively large AVCCs (Table 2.2). $\eta_4$ is also large on the N1 atom, but the $\eta_4$ distribution on the N1 atom is due to the overlap between $\Delta\rho$ on the N1 atom and $v_4$ resulting from the displacement of the C1, C7, and C13 atoms, and not from the displacement of the N1 atom. The $\eta_4$ distribution on the N1 atom contributes not to the AVCC for the N1 atom but to the AVCCs for the C1, C7, and C13 atoms. Significantly, the AVCC for the nitrogen atom $V_{4,N1}$ is 0 a.u. This is because the N1 atom is not displaced, and $e_{N_1}^{(15)} = 0$, per eq. 2.3.

The second largest VCC ($-1.198 \times 10^{-4}$ a.u.) corresponds to the $a_1(10)$ mode, involving C–N stretching and ring stretching vibrations. By comparing $v_{10}$ (Fig. 2.4e) with $v_4$ (Fig. 2.4b), we find that $v_{10}$ is smaller than $v_4$ around the C2, C3, C4, C5, and C6 atoms, and hence, $\eta_{10}$ (Fig. 2.5e) is smaller than $\eta_4$ (Fig. 2.5b) on these atoms. This is why AVCCs for the carbon atoms other than the C1 atom are smaller for the $a_1(10)$ mode than for the $a_1(4)$ mode. Displacements of the hydrogen atoms associated with ring stretching vibration cause $\eta_{10}$ distribution around the hydrogen atoms to be large, but the increase in the AVCCs for the hydrogen atoms does not compensate for the decrease in the AVCCs for the carbon atoms. Consequently, the VCC is smaller for the $a_1(10)$ mode than for the $a_1(4)$ mode.

The $a_1(3)$ mode is a ring out-of-plane bending mode. $v_3$ is distributed vertically and almost antisymmetrically with respect to the phenyl rings (Fig. 2.4a). Overlap between $v_3$ and $\Delta\rho$ is large only on the C2 and C6 atoms. Hence, AVCCs for the other atoms are small, and the $a_1(3)$ mode has a small VCC ($-0.660 \times 10^{-4}$ a.u.).
The $a_1(6)$ mode is a ring in-plane bending mode. In contrast to the $a_1(4)$ and $a_1(10)$ modes, C–N displacements are small (Fig. 2.3c). $v_6$ is large around the C2, C4, and C6 atoms (the ortho and para carbons); it is quite small around the C1 atom (Fig. 2.4c). $v_6$ overlaps significantly with $\Delta \rho$ on the C2, C4, and C6 atoms. On the C1–C2 bond, $\Delta \rho$ is negative, whereas $v_6$ is positive. Hence, around the C2 and C6 atoms, regions where $\eta_6$ is negative are larger than regions where it is positive (Fig. 2.5c), leading to negative VCCs for the C2 and C6 atoms. In contrast, around the C1 and C4 atoms, regions where $\eta_6$ is positive are larger than regions where it is negative. Hence, AVCCs for the C1 and C4 atoms are positive, and they cancel the AVCCs for the C2 and C6 atoms. This is why the VCC magnitude for the $a_1(6)$ mode is small compared with those for the $a_1(4)$ and $a_1(10)$ modes.

Such a cancellation of AVCCs also occurs for the $a_1(8)$ mode. AVCCs for the C2 and C3 atoms cancel, and those for the H1 and H2 atoms cancel. Hence, the VCC for the $a_1(8)$ mode is quite small ($-0.457 \times 10^{-4}$ a.u.).

The $a_1(15)$ mode is a C–H stretching mode, and $v_{15}$ is localized on the C–H bonds (Fig. 2.4f). Figure 2.5f shows $\eta_{15}$. Since $\Delta \rho$ is large only on the C4–H3 bond among the C–H bonds, the $\eta_{15}$ distribution is localized on that bond. The $\eta_{15}$ distribution on the N1 atom is due to overlap between $\Delta \rho$ on the N1 atom and the $v_{15}$ distribution resulting from displacement of the H1 and H5 atoms. Because the overlap between $\Delta \rho$ and $v_{15}$ is small, regions where the VCD value is large are smaller for $\eta_{15}$ than for $\eta_4$ and $\eta_{10}$. Consequently, the AVCCs, and hence the VCC, for the $a_1(15)$ mode are small. This explanation for small VCC ($-0.774 \times 10^{-4}$ a.u.) also applies to the other C–H stretching modes.
Figure 2.3: Various totally symmetric vibrational modes for neutral TPA: (a) $a_1(3)$; (b) $a_1(4)$; (c) $a_1(6)$; (d) $a_1(8)$; (e) $a_1(10)$; (f) $a_1(15)$.

Figure 2.4: Derivative of nuclear–electronic potential $v$ at an isosurface value of 0.01 a.u. for various modes: (a) $a_1(3)$; (b) $a_1(4)$; (c) $a_1(6)$; (d) $a_1(8)$; (e) $a_1(10)$; (f) $a_1(15)$. Dark gray shows where values are negative; light gray shows where values are positive.
Figure 2.5: Vibronic coupling density $\eta$ at an isosurface value of $5 \times 10^{-5}$ a.u. for various modes: (a) $a_1(3)$; (b) $a_1(4)$; (c) $a_1(6)$; (d) $a_1(8)$; (e) $a_1(10)$; (f) $a_1(15)$. Dark gray shows where values are negative; light gray shows where values are positive.

Table 2.2: Vibronic coupling constants and atomic vibronic coupling constants in $10^{-4}$ a.u. for the $a_1(3)$, $a_1(4)$, $a_1(6)$, $a_1(8)$, $a_1(10)$, and $a_1(15)$ modes.

<table>
<thead>
<tr>
<th></th>
<th>$a_1(3)$</th>
<th>$a_1(4)$</th>
<th>$a_1(6)$</th>
<th>$a_1(8)$</th>
<th>$a_1(10)$</th>
<th>$a_1(15)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>N1</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>C1</td>
<td>0.006</td>
<td>-0.160</td>
<td>0.024</td>
<td>-0.039</td>
<td>-0.154</td>
<td>0.004</td>
</tr>
<tr>
<td>C2(C6)</td>
<td>-0.082</td>
<td>-0.092</td>
<td>-0.164</td>
<td>-0.064</td>
<td>-0.001</td>
<td>-0.039</td>
</tr>
<tr>
<td>C3(C5)</td>
<td>-0.029</td>
<td>-0.057</td>
<td>0.000</td>
<td>0.068</td>
<td>-0.019</td>
<td>-0.015</td>
</tr>
<tr>
<td>C4</td>
<td>0.000</td>
<td>-0.057</td>
<td>0.079</td>
<td>-0.035</td>
<td>0.004</td>
<td>0.022</td>
</tr>
<tr>
<td>H1(H5)</td>
<td>0.009</td>
<td>0.002</td>
<td>-0.003</td>
<td>-0.049</td>
<td>-0.050</td>
<td>0.003</td>
</tr>
<tr>
<td>H2(H4)</td>
<td>-0.011</td>
<td>0.032</td>
<td>-0.002</td>
<td>0.009</td>
<td>-0.054</td>
<td>-0.066</td>
</tr>
<tr>
<td>H3</td>
<td>0.000</td>
<td>-0.012</td>
<td>0.017</td>
<td>-0.008</td>
<td>0.001</td>
<td>-0.049</td>
</tr>
<tr>
<td>VCC</td>
<td>-0.660</td>
<td>-1.374</td>
<td>-0.652</td>
<td>-0.457</td>
<td>-1.198</td>
<td>-0.774</td>
</tr>
</tbody>
</table>
2.4.3 Reorganization Energy

Within the harmonic and CA approximations\textsuperscript{36} employed here, the stabilization energy for the cationic state for the effective mode $\Delta E_s$ can be written as $\Delta E_s = V_s^2 / 2 \omega_s^2$, per eq. 2.16. Calculated values for $\Delta E_s$ for TPA, TPD, and biphenyl cations are 0.031, 0.034, and 0.176 eV, respectively. Within the Born-Oppenheimer (BO) approximation, the estimated reorganization energies for these cations are 0.12, 0.36, and 0.29 eV,\textsuperscript{27} respectively, and are larger than ours. Our calculation is based purely on linear vibronic coupling, whereas calculations within the BO approximation inevitably include higher-order vibronic coupling effects. The difference in the reorganization energies originates from higher-order vibronic coupling terms. First, we should consider the influence of linear vibronic coupling on charge-transport properties, and hence the reorganization energy originating from linear vibronic coupling.

Significantly, $\Delta E_s$ for TPD cation is close to that for TPA cation, because the VCC spectrum for TPD cation\textsuperscript{18} is similar to that for TPA cation. In contrast, $\Delta E_s$ for biphenyl is five times larger than those for TPA and TPD cations. The large $\Delta E_s$ for biphenyl cation comes from the contribution from the C−C stretching mode, for which the VCC is large ($-6.088 \times 10^{-4}$ a.u.). Since $\Delta \rho$ on the N atoms in TPD is localized\textsuperscript{18} and vibronic coupling in the biphenyl unit is weakened, TPD cation has small VCCs and $\Delta E_s$, as for TPA cation. Such localization of $\Delta \rho$ does not occur for biphenyl cation; consequently, VCCs and $\Delta E_s$ are large for biphenyl cation.

Figures 2.6a–c show the contribution to $\Delta E_s$ from each mode for TPA, TPD, and biphenyl cations. For the TPA and TPD cations, low-frequency modes contribute significantly to $\Delta E_s$ (Fig. 2.6a,b); for biphenyl cation the main contribution comes from a C−C stretching mode (Fig. 2.6c). The difference in the $\Delta E_s$ peak pattern suggests that vibronic coupling in TPD cation occurs around the N atoms and not in the biphenyl unit.

$\Delta E_{s,i}$ values are smaller for TPD cation than for TPA cation. For TPD cation, since $\Delta \rho$ is distributed on the two N atoms, $\Delta \rho$ is small compared with the value for TPA cation. Hence, $\eta$ is also smaller for TPD cation than for TPA cation, leading to small VCCs and $\Delta E_{s,i}$ for TPD cation. However, the number of vibrational modes is larger for TPD than for TPA, so $\Delta E$ for TPD cation is comparable to that for TPA cation.

Figures 2.6d–f show three vibrational modes for TPD with large $\Delta E_{s,i}$. The mode of wavenumber 391.33 cm$^{-1}$ is an out-of-plane bending mode (Fig. 2.6d). The N atoms
are greatly displaced and have large AVCCs. The AVCCs of the N atoms contribute significantly to the VCC for this mode, and hence, vibronic coupling for this mode occurs mainly on the N atoms. Figure 2.6e shows a C–N stretching mode. Tolyl and phenyl groups make large contributions to $\Delta E_{s,i}$, and the contribution from the biphenyl unit is small. Figure 2.6f shows a C–C stretching mode. Contributions from the tolyl, phenyl, and biphenyl moieties are large, suggesting that $\Delta E_{s,i}$ is not influenced by the biphenyl moiety only. This is because the electron-density difference $\Delta \rho$ of TPD cation is localized on the N atoms, and vibronic coupling in the biphenyl is weak. If vibronic coupling is strong in the biphenyl unit, the C–C stretching mode (Fig. 2.6f) has a large $\Delta E_{s,i}$, as in the case of biphenyl (Fig. 2.6c). In conclusion, $\Delta E_s$ for TPD cation is not influenced by the contribution from the biphenyl moiety only, which is consistent with the results obtained by Wang and co-workers using a different method.\textsuperscript{25}
2.5 Conclusions

We calculated the vibronic coupling constants of TPA in the cation state and discussed their relative ordering by means of vibronic coupling density analysis. The small overlap between the electron-density difference and the derivative of the nuclear–electronic potential in the phenyl groups is responsible for the weak vibronic coupling in TPA cation. The vibronic coupling constants of the TPA cation are small. We calculated the reorganization energies $\Delta E_s$ for the effective modes for TPA cations and compared them with those for TPD and biphenyl cations. Tolyl and phenyl groups as well as central biphenyl unit contribute to $\Delta E_s$ for TPD cation. This is because the electron-density difference $\Delta \rho$ of TPD cation localizes on the N atoms, and vibronic coupling in the biphenyl moiety is weak. The localization of $\Delta \rho$ on the N atoms leads to a small reorganization energy for TPD cation.
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Chapter 3

Vibronic Coupling Density Analysis of Hole-Transporting Materials: Electron-Density Difference in DFT and HF Methods

3.1 Introduction

Organic light-emitting diodes (OLEDs)\textsuperscript{1,2} have attracted much attention because of their potential application in flat-panel devices. A typical OLED has a multilayer structure consisting of, for example, an indium tin oxide (ITO) anode, a hole-transporting layer, an emitting layer, an electron-transporting layer, and a cathode. Hole-transporting materials require efficient hole injection from the ITO surface, high hole mobility, and thermal stability. Hole-injection efficiency depends on the difference between a work function of the ITO surface and ionization potential of the hole-transporting molecule. Molecules with low ionization potentials, such as 4,4′,4‴-tris(3-methylphenylphenylamino)triphenylamine (\textit{m-MTDATA}), exhibit efficient hole injections from the ITO electrode.\textsuperscript{3–5}

Interaction between carrier and molecular vibration (vibronic coupling) causes an inelastic scattering and decreases current. The extent of the suppression of the current is governed by the magnitude of the vibronic coupling constant (VCC) of a molecule, and molecules with small VCCs are good for charge-transporting materials. Marcus’ theory\textsuperscript{6–11} has been used to estimate the charge-transfer rate constant \(k\) between molecules. In the
theory, the rate constant is related to the reorganization energy, and a molecule with a small reorganization energy has large $k$ and is good for charge-transporting material. In this chapter, we adopted the non-equilibrium Green’s function (NEGF) theory to investigate the carrier-transporting properties. In the NEGF theory, VCC plays a crucial role in a mechanism of the inelastic scattering, and hence, it is important to understand the factors that change the magnitude of VCC in order to design new hole-transporting materials. In addition, reorganization energy can be evaluated from the VCCs and vibrational frequencies. In this sense, a fundamental understanding of the vibronic interaction is necessary.

Sato et al. have shown that VCC can be expressed as a space integration of the vibronic coupling density (VCD) $\eta$, which gives a local picture of vibronic coupling in a molecule. VCD is the product of the electron-density difference $\Delta \rho$ and the derivative of the nuclear–electronic potential $v$. $\Delta \rho$ is the electron-density difference between the ionic and neutral states. The magnitude of $\eta$ depends on the degree of overlap between $\Delta \rho$ and $v$. A molecule with small overlap has small VCCs and is expected to be good for charge-transporting material. We have calculated the VCDs of $N,N’$-bis(3-methylphenyl)-$N,N’$-diphenyl-[1,1’-biphenyl]-4,4’-diamine (TPD) cation and reported that localization of $\Delta \rho$ on N atoms makes $\eta$ small, which results in small VCCs for the cation. The good transport property of TPD originates from the small VCCs. The importance of N atom in a mechanism of hole-transporting process has been discussed elsewhere. The VCD analysis further suggests that conformational change in tolyl and phenyl groups as well as central biphenyl unit contributes to the reorganization energy. This result is consistent with that obtained by Wang and co-workers using a different method.

Various carbazole derivatives having good thermal stability have been synthesized and used as hole-transporting materials. Carbazole N atom is expected to localize $\Delta \rho$, reduce VCCs, and enhance the hole-mobility. In this chapter, we calculate VCDs for biphenyl, fluorene, and carbazole (Fig. 3.1) cations and investigate the reason for the VCC ordering by analyzing VCDs. Because methylene- and imino-bridging of biphenyl yields fluorene and carbazole, respectively, we investigate the effect of the methylene and imino on the VCDs and VCCs.
3.2 Theory

The Hamiltonian of a molecule is expressed as

\[ \mathcal{H}(\mathbf{r}, \mathbf{R}) = \mathcal{H}_e(\mathbf{r}, \mathbf{R}) + \mathcal{T}_n(\mathbf{R}), \quad (3.1) \]

where \( \mathcal{H}_e(\mathbf{r}, \mathbf{R}) \) is an electronic Hamiltonian, \( \mathcal{T}_n(\mathbf{R}) \) is the nuclear kinetic energy, and \( \mathbf{r} \) and \( \mathbf{R} \) denote sets of electronic and nuclear coordinates, respectively. Herzberg–Teller expansion of the electronic Hamiltonian yields

\[ \mathcal{H}_e(\mathbf{r}, \mathbf{R}) = \mathcal{H}_e(\mathbf{r}, \mathbf{R}_0) + \sum_i \left( \frac{\partial \mathcal{H}_e(\mathbf{r}, \mathbf{R})}{\partial Q_i} \right)_{\mathbf{R}_0} Q_i + \cdots, \quad (3.2) \]

where \( \{Q_i\} \) is a set of mass-weighted normal coordinates for the \( i \)th vibrational mode and \( \mathbf{R}_0 \) is the nuclear configuration of the equilibrium geometry in the neutral state. The VCC for the \( i \)th mode is defined by

\[ V_i = \left\langle \Psi^+(\mathbf{r}, \mathbf{R}_0) \left| \left( \frac{\partial \mathcal{H}_e(\mathbf{r}, \mathbf{R})}{\partial Q_i} \right)_{\mathbf{R}_0} \right| \Psi^+(\mathbf{r}, \mathbf{R}_0) \right\rangle, \quad (3.3) \]

where \( \Psi^+(\mathbf{r}, \mathbf{R}_0) \) is the electronic wave function of the cation state at the equilibrium geometry in the neutral state. Eq. 3.3 can be written as

\[ V_i = \sum_A \frac{1}{\sqrt{M_A}} e_A^{(i)} \cdot \left\langle \Psi^+(\mathbf{r}, \mathbf{R}_0) \left| \left( \frac{\partial \mathcal{H}_e(\mathbf{r}, \mathbf{R})}{\partial \mathbf{R}} \right)_{\mathbf{R}_0} \right| \Psi^+(\mathbf{r}, \mathbf{R}_0) \right\rangle \]

where \( M_A \) is the mass of nucleus \( A \). \( e_A^{(i)} \) is the mass-weighted 3D component of atom \( A \) of the \( i \)th vibrational mode \( Q_i \), and denotes the relative magnitude of displacement of nucleus \( A \). The direction of \( e^{(i)} \) is defined such that \( V_i \) becomes negative; that is, structural deformation toward \( e^{(i)} \) lowers the energy of the cationic state. \( V_{i,A} \) is called the atomic
vibronic coupling constant (AVCC) of the $A$th atom and represents the contribution from the $A$th atom to VCC $V_i$.

When the Hellmann–Feynman theorem\textsuperscript{26} holds, $V_i$ can be expressed in terms of the electron-density difference $\Delta \rho$ and the derivative of the nuclear–electronic potential $v_i$:\textsuperscript{14-18}

$$V_i = \int \Delta \rho (x) \times v_i (x) \, dx,$$

where

$$\Delta \rho (x) = \rho^+ (x) - \rho (x),$$

$$v_i (x) = \sum_A v_{i,A} (x) = \sum_A -\frac{Z_A}{\sqrt{M_A}} e^{(i)} A \cdot \frac{x - R_A}{|x - R_A|^3},$$

where $Z_A$ is atomic number, $\rho^+ (x)$ and $\rho (x)$ are electron densities for the cationic and neutral states, respectively, and $x$ denotes a position in 3D space. The product $\Delta \rho (x) \times v_i (x)$ is called the VCD\textsuperscript{14-18} and is denoted by $\eta_i (x)$,

$$\eta_i (x) = \Delta \rho (x) \times v_i (x),$$

which gives a local picture of the vibronic couplings in the molecule.

Atomic vibronic coupling density (AVCD) $\eta_{i,A}$ is defined by

$$\eta_{i,A} (x) = \Delta \rho (x) \times v_{i,A} (x) = \Delta \rho (x) \times \left( -\frac{Z_A}{\sqrt{M_A}} e^{(i)} A \cdot \frac{x - R_A}{|x - R_A|^3} \right).$$

AVCD represents the contribution from the $A$th atom to $\eta_i$. Space integration gives the AVCC $V_{i,A}$:

$$V_{i,A} = \int \eta_{i,A} (x) \, dx.$$ 

The sum of the AVCDs is equal to the VCD $\eta_i$,

$$\eta_i (x) = \sum_A \eta_{i,A} (x).$$

### 3.3 Method of Calculation

We used the 6-31G basis set with their first derivatives\textsuperscript{27} (denoted as 6-31G+der) so as to satisfy the Hellmann–Feynman theorem,\textsuperscript{26} and confirmed that the theorem was satisfied for all systems. We optimized the structures of neutral biphenyl, fluorene, and carbazole.
at the B3LYP/6-31G+der level of theory. We assumed $D_2$ symmetry for biphenyl and $C_{2v}$ symmetry for fluorene and carbazole, and confirmed by vibrational analysis that they are stationary minima. A scaling factor of 0.963\textsuperscript{28} was used for B3LYP/6-31G+der theoretical frequencies. We calculated electronic structures of the cationic states at the UB3LYP/6-31G+der level using the optimized geometries of the neutral states. All the DFT calculations were done using Gaussian 03 software.\textsuperscript{29} Current and power loss calculations were performed based on Datta.\textsuperscript{13} Neighboring molecules are considered as electrodes with the Fermi levels which are set to the HOMO levels shown in Fig. 3.3. We employed the electronic coupling $\tau = 0.5$ eV and temperature $T = 298$ K.

3.4 Results and Discussion

3.4.1 Equilibrium Geometries

Figure 3.2 shows B3LYP/6-31G+der optimized geometries for neutral biphenyl, fluorene, and carbazole with an atomic numbering scheme. Biphenyl has a twisted structure (Fig. 3.2a). Deviation from planarity is due to steric repulsion between H1−H1’ atoms and H5−H5’ atoms. In a planar structure, the calculated distance between H1 and H1’ atoms is 1.949 Å; in the twisted conformation, the estimated distance is 2.403 Å. The calculated torsion angle between the two benzene rings of biphenyl is 40.3°, being small compared with experimental values of 44.4°\textsuperscript{30} and 45±10°\textsuperscript{31} determined by gas-phase electron diffraction. In solutions, the estimated twisted angles are 19−26°;\textsuperscript{32} in a solid crystalline form at room temperature, the two benzene rings are coplanar.\textsuperscript{33−36} These facts suggest that intermolecular interaction overcomes steric repulsion between H atoms. Our calculated
geometrical parameters are listed in Table 3.1, along with experimental results obtained by X-ray analysis for crystalline biphenyl at 110K. Although calculated and experimental results are not in agreement, especially for the dihedral angle between the two benzene rings, nonplanarity does not affect VCC ordering for the biphenyl cation, as discussed in Section 3.4.2.

The carbon skeleton of fluorene is calculated to be coplanar (Fig. 3.2b). Whether it is coplanar or bent has been controversial in experiments. By X-ray analysis of crystalline fluorene, Brown et al. and Belsky et al. determined that it is coplanar, while Gerkin et al. determined that it is bent. Although lack of planarity can arise from intermolecular interaction between the H6 atom of one molecule and the C1 and C1’ atoms of a neighboring molecule, our calculation does not consider such interactions. Our calculated geometrical parameters, listed in Table 3.1, are in good agreement with experimental results. The molecular structure of carbazole resembles that of fluorene, with the methylene group replaced by an imino group. In their solid crystalline forms, intermolecular interactions cause both fluorene and carbazole to be slightly bent, whereas the optimized geometry of carbazole is planar (Fig. 3.2c). Differences in the geometrical parameters of carbazole and fluorene are observed in five-membered rings; the C2–N bond is much shorter than the C2–C7 bond because of \( \pi \) delocalization in the pyrrole ring. Our calculated bond lengths and angles, listed in Table 3.1, are in satisfactory agreement with experimental results.

Figure 3.3 shows orbital energy levels of HOMOs and lowest unoccupied molecular orbitals (LUMOs) for biphenyl, fluorene, and carbazole together with those for TPD, CBP, and meridional tris(8-quinolinolato)aluminum (mer-Alq3). TPD and CBP are widely used as hole-transporting materials, and Alq3 as an emitting material and electron-transporting material. HOMOs and LUMOs were calculated at the RHF/6-31G+der level using General Atomic and Molecular Electronic Structure System (GAMESS) general \textit{ab initio} quantum chemistry package program. Experimental work functions with opposite signs to those for ITO thin film and Mg:Ag alloy are also shown in the figure as Fermi energies of ITO and Mg:Ag electrode surfaces. ITO and Mg:Ag electrodes are widely used as anodes and cathodes, respectively, in multilayer OLEDs. Carbazole has a higher HOMO energy level than do biphenyl and fluorene, suggesting that it exhibits higher hole-injection efficiency.
Table 3.1: Geometrical parameters of optimized structures of neutral biphenyl, fluorene, and carbazole calculated at the B3LYP/6-31G+der level. Numbers in parentheses are experimental values.\textsuperscript{37,40,41} Bond lengths are in Å; bond angles and dihedral angles are in degrees.

<table>
<thead>
<tr>
<th>Bond lengths</th>
<th>Biphenyl</th>
<th>Fluorene</th>
<th>Carbazole</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1−C2</td>
<td>1.403(1.394)</td>
<td>1.409(1.397)</td>
<td>1.419(1.401)</td>
</tr>
<tr>
<td>C2−C3</td>
<td>1.392(1.391)</td>
<td>1.389(1.386)</td>
<td>1.395(1.393)</td>
</tr>
<tr>
<td>C3−C4</td>
<td>1.394(1.379)</td>
<td>1.397(1.385)</td>
<td>1.391(1.373)</td>
</tr>
<tr>
<td>C4−C5</td>
<td>1.394(1.390)</td>
<td>1.397(1.385)</td>
<td>1.404(1.394)</td>
</tr>
<tr>
<td>C5−C6</td>
<td>1.392(1.385)</td>
<td>1.394(1.390)</td>
<td>1.390(1.379)</td>
</tr>
<tr>
<td>C6−C1</td>
<td>1.403(1.399)</td>
<td>1.395(1.387)</td>
<td>1.399(1.388)</td>
</tr>
<tr>
<td>C1−C1’</td>
<td>1.484(1.496)</td>
<td>1.469(1.472)</td>
<td>1.450(1.4151)</td>
</tr>
<tr>
<td>C2−C7(N)</td>
<td>1.515(1.504)</td>
<td>1.388(1.387)</td>
<td></td>
</tr>
<tr>
<td>C2−H1</td>
<td>1.084(1.04)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C3−H2</td>
<td>1.084(1.08)</td>
<td>1.085(1.00)</td>
<td>1.084(1.00)</td>
</tr>
<tr>
<td>C4−H3</td>
<td>1.084(1.05)</td>
<td>1.084(1.00)</td>
<td>1.084(0.96)</td>
</tr>
<tr>
<td>C5−H4</td>
<td>1.084(1.04)</td>
<td>1.084(0.99)</td>
<td>1.083(1.02)</td>
</tr>
<tr>
<td>C6−H5</td>
<td>1.084(0.96)</td>
<td>1.084(0.97)</td>
<td>1.084(1.01)</td>
</tr>
<tr>
<td>C7(N)−H6</td>
<td>1.096(1.01)</td>
<td>1.004(0.98)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Bond angles</th>
<th>Biphenyl</th>
<th>Fluorene</th>
<th>Carbazole</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1−C2−C3</td>
<td>120.9(120.57)</td>
<td>120.5(120.5)</td>
<td>121.6(122.3)</td>
</tr>
<tr>
<td>C2−C3−C4</td>
<td>120.2(120.98)</td>
<td>119.1(118.7)</td>
<td>117.7(116.7)</td>
</tr>
<tr>
<td>C3−C4−C5</td>
<td>119.5(118.91)</td>
<td>120.5(120.9)</td>
<td>121.3(122.0)</td>
</tr>
<tr>
<td>C4−C5−C6</td>
<td>120.2(120.43)</td>
<td>120.7(120.7)</td>
<td>120.8(121.0)</td>
</tr>
<tr>
<td>C5−C6−C1</td>
<td>120.9(121.25)</td>
<td>118.9(118.5)</td>
<td>119.2(118.4)</td>
</tr>
<tr>
<td>C6−C1−C2</td>
<td>118.2(117.86)</td>
<td>120.4(120.7)</td>
<td>119.2(119.7)</td>
</tr>
<tr>
<td>C2−C1−C1’</td>
<td>120.9(120.63)</td>
<td>108.6(108.3)</td>
<td>106.7(106.6)</td>
</tr>
<tr>
<td>C1−C2−C7(N)</td>
<td>110.0(110.4)</td>
<td>108.5(109.0)</td>
<td></td>
</tr>
<tr>
<td>C2−C7(N)−C2’</td>
<td>102.8(102.7)</td>
<td>109.6(108.7)</td>
<td></td>
</tr>
<tr>
<td>Bond</td>
<td>Angle (deg)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>---------------------</td>
<td>---------------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C7(N)−C2−C3</td>
<td>129.5(129.1) 129.7(128.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>H1−C2−C1</td>
<td>119.4(122.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>H1−C2−C3</td>
<td>119.7(117.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>H2−C3−C2</td>
<td>119.7(118.9) 120.8(119.5) 121.3(121)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>H2−C3−C4</td>
<td>120.0(120.1) 120.1(121.8) 121.0(122)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>H3−C4−C3</td>
<td>120.3(120.6) 119.8(119.2) 119.3(119)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>H3−C4−C5</td>
<td>120.3(120.5) 119.7(119.8) 119.4(119)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>H4−C5−C4</td>
<td>120.0(117.3) 119.6(119.3) 119.4(118)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>H4−C5−C6</td>
<td>119.7(122.3) 119.7(119.9) 119.8(121)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>H5−C6−C5</td>
<td>119.7(115.6) 120.2(121.2) 120.3(124)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>H5−C6−C1</td>
<td>119.4(122.9) 120.8(120.3) 120.5(118)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C1′−C1−C6</td>
<td>120.9(121.5) 131.0(131.0) 134.1(133.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>H6−C7(N)−C2</td>
<td>111.9(111.9) 125.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>H6−C7−H6'</td>
<td>106.5(105)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Dihedral angles</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>C1−C2−C3−C4</td>
<td>-0.1</td>
</tr>
<tr>
<td>C2−C3−C4−C5</td>
<td>0.0</td>
</tr>
<tr>
<td>C3−C4−C5−C6</td>
<td>0.0</td>
</tr>
<tr>
<td>C4−C5−C6−C1</td>
<td>-0.1</td>
</tr>
<tr>
<td>C5−C6−C1−C2</td>
<td>0.0</td>
</tr>
<tr>
<td>C6−C1−C2−C3</td>
<td>0.0</td>
</tr>
<tr>
<td>C′−C1′−C1−C6</td>
<td>139.7</td>
</tr>
<tr>
<td>C1′−C1−C2−C7(N)</td>
<td>0.0</td>
</tr>
<tr>
<td>C1−C2−C7(N)−H6</td>
<td>120.3</td>
</tr>
<tr>
<td>C2′−C7(N)−H6−C2</td>
<td>114.7</td>
</tr>
<tr>
<td>C6−C1−C2−H1</td>
<td>178.3</td>
</tr>
<tr>
<td>C1−C2−C3−H2</td>
<td>179.4</td>
</tr>
<tr>
<td>C2−C3−C4−H3</td>
<td>180.0</td>
</tr>
<tr>
<td>C3−C4−C5−H4</td>
<td>-179.4</td>
</tr>
<tr>
<td>C4−C5−C6−H5</td>
<td>-178.3</td>
</tr>
</tbody>
</table>
Figure 3.3: HOMO/LUMO energy-level diagrams for neutral biphenyl, fluorene, carbazole, TPD, CBP, and $\text{mer-Alq}_3$ calculated at the RHF/6-31G+der level of theory. Experimental work functions with opposite signs of an ITO thin film\textsuperscript{44} and Mg:Ag alloy\textsuperscript{45} are also shown as the Fermi energies of ITO and Mg:Ag electrode surfaces.

### 3.4.2 Vibronic Coupling Density Analysis

Figure 3.4 shows calculated VCCs for biphenyl, fluorene, and carbazole cations. VCCs are smaller for carbazole than for the others. The trend in VCC ordering for fluorene is similar to that for biphenyl. For both biphenyl and fluorene, the largest VCC corresponds to a $\text{C–C}$ stretching mode (1589.13 and 1594.25 cm\textsuperscript{-1}, respectively). The experimental frequencies are 1610\textsuperscript{46} and 1612\textsuperscript{47} cm\textsuperscript{-1}, respectively, which are in satisfactory agreement with our theoretical results; for carbazole, the largest two VCCs correspond to a $\text{C–C}$ stretching mode (1608.91 cm\textsuperscript{-1}) and a $\text{N–H}$ stretching mode (3529.22 cm\textsuperscript{-1}). The calculated frequencies are in agreement with the experimental frequencies of 1625 and 3421\textsuperscript{48} cm\textsuperscript{-1}. These various $\text{C–C}$ stretching modes are clearly different; the associated VCCs are $-4.192 \times 10^{-4}$ au for biphenyl, $-3.440 \times 10^{-4}$ au for fluorene, and $-2.390 \times 10^{-4}$ au for carbazole. In spite of their similarities in molecular structure, the largest VCC for carbazole is small compared with those for biphenyl and fluorene, suggesting that carbazole is the superior transporting material. The reorganization energy for biphenyl is calculated to be 0.387 eV, which is close to the value calculated using the different basis set (0.36 eV).\textsuperscript{49}
Figure 3.4: Absolute values of vibronic coupling constants $|V|$ for various cations calculated at the UB3LYP/6-31G+der level of theory: (a) Biphenyl; (b) Fluorene; (c) Carbazole.

Figure 3.5a1–c1 shows the (largest-VCC) C–C stretching modes for biphenyl, fluorene, and carbazole cations. Note that these modes involve inter-ring C–C (C1–C1’) stretching and intra-ring C–C (C2–C3 and C5–C6) stretching vibrations. For biphenyl and fluorene, the mode directions correspond to a quinoid deformation, which converts the molecular geometry from benzenoid to quinoid. The C1–C1’, C2–C3, and C5–C6 bonds shorten, while the C1–C2, C3–C4, C4–C5, and C6–C1 bonds lengthen. Since we have defined the mode directions such that their VCCs become negative, quinoid deformations stabilize the cationic states. For carbazole, the vibration phase is the opposite: the C1–C1’, C2–C3, and C5–C6 bonds lengthen, while the C1–C2, C3–C4, C4–C5, and C6–C1 bonds shorten. Quinoid deformation does not occur, and the optimized structure of carbazole cation is not quinoid-like. The AVCCs of the three C–C stretching modes in the figure are listed in Table 3.2. Values for the C1 and C3 atoms are much smaller for carbazole than for biphenyl and fluorene. A value for the carbazole C5 atom is much smaller for the biphenyl C5 atom. Values for the carbazole C4 and C6 atoms are comparable to those for the fluorene C4 and biphenyl C6 atoms. Contributions to the VCCs from H and C7 (N) atoms are small. Hence, the smaller VCC of the carbazole C–C stretching mode is due to the C1, C3, and C5 atoms. We can understand the reason for this result by considering VCD distributions.

Figure 3.5a2–c2 shows derivatives of nuclear–electronic potential $v$ for C–C stretching modes with the same isosurface value. The distribution of $v_i$ reflects the vibrational mode; $v_i$ around atom $A$ is distributed along a component of vibrational vector $e_A^{(i)}$. 
and is large around an atom for which $|e_A^{(i)}|$ is large (eq. 3.7). $|e_A^{(i)}|$ is the relative magnitude of displacement of nucleus $A$ toward a negative (dark gray) region around it. For in-plane modes, $v_i$ has a large negative value at which interatomic distance is small. Values of $|e_A^{(i)}|$ for the three C–C stretching modes in Fig. 3.5a1–c1 are listed in Table 3.3. For biphenyl and fluorene, $v_i$ distributions of the C–C stretching modes are similar because the associated $|e_A^{(i)}|$ values resemble. Large negative $v_i$ values (dark-gray regions in Fig. 3.5a2,b2) are observed for the C1–C1′, C2–C3, and C5–C6 bonds (that is, the bond lengths are shorter), and large positive values are observed for the C1–C2, C3–C4, C4–C5, and C6–C1 bonds. For carbazole, the phase of $v_i$ is opposite to that for biphenyl and fluorene, but the magnitudes of $e_A^{(i)}$ is comparable to that for fluorene. Thus, the $|v_i|$ distribution for carbazole is almost identical to that for fluorene, suggesting that differences in VCC magnitude among the three molecules is due to the differences in the distribution patterns of the electron-density difference $\Delta \rho$.

Figure 3.5a3–c3 shows electron-density difference $\Delta \rho$. For biphenyl, $\Delta \rho$ is large across the C1–C2 and C6–C1 bonds and C4 atom (Fig. 3.5a3). For fluorene, $\Delta \rho$ is similarly distributed (Fig. 3.5b3) and, on the C1–C2 and C6–C1 bonds, greatly overlaps with $v_i$. $\Delta \rho$ is small on fluorene’s methylene group. In contrast, for carbazole, $\Delta \rho$ distribution changes as a result of imino-group substitution. $\Delta \rho$ is large on the N atom; it is also large on the benzene ring C3 and C5 atoms (where, for biphenyl and fluorene, it is small) and relatively small on the benzene ring C1 and C2 atoms. For carbazole, $\Delta \rho$ is limited around the N, C3, and C5 atoms, whereas for biphenyl and fluorene, it extends over the C1–C2 and C6–C1 bonds. This difference affects the degree of overlap between $\Delta \rho$ and $v_i$.

Figure 3.5a4–c4 shows vibronic coupling densities $\eta_i$. For biphenyl and fluorene, since $v_i$ and $\Delta \rho$ overlap significantly on the C1–C2 and C6–C1 bonds, the AVCDs of the C1, C2, and C6 atoms are large. The sums of the AVCCs of the C1, C1′, C2, C2′, C6 and C6′ atoms are $-2.864 \times 10^{-4}$ au for biphenyl and $-2.580 \times 10^{-4}$ au for fluorene, corresponding to 68.3 and 75.0% of their respective VCCs. This result suggests that vibronic coupling in biphenyl and fluorene occurs mainly on the C1–C2 and C6–C1 bonds, where $\eta_i$ is large. However, around the C4 atom, although $\Delta \rho$ is large, since $v_i$ is small, $\eta_i$ is small, which explains why the associated AVCCs are small. For fluorene, since the methylene group’s $\Delta \rho$ and $v_i$ are small, its $\eta_i$ is also small.
Figure 3.5: (a1)–(c1) C–C stretching modes for biphenyl, fluorene, and carbazole. (a2)–(c2) Corresponding nuclear–electronic potential derivatives at an isosurface value of 0.01 au. (a3)–(c3) Electron-density differences due to ionization at an isosurface value of 0.04 au. (a4)–(c4) Vibronic coupling densities of the C–C stretching modes at an isosurface value of $2.0 \times 10^{-5}$ au. Dark gray shows where values are negative; light gray shows where values are positive.

Figure 3.6: HOMO electron-density distributions for various neutral moieties at an isosurface value of 0.04 au: (a) Biphenyl; (b) Fluorene; (c) Carbazole.
Table 3.2: Atomic vibronic coupling constants for C–C stretching modes shown in Fig. 3.5a1–c1. Atomic vibronic coupling constants are in $10^{-4}$ au.

<table>
<thead>
<tr>
<th></th>
<th>Biphenyl</th>
<th>Fluorene</th>
<th>Carbazole</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>−0.582</td>
<td>−0.628</td>
<td>−0.335</td>
</tr>
<tr>
<td>C2</td>
<td>−0.425</td>
<td>−0.127</td>
<td>−0.140</td>
</tr>
<tr>
<td>C3</td>
<td>−0.334</td>
<td>−0.269</td>
<td>−0.105</td>
</tr>
<tr>
<td>C4</td>
<td>−0.051</td>
<td>0.030</td>
<td>0.042</td>
</tr>
<tr>
<td>C5</td>
<td>−0.334</td>
<td>−0.206</td>
<td>−0.153</td>
</tr>
<tr>
<td>C6</td>
<td>−0.425</td>
<td>−0.535</td>
<td>−0.505</td>
</tr>
<tr>
<td>C7(N)</td>
<td></td>
<td>−0.003</td>
<td>−0.027</td>
</tr>
<tr>
<td>H1</td>
<td>0.023</td>
<td></td>
<td></td>
</tr>
<tr>
<td>H2</td>
<td>0.004</td>
<td>0.001</td>
<td>0.014</td>
</tr>
<tr>
<td>H3</td>
<td>0.001</td>
<td>0.000</td>
<td>−0.007</td>
</tr>
<tr>
<td>H4</td>
<td>0.004</td>
<td>−0.002</td>
<td>0.003</td>
</tr>
<tr>
<td>H5</td>
<td>0.023</td>
<td>0.009</td>
<td>−0.003</td>
</tr>
<tr>
<td>H6</td>
<td></td>
<td>0.000</td>
<td>0.015</td>
</tr>
<tr>
<td>total</td>
<td>−4.192</td>
<td>−3.440</td>
<td>−2.390</td>
</tr>
</tbody>
</table>
Table 3.3: Values of $|e^{(i)}_A|$ for the three C−C stretching modes in Fig. 3.5a1–c1.

<table>
<thead>
<tr>
<th></th>
<th>Biphenyl</th>
<th>Fluorene</th>
<th>Carbazole</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>0.296</td>
<td>0.309</td>
<td>0.316</td>
</tr>
<tr>
<td>C2</td>
<td>0.311</td>
<td>0.279</td>
<td>0.315</td>
</tr>
<tr>
<td>C3</td>
<td>0.268</td>
<td>0.320</td>
<td>0.317</td>
</tr>
<tr>
<td>C4</td>
<td>0.133</td>
<td>0.169</td>
<td>0.170</td>
</tr>
<tr>
<td>C5</td>
<td>0.268</td>
<td>0.190</td>
<td>0.174</td>
</tr>
<tr>
<td>C6</td>
<td>0.311</td>
<td>0.337</td>
<td>0.317</td>
</tr>
<tr>
<td>C7(N)</td>
<td>0.012</td>
<td>0.011</td>
<td></td>
</tr>
<tr>
<td>H1</td>
<td>0.133</td>
<td></td>
<td></td>
</tr>
<tr>
<td>H2</td>
<td>0.099</td>
<td>0.126</td>
<td>0.117</td>
</tr>
<tr>
<td>H3</td>
<td>0.045</td>
<td>0.060</td>
<td>0.059</td>
</tr>
<tr>
<td>H4</td>
<td>0.099</td>
<td>0.069</td>
<td>0.063</td>
</tr>
<tr>
<td>H5</td>
<td>0.133</td>
<td>0.146</td>
<td>0.137</td>
</tr>
<tr>
<td>H6</td>
<td>0.010</td>
<td>0.006</td>
<td></td>
</tr>
</tbody>
</table>
Figure 3.6 shows HOMO electron densities for neutral biphenyl, fluorene, and carbazole. The HOMO electron densities have a π-orbital character. By comparing Fig. 3.6a–c with Fig. 3.5a3–c3, we find that regions where $\Delta \rho$ is negative also have a π-orbital character, with similar distribution patterns, suggesting that electron difference comes mainly from the HOMOs. In addition, regions where $\Delta \rho$ is positive have a σ-orbital character, due to relaxation of the occupied molecular orbitals other than the HOMOs. The positive $\Delta \rho$ reduces Coulomb repulsion from the negative $\Delta \rho$ of the π-orbitals.

Figures 3.7 and 3.8 show the AVCDs and reduced AVCDs (RAVCDs), respectively, of the C and N atoms for the C–C stretching mode for carbazole. The AVCD $\eta_{i,A}$ contains contributions for which the space integrals vanish because of symmetries of basis functions and $v_i$. The RAVCD $\bar{\eta}_{i,A}$ is calculated by subtracting such contributions from the AVCD $\eta_{i,A}$. Hence, the space integrals of the AVCDs and RAVCDs give the corresponding AVCCs:

$$\int \eta_{i,A}(x) \, dx = \int \bar{\eta}_{i,A}(x) \, dx = V_{i,A}. \quad (3.12)$$

The distribution pattern for $\bar{\eta}_{i,A}$ is simpler than that for $\eta_{i,A}$. For carbazole, the C1 and C6 atoms contribute significantly to the VCCs (Table 3.2). On the C1 atom, although $\Delta \rho$ is relatively small, since $v_i$ is large, the AVCD $\eta_{i,C1}$ gives a large positive or negative value around the C1 atom (Fig. 3.7a). The region where values are negative is larger than the region where they are positive. This feature is also observed for $\bar{\eta}_{i,C1}$ (Fig. 3.8a). On the C1 atom, the region where $\bar{\eta}_{i,C1}$ is negative is large, so the AVCC is large and negative ($-0.335 \times 10^{-4}$ au). Similarly, on the C6 atom above and below the benzene ring, overlap between $v_i$ and $\Delta \rho$ gives a negative distribution, so the C6 atom has a large negative AVCC ($-0.505 \times 10^{-4}$ au), whose contribution is clearly seen for $\bar{\eta}_{i,C6}$ (Fig. 3.8f).

On the C5 atom, since $\Delta \rho$ is large, $\bar{\eta}_{i,C5}$ is also large (Fig. 3.8e). The region where values are negative is larger than the region where they are positive, so the AVCC is negative ($-0.153 \times 10^{-4}$ au). However, since the difference between the negative and positive regions is small, the AVCC is smaller for the C5 atom than for the C1 and C6 atoms.
Figure 3.7: Atomic vibronic coupling densities $\eta_{i,A}$ of the C and N atoms for the C–C stretching mode of carbazole at an isosurface value of $2.0 \times 10^{-5}$ au. Dark gray shows where values are negative; light gray shows where values are positive. The number above each figure is the corresponding atomic vibronic coupling constant.

Figure 3.8: Reduced atomic vibronic coupling densities $\bar{\eta}_{i,A}$ of the C and N atoms for the C–C stretching mode of carbazole at an isosurface value of $2.0 \times 10^{-5}$ au. Dark gray shows where values are negative; light gray shows where values are positive. The number above each figure is the corresponding atomic vibronic coupling constant.
The AVCC of the C3 atom \((-0.105 \times 10^{-4} \text{ au})\) is close to that of the C5 atom. This is because the distribution pattern for \(\eta_{h,C3}\) (Fig. 3.7c) is similar to that for \(\eta_{h,C5}\) (Fig. 3.7e). \(\eta_{h,C3}\) and \(\bar{\eta}_{h,C3}\) are negative for the N atom because the C3 atom is located nearby. The region where values are negative is slightly larger than the region where they are positive, which explains why the C3 atom has a small negative AVCC (Fig. 3.8c).

\(\Delta\rho\) has a small positive value on the C4–H3 bond. Hence, around the C4 atom, \(\eta_{h,C4}\) and \(\bar{\eta}_{h,C4}\) are small (Fig. 3.7d, 3.8d). Because the positive region of \(\eta_{h,C4}\) is larger than the negative region, the C4 atom has a small positive AVCC \((0.042 \times 10^{-4} \text{ au})\).

For the C2 atom, both negative and positive \(\bar{\eta}_{h,C2}\) (Fig. 3.8b) regions are largely distributed on the C2–N and C2–C3 bonds. The small AVCC for the C2 atom results from cancellation of these positive and negative regions on the C2–N and C2–C3 bonds.

By comparing \(\eta_{h,C2}\) (Fig. 3.7b) with \(\eta_{h}\) (Fig. 3.5c4), we find that for the N atom, the \(\eta_{h}\) distribution comes from \(\eta_{h,C2}\) and not \(\eta_{h,N}\) (Fig. 3.7g). The latter is considerably small because \(v_{i}\) is negligibly small. The small overlap between \(\Delta\rho\) and \(v_{i}\) is responsible for the small AVCC of the N atom. \(v_{i}\) for the N–H stretching mode (Fig. 3.4c) is distributed on the N–H6 bond and can overlap with \(\Delta\rho\) around the N atom. However, since the overlap region is limited on the N–H6 bond, the VCC of the N–H stretching mode is not large \((1.894 \times 10^{-4} \text{ au})\). Thus, imino-bridging changes the \(\Delta\rho\) distribution pattern and weakens vibronic coupling in the benzene rings.

We calculated current through a single fluorene and carbazole molecule employing the NEGF theory including inelastic scattering.\(^{13}\) Here, we consider a suppression effect originating from the intramolecular vibronic coupling on the current. Actually, in the bulk systems, intermolecular vibronic coupling can be a dominant factor governing the suppression effect. However, the small intramolecular vibronic coupling is a necessary condition for design of transporting materials and first, we should consider the suppression effect due to the intramolecular vibronic coupling.

Figure 3.9a shows \(I–V\) characteristics. The solid line shows the \(I–V\) characteristics in the absence of vibronic coupling; the dot-dashed and dashed lines show the \(I–V\) characteristics for carbazole and fluorene, respectively, in the presence of the vibronic coupling. Figure 3.9a shows that the vibronic coupling reduces the current and the suppression effect is larger for fluorene (having the large VCCs) than for carbazole (having the small VCCs). Figure 3.9b shows power loss due to the vibronic coupling. Note that,
without vibronic coupling, the power loss dose not occur. At $V = 2 \text{ V}$, the power loss in carbazole is about half that in fluorene. Figure 3.9 suggests that a molecule with small VCCs is good charge-transporting and low power-loss material. The carbazole N atom can weaken the vibronic coupling and enhance hole-transporting property.

Figure 3.9: (a) Current-voltage characteristics and (b) power loss.
Figure 3.10a1–c1 shows Hartree-Fock (HF) VCCs for biphenyl, fluorene, and carbazole cations. Geometry optimization and vibrational analysis for neutral biphenyl, fluorene, and carbazole were done at the RHF/6-31G+der level of theory. Cationic states of the molecules were calculated at the UHF/6-31G+der level of theory. A scaling factor of 0.8929 was used for RHF/6-31G+der theoretical frequencies. All the HF calculations were done using GAMESS package program. The trend in VCC ordering in Fig. 3.10a1–c1 is similar to that in Fig. 3.4a–c; for biphenyl and fluorene, the largest VCC corresponds to a C–C stretching mode (1608.87 and 1610.88 cm$^{-1}$, respectively); for carbazole, the largest two VCCs correspond to a C–C stretching mode (1620.01 cm$^{-1}$) and a N–H stretching mode (3490.04 cm$^{-1}$). The C–C stretching modes having the large VCCs are shown in Fig. 3.10a1–c1. Comparing Fig. 3.10a1–c1 with Fig. 3.4a–c, the VCCs calculated at the UHF/6-31G+der level are large compared with those calculated at the UB3LYP/6-31G+der level. We can understand the reason for the difference in VCC size using the VCD analysis.

Figure 3.10a2–c2 shows $v_i$ for the modes shown in Fig. 3.10a1–c1. Comparing Fig. 3.10a2–c2 with Fig. 3.5a2–c2, $v_i$ calculated using the HF method is as large as that calculated using the B3LYP method, suggesting that electron correlation does not influence $v_i$ distribution significantly.

Figure 3.10a3–c3 shows $\Delta \rho$ for biphenyl, fluorene, and carbazole. The isosurface value in Fig. 3.10a3–c3 is the same in Fig. 3.5a3–c3. $\Delta \rho$ calculated using the HF method has a large value. This is because without electron correlation, electron delocalization is underestimated. $\Delta \rho$ across the C1–C2 and C6–C1 bonds is larger in Fig. 3.10a3 than in Fig. 3.5a3; $\Delta \rho$ across the C1–C2 and C6–C1 bonds is larger in Fig. 3.10b3 than in Fig. 3.5b3; $\Delta \rho$ on the N atom is larger in Fig. 3.10c3 than in Fig. 3.5c3.

Figure 3.10a4–c4 shows $\eta_i$ calculated at the UHF/6-31G+der level of theory. Large $\Delta \rho$ leads to large $\eta_i$ and consequently large VCCs. Since $\Delta \rho$ is less delocalized for carbazole than for biphenyl and fluorene, electron correlation effects on $\Delta \rho$ is smaller. Hence, for carbazole, the differences between $\eta_i$ calculated using the UB3LYP and UHF methods are small compared with those for biphenyl and fluorene. For biphenyl and fluorene, the HF method significantly overestimates the VCCs because $\Delta \rho$ is highly delocalized. The AVCC of the C1 atom of biphenyl and fluorene calculated using the HF method are $-1.263 \times 10^{-4}$ and $-1.346 \times 10^{-4}$ au, respectively, which are more than twice those
calculated using the B3LYP method ($-0.582 \times 10^{-4}$ and $-0.628 \times 10^{-4}$ au, respectively). The VCCs are closely related to the reorganization energy; Large/Small VCCs give a large/small reorganization energy. The overestimation of the reorganization energy with the HF method has been reported by Sancho-García et al.\textsuperscript{52} For vibronic coupling calculations, the UHF/6-31G+der level of theory gives qualitatively good results, and sometimes quantitative results.

### 3.5 Conclusions

We calculated the VCDs of biphenyl, fluorene, and carbazole cations. VCD analysis reveals that strong localization of the electron-density difference on the N atom leads to the small VCCs of carbazole. In general, localized electron-density differences on an atom decreases the vibronic coupling and enhances hole mobility. Substituting the biphenyl or fluorenyl moieties in the molecule with the carbazolyl moiety can weaken vibronic coupling in the molecule and improve hole mobility. This guiding principle opens a new way for molecular design of carrier-transporting materials based on VCD analysis. Though the HF method gives qualitatively good results, it sometimes yields overestimated VCC. This is because the electron-density difference calculated by the HF method is highly delocalized over the bonds, compared with the DFT method. Therefore, for carbazole, the HF method yield quantitatively good result, since the electron-density difference in carbazole does not largely delocalized over the bonds.
Figure 3.10: Absolute values of vibronic coupling constants $|V|$ for various cations calculated at the UHF/6-31G+der level of theory: (a1) Biphenyl; (b1) Fluorene; (c1) Carbazole. (a2)–(c2) Nuclear–electronic potential derivatives of the modes shown in (a1)–(c1) at an isosurface value of 0.01 au. (a3)–(c3) Electron-density differences due to ionization at an isosurface value of 0.04 au. (a4)–(c4) Vibronic coupling densities at an isosurface value of $2.0 \times 10^{-5}$ au. Dark gray shows where values are negative; light gray shows where values are positive.
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Chapter 4

Inverse Proportionality between Vibronic Coupling Constant and Electron-Density Difference Distribution

4.1 Introduction

Vibronic coupling or electron-phonon coupling plays an important role in charge transport, superconductivity, chemical reaction, luminescence, etc. In charge transport process, for example, vibronic coupling inhibits carrier transport, and creates Joule heat. Hence, molecules exhibiting weak vibronic coupling are preferable as charge-transporting materials. Although much effort has been directed towards effects of vibronic coupling in charge-transport process,\textsuperscript{1,2} little attention has been paid to designing charge-transporting materials by controlling vibronic coupling.

We have theoretically investigated a hole-transporting material, \(N, N'\)-diphenyl-\(N, N'\)-di(m-tolyl)benzidine\textsuperscript{3-5} (TPD), which has been widely used as a hole-transport layer in multilayer organic light-emitting diodes (OLEDs).\textsuperscript{6-9} We have shown that the localization of the electron-density difference \(\Delta \rho\) on the two N atoms is responsible for the weak vibronic coupling in TPD cation, and it is one origin of high mobility of TPD.\textsuperscript{10} This result suggests that the extent of \(\Delta \rho\) distribution significantly influences the strength of vibronic coupling and charge-transport property.
The relationship between extent of $\pi$-conjugation and strength of vibronic coupling has been investigated by Devos and Lannoo.\textsuperscript{11} They have shown that stabilization energy due to vibronic coupling is inversely proportional to the number of $\pi$-bonded carbon atoms $N_\pi$. This $1/N_\pi$ relationship of the stabilization energy approximately holds for various $\pi$-conjugated compounds up to $N_\pi = 60$.\textsuperscript{11-13}

In this chapter, we investigate the relationship between the vibronic coupling and the extent of $\Delta \rho$ distribution. We construct ideal models with a localized and delocalized electronic state using ethylene dimer cations as an example, and calculate their vibronic coupling constants (VCCs). The difference between the VCCs of the two electronic states is analyzed employing vibronic coupling density analysis,\textsuperscript{10} which describes local properties of vibronic coupling based on the electronic and vibrational structures. The vibronic coupling density analysis gives a clear explanation of the reason for the $1/N_\pi$ relationship.

### 4.2 Vibronic Coupling Density Analysis

The VCC $V_i$ for the $i$th normal mode is defined by

$$V_i = \left\langle \psi^+ (r, R_0) \left| \left( \frac{\partial \mathcal{H}_e (r, R)}{\partial Q_i} \right)_{R_0} \right| \psi^+ (r, R_0) \right\rangle,$$

where $r$ and $R$ denote sets of electronic and nuclear coordinates, respectively, $R_0$ is an equilibrium geometry of the neutral state, $\mathcal{H}_e (r, R)$ is the electronic Hamiltonian, $Q_i$ is a mass-weighted normal coordinate for the $i$th mode, and $\psi^+ (r, R_0)$ is the electronic wave function of the cationic state at the equilibrium geometry $R_0$. Only totally symmetric modes have non-zero VCCs.

$V_i$ can be written as\textsuperscript{14}

$$V_i = \int \Delta \rho (x) \times v_i (x) \, dx,$$

where $x$ is a position in the three-dimensional space, $\Delta \rho$ is the electron-density difference between the cationic and neutral states at $R_0$ and satisfies the following relation

$$\int \Delta \rho (x) \, dx = -1.$$

$v_i$ is the one-electron part of the derivative of the nuclear–electronic potential and written as

$$v_i (x) = \sum_A \frac{Z_A e_A^{(i)}}{\sqrt{M_A}} \frac{x - R_A}{|x - R_A|^3},$$
where $M_A$ and $Z_A$ are the mass and charge of the $A$th nucleus, respectively, $e_A^{(i)}$ is the $A$th component of the $i$th vibrational mode in the mass-weighted coordinates $Q_i$, and $R_A$ is the position of the $A$th nucleus. The set of $e^{(i)}$ is orthonormalized:

$$e^{(i)} \cdot e^{(j)} = \delta_{ij}.$$  \hspace{1cm} (4.5)

$\Delta \rho \times v_i$ in Eq. (4.2) contains components of which the integral over space vanishes. Reduced vibronic coupling density\textsuperscript{15} (RVCD) $\bar{\eta}_i$ is obtained by subtracting those vanishing components which are not essential to the vibronic coupling, from $\Delta \rho \times v_i$. Integral over space of $\bar{\eta}_i$ gives again $V_i$:

$$V_i = \int \bar{\eta}_i (x) \, dx.$$  \hspace{1cm} (4.6)

$\bar{\eta}_i$ gives a local picture of vibronic coupling in a molecule. Analyses based on the vibronic coupling density have revealed the reason for VCC magnitudes\textsuperscript{14,16,17} and enable us to relate the VCC to $\Delta \rho$ and $v_i$.

---

**Figure 4.1:** (a) Assumed structure of ethylene dimer with an atomic numbering scheme. The two ethylene molecules lie in the $yz$ plane and the centers of mass of them are placed on the $z$ axis. HOMOs of the ethylene dimers: (b) delocalized state; (c) localized state. The isosurface values for (b) and (c) are $0.08/\sqrt{2}$ and 0.08 a.u., respectively.
4.3 Method of Calculation

First, we optimized the structure of neutral ethylene monomer assuming $D_{2h}$ symmetry. Employing vibrational analysis, we confirmed that the optimized geometry is a stationary minima. The cationic state is calculated at the equilibrium geometry. The electronic structures of the neutral and cationic states were calculated at the B3LYP/6-311+G(d) and UB3LYP/6-311+G(d) levels of theory, respectively. A scaling factor of 0.963 was used for B3LYP/6-311+G(d) theoretical frequencies.\cite{18}

Second, we calculated electronic structures of ethylene dimer. Fig. 4.1a shows a nuclear configuration of the ethylene dimer with the labeling of the ethylene molecules. In the following, the two ethylene molecules are referred to as ethylene A and B. Both ethylene A and B lie in the $yz$ plane and the centers of mass of them are placed on the $z$ axis. The distance between the centers of mass is set to be 8.0 Å.

We calculated the electronic states in which wave functions are delocalized over the two ethylene molecules (Fig. 4.1b) by setting the geometrical parameters of the two ethylene molecules to be the same as those of the optimized ethylene monomer. The geometry of the dimer belongs to the $D_{2h}$ point group. We calculated the electronic states in which wave functions are strongly localized on the ethylene A (Fig. 4.1c) by setting the C3−C4 bond to be 0.001 Å shorter than the C1−C2 bond and assuming $C_{2v}$ symmetry. The wave functions of the neutral and cationic states and vibrational modes were calculated using these two geometries. The dimers were also calculated at the same level of theory as the monomer.

All the ab initio calculations were done employing Gaussian 03 software.\cite{19}

4.4 Results and Discussion

The optimized C=C and C−H bond lengths of the ethylene monomer are 1.3288 and 1.0859 Å, respectively. The calculated C−H bond length is within the error bar of the experimental value determined from the rotational constants of deuterated ethylenes,\cite{20} while the calculated C=C bond length is about 0.009 Å too long. The optimized CCH angle is 121.84°, which is about 0.56° too large. Calculated frequencies $\omega_i$ and VCCs $V_i$ of totally symmetric modes of the ethylene monomer and dimers are listed in Tables 4.1 and 4.2, respectively. In Table 4.2, superscripts deloc and loc mean delocalized (Fig. 4.1b)
and localized states (Fig. 4.1c), respectively. We use this notation in the following.

The optimized structure of the ethylene monomer belongs to $D_{2h}$ symmetry, leading to the following normal mode distribution

$$\Gamma_{\text{vib}}(D_{2h}) = 3A_g + A_u + 2B_{1u} + B_{2g} + 2B_{2u} + 2B_{3g} + B_{3u}.$$ (4.7)

The three $a_g$ modes are C−H bending ($a_g(1)$), C=C stretching ($a_g(2)$), and C−H stretching ($a_g(3)$) modes, respectively (Table 4.1). The frequency of the $a_g(1)$ mode is calculated to be about 13 cm$^{-1}$ smaller than the experimental value, while those of the $a_g(2)$ and $a_g(3)$ modes are in good agreement with the experimental values.\textsuperscript{21} The C=C stretching and C−H bending modes have the large VCCs while the C−H stretching mode has the small VCC. This trend in the VCCs is supported by a photoelectron spectrum\textsuperscript{22} and consistent with theoretical results calculated at the Hartree-Fock level.\textsuperscript{23}

The normal mode distribution of the delocalized state of the dimer is as follows:

$$\Gamma_{\text{vib}}^{\text{deloc}}(D_{2h}) = 6A_g + 3A_u + 2B_{1g} + 5B_{1u} + 2B_{2g} + 5B_{2u} + 5B_{3g} + 2B_{3u}.$$ (4.8)

All the vibrations are delocalized over the ethylene A and B. The $a_g^{\text{deloc}}(3)$, $a_g^{\text{deloc}}(4)$, and $a_g^{\text{deloc}}(5)$ modes are C−H bending, C=C stretching, and C−H stretching modes, respectively, and are in-phase combinations of the $a_g(1)$, $a_g(2)$, and $a_g(3)$ modes of the monomer. Out-of-phase combinations of these modes give non-totally symmetric C−H bending, C=C stretching, and C−H stretching modes of the dimer. Hence, their VCCs vanish. The $a_g^{\text{deloc}}(3)$ and $a_g^{\text{deloc}}(4)$ modes have the large VCCs, of which values are roughly $1/\sqrt{2}$ of those of $a_g(1)$ and $a_g(2)$ modes of the monomer: $V_1/\sqrt{2} = -2.92 \times 10^{-4}$ a.u. $\approx V_{3\text{deloc}}, V_2/\sqrt{2} = -5.54 \times 10^{-4}$ a.u. $\approx V_{4\text{deloc}}$. Since the stabilization energy due to the vibronic coupling of the $i$th mode is expressed as $V_i^2/2\omega_i^2$,\textsuperscript{10} the stabilization energies of $a_g^{\text{deloc}}(3)$ and $a_g^{\text{deloc}}(4)$ modes are $1/2$ of those of $a_g(1)$ and $a_g(2)$ modes, respectively. In other words, stabilization energy is inversely proportional to the number of atoms $N$ over which HOMO is delocalized: $N = 2$ for the monomer; $N = 4$ for the delocalized state of the dimer (Fig. 4.1b). This $1/N$ relationship of the vibronic coupling has been observed for various $\pi$-conjugated systems.\textsuperscript{11−13} By contrast, the VCCs of the C−H stretching modes of the monomer and dimer are comparable and hence, do not satisfy the $1/N$ relationship.

The VCCs of the $a_g^{\text{deloc}}(1)$, $a_g^{\text{deloc}}(2)$, and $a_g^{\text{deloc}}(6)$ modes are quite small. This is because these modes are combinations of the modes of the monomer of which VCCs vanish: the
$a^\text{deloc}_g(1)$ mode is a combination of the translational mode of the monomer along the $z$ axis, in which the intermonomer distance changes; the $a^\text{deloc}_g(2)$ and $a^\text{deloc}_g(6)$ modes are combinations of the $b_{2u}$ modes of the monomer. The VCCs of the translational and $b_{2u}$ modes of the monomer are vanishing.

The normal mode distribution of the localized state of the dimer is as follows:

$$\Gamma^\text{loc}_\text{vib} (C_{2v}) = 11A_1 + 5A_2 + 4B_1 + 10B_2.$$ (4.9)

The number of totally symmetric modes of the localized state is about twice that of the delocalized state, since one of the $C_2$ axes disappears by setting the C3–C4 bond to be shorter than the C1–C2 bond. The $a^\text{loc}_1(1)$ mode is a translational mode, in which the intermonomer distance changes. The vibration of the $a^\text{loc}_1(1)$ mode is delocalized over the two ethylene molecules. The remaining ten totally symmetric modes are classified with respect to two types of vibration (Table 4.2): vibrations strongly localized on the ethylene $A$ (marked with the superscript $A$) and those strongly localized on the ethylene $B$ (marked with the superscript $B$). As is observed for the delocalized state, $a^\text{loc}_1(2)$, $a^\text{loc}_1(3)$, $a^\text{loc}_1(10)$, and $a^\text{loc}_1(11)$ modes that are combinations of the $b_{2u}$ modes of the monomer have quite small VCCs.

The $a^\text{loc}_1(4)$, $a^\text{loc}_1(5)$, $a^\text{loc}_1(6)$, $a^\text{loc}_1(7)$, $a^\text{loc}_1(8)$, and $a^\text{loc}_1(9)$ modes are combinations of the $a_g(1)$, $a_g(2)$, and $a_g(3)$ modes of the monomer. The VCCs of the $a^\text{loc}_1(4)$, $a^\text{loc}_1(6)$, and $a^\text{loc}_1(8)$ modes are approximately equal to those of $a_g(1)$, $a_g(2)$, and $a_g(3)$ modes. For the localized state, since the HOMO is dominantly distributed on the ethylene $A$ (Fig. 4.1c), $N = 2$ (the same $N$ value for the monomer). Hence, the $1/N$ relationship holds also for this case. The VCCs of the $a^\text{loc}_1(5)$, $a^\text{loc}_1(7)$, and $a^\text{loc}_1(9)$ modes are quite small, suggesting that the vibronic coupling is weak on the ethylene $B$. 
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Table 4.1: Calculated frequencies $\omega_i$ (cm$^{-1}$) and vibronic coupling constants $V_i$ ($10^{-4}$ a.u.) of totally symmetric modes of the ethylene monomer. Bend. and str. mean bending and stretching modes, respectively.

<table>
<thead>
<tr>
<th>Mode</th>
<th>$\omega_i$</th>
<th>$V_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_g(1)$</td>
<td>1330.63</td>
<td>-4.124 C−H bend.</td>
</tr>
<tr>
<td>$a_g(2)$</td>
<td>1627.46</td>
<td>-7.838 C=C str.</td>
</tr>
<tr>
<td>$a_g(3)$</td>
<td>3021.50</td>
<td>-1.458 C−H str.</td>
</tr>
</tbody>
</table>

Table 4.2: Calculated frequencies $\omega_i$ (cm$^{-1}$) and vibronic coupling constants $V_i$ ($10^{-4}$ a.u.) of totally symmetric modes of the ethylene dimers. Superscripts deloc and loc mean the delocalized and localized states, respectively. Trans., bend., and str. mean translational, bending, and stretching modes, respectively.

<table>
<thead>
<tr>
<th>Delocalized state</th>
<th>Mode</th>
<th>$\omega_i^{\text{deloc}}$</th>
<th>$V_i^{\text{deloc}}$</th>
<th>Localized state</th>
<th>Mode</th>
<th>$\omega_i^{\text{loc}}$</th>
<th>$V_i^{\text{loc}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$a_g^{\text{deloc}}(1)$</td>
<td>1.66</td>
<td>-0.056 Trans.</td>
<td></td>
<td>$a_1^{\text{loc}}(1)$</td>
<td>1.66</td>
<td>-0.001 Trans.</td>
</tr>
<tr>
<td></td>
<td>$a_g^{\text{deloc}}(2)$</td>
<td>809.10</td>
<td>-0.057 C−H bend.</td>
<td></td>
<td>$a_1^{\text{loc}}(2)$</td>
<td>808.53</td>
<td>-0.008 C−H bend.$^A$</td>
</tr>
<tr>
<td></td>
<td>$a_g^{\text{deloc}}(3)$</td>
<td>1330.79</td>
<td>-2.686 C−H bend.</td>
<td></td>
<td>$a_1^{\text{loc}}(3)$</td>
<td>809.03</td>
<td>-0.049 C−H bend.$^B$</td>
</tr>
<tr>
<td></td>
<td>$a_g^{\text{deloc}}(4)$</td>
<td>1627.59</td>
<td>-5.135 C=C str.</td>
<td></td>
<td>$a_1^{\text{loc}}(4)$</td>
<td>1329.27</td>
<td>-4.052 C−H bend.$^A$</td>
</tr>
<tr>
<td></td>
<td>$a_g^{\text{deloc}}(5)$</td>
<td>3021.69</td>
<td>-1.818 C−H str.</td>
<td></td>
<td>$a_1^{\text{loc}}(5)$</td>
<td>1330.63</td>
<td>-0.636 C−H bend.$^B$</td>
</tr>
<tr>
<td></td>
<td>$a_g^{\text{deloc}}(6)$</td>
<td>3102.84</td>
<td>-0.012 C−H str.</td>
<td></td>
<td>$a_1^{\text{loc}}(6)$</td>
<td>1624.44</td>
<td>-7.713 C=C str.$^A$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$a_1^{\text{loc}}(7)$</td>
<td>1627.46</td>
<td>-0.213 C=C str.$^B$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$a_1^{\text{loc}}(8)$</td>
<td>3021.62</td>
<td>-1.418 C−H str.$^A$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$a_1^{\text{loc}}(9)$</td>
<td>3021.68</td>
<td>-0.121 C−H str.$^B$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$a_1^{\text{loc}}(10)$</td>
<td>3102.74</td>
<td>-0.167 C−H str.$^B$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$a_1^{\text{loc}}(11)$</td>
<td>3102.93</td>
<td>-0.070 C−H str.$^A$</td>
</tr>
</tbody>
</table>

107
Let us now discuss the reason for the $1/N$ relationship employing the vibronic coupling density analysis for the C=C stretching modes of the dimers. Figs. 4.2a and 4.2b show the $a_g^{\text{deloc}}(4)$ and $a_1^{\text{loc}}(6)$ modes, respectively. In the $a_1^{\text{loc}}(6)$ mode, the displacement of the nuclei of the ethylene A is large while that of the ethylene B is quite small, reflecting that half of components of $e^{(i)}$ (corresponding to the ethylene A) are large and the remaining components (corresponding to the ethylene B) are quite small. In the $a_g^{\text{deloc}}(4)$ mode, the nuclei of the ethylene A and B are symmetrically displaced, reflecting that all the components of $e^{(i)}$ have values. Since $e^{(i)}$ is normalized by the condition (4.5), the components of $e^{(i)}$ for the $a_g^{\text{deloc}}(4)$ mode are $1/\sqrt{2}$ of those of the $a_1^{\text{loc}}(6)$ mode.

Fig. 4.2 shows this relation. Each number in Fig. 4.2 is the norm of the $A$th component of the $i$th vibrational mode in the mass-weighted coordinates $|e^{(i)}_A|$. By comparing the $|e^{(i)}_A|$ for the C1 and H1 atoms, the values for the delocalized state are almost $1/\sqrt{2}$ of those for the localized state: $0.60/\sqrt{2} = 0.42 \approx 0.43$; $0.26/\sqrt{2} = 0.18$. Hence, $v_i$ for the $a_g^{\text{deloc}}(4)$ mode ($v_4^{\text{deloc}}$) is nearly $1/\sqrt{2}$ of that for the $a_1^{\text{loc}}(6)$ mode ($v_6^{\text{loc}}$), per Eq. (4.4). Figs. 4.3a and 4.3b show $v_4^{\text{deloc}}$ and $v_6^{\text{loc}}$, respectively. The isosurface value for $v_4^{\text{deloc}}$ is set to be $1/\sqrt{2}$ of that for $v_6^{\text{loc}}$. Around the ethylene A, the shape of the isosurface in Fig. 4.3a is almost the same as that in Fig. 4.3b, reflecting that around the ethylene A, $v_4^{\text{deloc}}$ is nearly $1/\sqrt{2}$ of $v_6^{\text{loc}}$. Since the $a_1^{\text{loc}}(6)$ mode is strongly localized on the ethylene A, $|e^{(i)}_A|$ values for the ethylene B are almost 0, and hence, $v_6^{\text{loc}}$ is quite small around the ethylene B.

Fig. 4.4 shows the electron-density difference $\Delta \rho$. The negative $\Delta \rho$ (the dark-gray region) is largely distributed over the C=C bonds. Comparing Fig. 4.4a with Fig. 4.1b and Fig. 4.4b with Fig. 4.1c, the distribution pattern of the negative $\Delta \rho$ is similar to that of the HOMOs, reflecting that an electron is removed dominantly from the HOMOs. The positive $\Delta \rho$ (the light-gray region) is distributed between the negative regions and relaxes the Coulomb repulsion between them. $\sigma$-bond-like shape of the positive $\Delta \rho$ originates from the orbital relaxation of doubly-occupied orbitals other than the HOMOs.

In Fig. 4.4, the isosurface value for $\Delta \rho^{\text{deloc}}$ is set to be $1/2$ of that for $\Delta \rho^{\text{loc}}$. Around the ethylene A, the shape of isosurface in Fig. 4.4a is almost the same as that in Fig. 4.4b, reflecting that around the ethylene A, $\Delta \rho^{\text{deloc}}$ is smaller by a factor of 2 than $\Delta \rho^{\text{loc}}$. Not that the space integration of $\Delta \rho$ is equal to $-1$ regardless of its distribution pattern,
per Eq. (4.3):
\[ \int \Delta \rho^\text{deloc} \, dx = \int \Delta \rho^\text{loc} \, dx = -1. \]  
(4.10)

\( \Delta \rho^\text{loc} \) is almost equivalently distributed around the H1 and H2 atoms, while \( \Delta \rho^\text{deloc} \) is distributed more largely around the H1 atom than around the H2 atom, which is due to the Coulomb repulsion between excess charges on the two ethylene molecules.

The reduced vibronic coupling density \( \bar{\eta}_i \) is proportional to the product \( \Delta \rho \times v_i \). Around the ethylene A, since \( \Delta \rho^\text{deloc} \approx \Delta \rho^\text{loc}/2 \) and \( v^\text{deloc}_4 \approx v^\text{loc}_6 / \sqrt{2} \),

\[ \bar{\eta}^\text{deloc}_4 \approx \frac{1}{2\sqrt{2}} \bar{\eta}^\text{loc}_6. \]  
(4.11)

Fig. 4.5 shows this relation: the distribution range of \( \bar{\eta}^\text{deloc}_4 \) around the ethylene A/B (of which isosurface value is set to be \( 1/2\sqrt{2} \) of that for \( \bar{\eta}^\text{loc}_6 \)) is almost identical with that of \( \bar{\eta}^\text{loc}_6 \) around the ethylene A. \( \bar{\eta}^\text{deloc}_4 \) is distributed twice as widely as \( \bar{\eta}^\text{loc}_6 \). Hence,

\[ \int \bar{\eta}^\text{deloc}_4 \, dx \approx \frac{1}{\sqrt{2}} \int \bar{\eta}^\text{loc}_6 \, dx, \]  
(4.12)

that is, \( V^\text{deloc}_4 \approx V^\text{loc}_6 / \sqrt{2} \). Thus, delocalization of \( \Delta \rho \) decreases \( \bar{\eta}_i \) and consequently, \( V_i \). We can rephrase the \( 1/N_\pi \) relationship proposed by Devos and Lannoo\(^ {11} \) as follows: magnitude of vibronic coupling constant is inversely proportional to the square root of the number of atoms over which \( \Delta \rho \) is distributed. Using this guiding principle, we can design molecules with small VCCs by delocalizing \( \Delta \rho \) over equivalent fragments. Thus, we can tune vibronic coupling and design functional materials such as charge-transporting materials through controlling \( \Delta \rho \) distribution. Actually, we have succeeded in designing an efficient electron-transporting material consisting of six equivalent triphenylborane units with low-power consumption.\(^ {24} \)
Figure 4.2: Vibrational modes of the ethylene dimers: (a) $a_g^{\text{deloc}}(4)$ mode for the delocalized state; (b) $a_1^{\text{loc}}(6)$ mode for the localized state. Numbers are the components of the $i$th vibrational mode in the mass-weighted coordinates $|e_i^{(i)}|$.

Figure 4.3: One-electron part of derivative of nuclear–electronic potential $v_i$ of the ethylene dimers: (a) $v_4^{\text{deloc}}$; (b) $v_6^{\text{deloc}}$. The isosurface values for (a) and (b) are $0.02/\sqrt{2}$ and 0.02 a.u., respectively. Dark gray shows where values are negative; light gray shows where values are positive.
Figure 4.4: Electron-density difference $\Delta \rho$ of the ethylene dimers: (a) $\Delta \rho^{\text{deloc}}$; (b) $\Delta \rho^{\text{loc}}$. The isosurface values for (a) and (b) are 0.01/2 and 0.01 a.u., respectively. Dark gray shows where values are negative; light gray shows where values are positive.

Figure 4.5: Reduced vibronic coupling density $\bar{\eta}_i$ of the ethylene dimers: (a) $\bar{\eta}_4^{\text{deloc}}$ for the delocalized state; (b) $\bar{\eta}_6^{\text{loc}}$ for the localized state. The isosurface values for (a) and (b) are $1/2\sqrt{2} \times 10^{-4}$ and $1 \times 10^{-4}$ a.u., respectively. Dark gray shows where values are negative; light gray shows where values are positive.
4.5 Conclusions

We investigated the relation between the strength of vibronic coupling and the extent of $\Delta \rho$ distribution by choosing ethylene dimer as an example. We calculated and compared vibronic coupling constants of the state in which $\Delta \rho$ is delocalized over the two ethylene molecules and those in which it is strongly localized on one of the ethylene molecule. Our major finding is that the vibronic coupling constants for the delocalized $\Delta \rho$ case are $1/\sqrt{2}$ of those for the localized $\Delta \rho$ case. In other words, magnitude of vibronic coupling constant is inversely proportional to the square root of the number of atoms over which $\Delta \rho$ is distributed. This finding may open the way to tuning vibronic coupling through controlling $\Delta \rho$ distribution and enable us to design functional materials such as charge-transporting molecules.
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Chapter 5

Theoretical Design of a Hole-Transporting Molecule: Hexaaaza[16]parabiphenylophane

5.1 Introduction

Organic light-emitting diodes (OLEDs) have received considerable attention because of their potential application to full-color flat-panel displays, backlight for liquid crystal displays, and paper thin-light sources.\(^1\)\(^2\) A typical multi-layer OLED consists of an indium-tin-oxide (ITO) anode, a hole-transport layer, an emitting layer, an electron-transport layer, and a cathode. Amorphous molecular materials or molecular glasses are attractive candidates for materials in OLEDs.\(^3\)\(^{–}\)\(^{11}\)

The hole-transport layers in OLEDs play a role of assisting hole injection from the anode, preventing electrons from escaping from the emitting layer (blocking electrons), and transporting holes to the emitting layer. Hence, the hole-transporting molecules should have a highest occupied molecular orbital (HOMO) energy close to the Fermi level of the anode and a lowest unoccupied molecular orbital (LUMO) energy higher than that of the emitting molecule, and exhibit high-hole mobility. Since hole-transporting materials in OLEDs are used in their amorphous state, they should also exhibit a high glass transition temperature \(T_g\) to keep a device durability.

A number of compounds have been synthesized and used as the hole-transporting materials for OLEDs.\(^3\)\(^{–}\)\(^8\),\(^10\),\(^{11}\) Among them, \(N, N’\)-bis(3-methylphenyl)-\(N, N’\)-diphenyl-
[1,1’-biphenyl]-4,4’-diamine (TPD) has been one of the most widely used hole-transporting material because of its high-hole mobility ($1.0 \times 10^{-3}$ cm$^2$V$^{-1}$s$^{-1}$ at an electric field $1.5 \times 10^5$ Vcm$^{-1}$ obtained using time-of-flight (TOF) technique) and electron-blocking property.$^{12,13}$ However, since TPD exhibits a low glass transition temperature $T_g$ (= 62°C), it lacks thermal stability.$^{8,14}$ $N,N',N''$-tetraphenylbenzidine (TAD), which has a chemical structure similar to that of TPD, exhibits a hole-transporting property, but is easily crystallized because of its low $T_g$ (= 70°C).$^8$ $N,N'$-di(1-naphthyl)-$N,N''$-diphenyl-[1,1’-biphenyl]-4,4’-diamine (α-NPD), which exhibits higher $T_g$ (= 95°C) and better thermal stability than TPD, has been also used as a hole-transporting material in OLEDs.$^{14,15}$ The hole mobility of α-NPD measured using TOF technique is about half that of TPD using the same method.$^{16,17}$ By contrast, hole mobilities of these two molecules using field-effect transistor (FET) technique are almost the same.$^8$

One of the factors that influence charge-transport properties is an intramolecular vibronic coupling (electron-molecular vibration interaction). An inelastic scattering of charge carriers due to the vibronic coupling inhibits charge transport, and lowers charge mobility and performance of OLEDs. The inelastic scattering is weak when the charge carriers transmit through molecules exhibiting weak vibronic coupling, in other words, molecules with small vibronic coupling constants (VCCs). Hence, small VCCs are preferable in charge-transporting properties.

We have theoretically investigated the vibronic couplings in triphenylamine (TPA), carbazole, and TPD cations employing vibronic coupling density (VCD) analysis, and reveals that strong localization of the electron-density difference $\Delta \rho$ on the N atoms is responsible for the weak vibronic coupling of these molecules.$^{18-20}$ This result indicates that the TPA and carbazole moieties play an important role in facilitating hole transport. The VCD analysis provides an effective method for designing charge-transporting materials as well as investigating vibronic coupling. Employing the analysis, we have succeeded in designing an efficient electron-transporting material, hexaboracynophane (HBCP).$^{21}$ The theoretically proposed HBCP has suitable HOMO and LUMO energy levels and exhibits lower-power consumption than tris-(8-hydroxyquinoline) aluminum(III) (Alq$_3$) and tris[3-(3-pyridyl)mesityl]borane (3TPYMB), which are good electron-transporting materials.$^{22}$
In this chapter, using the VCD analysis, we theoretically propose a hole-transporting macrocyclic amine, hexaaaza[1_6]parabiphenylophane (HAPBP, Fig. 5.1). HAPBP consists of three TAD moieties. Recently synthesized hexaaaza[1_6]paracyclophane, in which the biphenyl moieties and phenyl groups are replaced by phenyl and p-methoxyphenyl groups, respectively, exhibits low oxidation potential and good electron-donating ability. We calculate the VCCs of HAPBP cation and compare them with those of the well-known hole-transporting materials, TPD, TAD, and α-NPD. To investigate their single molecular hole-transporting properties, we calculate current-voltage characteristics and power loss using the non-equilibrium Green’s function (NEGF) method taking into account the inelastic scattering due to the vibronic couplings. We analyze hole-injecting and electron-blocking properties of HAPBP by calculating the HOMO and LUMO energy levels of HAPBP and comparing them with those of TPD, TAD, and α-NPD.

HAPBP

Figure 5.1: Chemical structure of HAPBP.
5.2 Vibronic coupling density analysis

The intramolecular VCC for the $i$th mode $V_i$ can be expressed as

$$V_i = \int \eta_i(x) \, dx,$$

(5.1)

where $\eta_i$ is called a VCD for the $i$th mode and $x$ denotes a position in the 3D space. In a hole-transport process, $\eta_i$ can be expressed in terms of the electron-density difference between the cationic and neutral states $\Delta \rho(x)$ and the one-electron part of the derivative of the nuclear–electronic potential with respect to the normal coordinate of the $i$th mode $v_i(x)$:

$$\eta_i(x) = \Delta \rho(x) \times v_i(x),$$

(5.2)

where

$$\Delta \rho(x) = \rho^+(x) - \rho(x),$$

(5.3)

$$v_i(x) = \sum_A -\frac{Z_A}{\sqrt{M_A}} e_A^{(i)} \cdot \frac{x - R_A}{|x - R_A|^3}.$$  

(5.4)

Here, $\rho^+(x)$ and $\rho(x)$ are electron densities for cationic and neutral states, respectively, at the equilibrium geometry of the neutral state. $Z_A$, $M_A$, and $R_A$ are the atomic number, mass, and position of the $A$th nucleus, respectively, and $e_A^{(i)}$ is the mass-weighted 3D component of the $A$th nucleus of the $i$th vibrational mode $Q_i$. The details of derivation of Eqs. (5.1–5.4) have been described elsewhere.25,26 $\Delta \rho$ satisfies the following relation

$$\int \Delta \rho(x) \, dx = -1,$$

(5.5)

and the set of $e^{(i)}$ is orthonormalized:

$$e^{(i)} \cdot e^{(j)} = \delta_{ij}.$$  

(5.6)

Significantly, only the totally symmetric modes have non-zero VCCs.

$\eta_i$ contains vanishing components that make no contribution to $V_i$ and are not essential to vibronic couplings. A reduced vibronic coupling density (RVCD) $\tilde{\eta}_i$ is obtained by subtracting those vanishing components from $\eta_i$.27 The space integral of $\tilde{\eta}_i$ gives again $V_i$:

$$\int \tilde{\eta}_i(x) \, dx = V_i.$$

(5.7)

$\tilde{\eta}_i$ gives a local picture of the vibronic coupling in a molecule. Since $\Delta \rho$ represents change in the electronic structure while $v_i$ represents the vibrational structure, we can relate $V_i$ to the electronic and vibrational structures by analyzing $\tilde{\eta}_i$. 
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5.3 Method of calculation

Geometry optimizations and vibrational analyses of TPD, TAD, α-NPD, and HAPBP were carried out at the density functional (DFT) level employing Gaussian 03 software. It has been shown that the DFT-optimized structure of an isolated TPD is in good agreement with that in an amorphous state. In the DFT method calculations, we used Becke’s three parameter exchange functional with the Lee-Yang-Parr correlation functional and 6-31G(d,p) basis set. We confirmed that the optimized geometries are stationary minima. Calculated frequencies were uniformly scaled by 0.963.

To investigate the single molecular hole-transporting properties of TPD, TAD, α-NPD, and HAPBP, we calculated the current-voltage characteristics and the power loss of a single TPD/TAD/α-NPD/HAPBP molecule employing the NEGF method taking into account inelastic scatterings due to the vibronic couplings. The details of the NEGF method has been described elsewhere.

5.4 Results and discussion

Stable structures of TPD and α-NPD belong to $C_2$ point group, while that of TAD belongs to $D_2$ point group. The number of totally symmetric modes, that is, the number of modes that couple to the electronic states are 106, 48, and 115 for TPD, TAD, and α-NPD, respectively. TAD has the smaller number of totally symmetric modes than TPD and α-NPD because of its higher symmetry.

Fig. 5.2 shows calculated VCCs of TPD, TAD, and α-NPD. The VCCs of these three molecules show a similar trend: C–C stretching modes have the largest VCCs; interring C–C stretching and C–H in-plane bending modes have relatively large VCCs; C–H stretching and out-of-plane bending modes have small VCCs. This similarity in the VCCs originates from the similarity of geometric structures: TPD, TAD, and α-NPD consist of the two TPA moieties. The VCCs of C–H bending and inner-ring C–C stretching modes of α-NPD are slightly larger than those of TPD and TAD. However, the VCCs are at most $1.4 \times 10^{-4}$ a.u. and small as a π-conjugated system.

The VCC values are about one third of those of the biphenyl cation calculated at the DFT level, suggesting that the vibronic couplings in biphenyl moieties of TPD, TAD, and α-NPD cations are weaker than those in the biphenyl cation. In Chapter 1 and 2, we
Figure 5.2: Vibronic coupling constants $|V|$ for the various cations calculated at the UB3LYP/6-31G(d,p) level of theory: (a) TPD, (b) TAD, and (c) $\alpha$-NPD. Str and bend mean stretching and bending, respectively.

have shown that strong localization of $\Delta \rho$ on the N atoms weakens the vibronic couplings in the biphenyl moiety and is responsible for the weak vibronic coupling in the TPD cation. This explanation is also true for the TAD and $\alpha$-NPD cations. The strong localization of $\Delta \rho$ on the N atoms reduces VCCs and consequently, improves the hole mobilities.

Stabilization energy $\Delta E$ due to the vibronic couplings of a $\pi$-conjugated molecule is inversely proportional to its molecular size. This relationship first mentioned by Devos and Lannoo roughly holds for various $\pi$-conjugated compounds. Since the stabilization energy $\Delta E$ due to the vibronic couplings is related to $V_i$ and an angular frequency $\omega_i$ as follows

$$\Delta E = \sum_i \frac{V_i^2}{2\omega_i^2}.$$  \hspace{1cm} (5.8)

the relationship indicates that the size of VCCs of a $\pi$-conjugated molecule decreases as its molecular size increases. This provides a strategy for designing molecules with small VCCs. Using this strategy, we have theoretically proposed an efficient electron-transporting material exhibiting weak vibronic coupling. In addition, we utilize a selection rule to design a molecule.

In the following, we show how to design a hole-transporting molecule exhibiting weaker vibronic coupling than TPD, TAD, and $\alpha$-NPD employing the VCD analysis. Figure 5.1 shows the chemical structure of HAPBP. HAPBP consists of the three symmetrically arranged TAD moieties. The optimized structure of HAPBP belongs to $D_6$ symmetry and the structures of six TPA moieties are equivalent. In spite of the large molecular size,
HAPBP has only 46 totally symmetric modes because of its high symmetric structure:

\[ \Gamma_{\text{vib}} (D_6) = 46A_1 + 48A_2 + 46B_1 + 50B_2 + 188E_1 + 192E_2. \]  

The remaining 524 non-totally symmetric modes make no contribution to the vibronic couplings. The number of totally symmetric modes of HAPBP is smaller than that of the parent compound, TAD, which corresponds to the one-third-sized fragment of HAPBP. The normal modes of TAD are as follows:

\[ \Gamma_{\text{vib}} (D_2) = 48A_1 + 46B_1 + 49B_2 + 49B_3. \]

Thus, using high symmetry, we can design a molecule with small number of modes that cause the vibronic couplings.

Figs. 5.3(a) and (b) show \( \Delta \rho \) for HAPBP and TAD, respectively. \( \Delta \rho \) for HAPBP/TAD is distributed equivalently over six/two TPA moieties. An isosurface value of \( \Delta \rho \) for HAPBP (\(|\Delta \rho| = 1 \times 10^{-3} \text{ a.u.}\)) is set to be one third of that for TAD (\(|\Delta \rho| = 3 \times 10^{-3} \text{ a.u.}\)). Comparing Figs. 5.3(a) and (b), the distribution range of \( \Delta \rho \) is approximately the same, suggesting that \( \Delta \rho \) of HAPBP is about one third of that of TAD. This result is easily understood by noting that the molecular size of HAPBP is three times larger than that of TAD, the three TAD moieties of HAPBP are equivalent, and \( \int \Delta \rho d\mathbf{x} = -1 \).

Optimized dihedral angles between the adjacent phenyl rings in the biphenyl moieties for HAPBP and TAD are 58.4 and 35.8°, respectively. The biphenyl moieties are more twisted for HAPBP than for TAD.

\( \Delta \rho \) for the HAPBP and TAD cations show similar trend, which is also observed for the TPD cation.\(^{18} \) \( \Delta \rho \) is distributed dominantly on the N atoms and the remaining \( \Delta \rho \) is distributed on the biphenyl and phenyl groups. Significantly, \( \Delta \rho \) on C–C bonds is quite small. As mentioned in Chapter 3, a vibronic coupling is strong when \( \Delta \rho \) is largely distributed on bonds, while it is weak when \( \Delta \rho \) is strongly localized on atoms.\(^{20} \) The N atoms have a role to localize \( \Delta \rho \), and reduce the VCCs. The small VCCs of the TAD cation (Fig. 5.2(b)) originate from this effect of the N atoms. The negative \( \Delta \rho \) on the N atoms shows that an electron removed dominantly from the N atoms. \( \Delta \rho \) around the N atoms has also a \( \sigma \) character, and the positive \( \Delta \rho \) originates from orbital relaxations of the doubly occupied molecular orbitals other than HOMOs. The positive regions have a role of relaxing Coulomb repulsions between the negative regions on the N atoms.
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Figure 5.3: Electron-density difference $\Delta \rho$ due to ionization for (a) HAPBP at an isosurface value of $1.0 \times 10^{-3}$ a.u. and (b) TAD at an isosurface value of $3.0 \times 10^{-3}$ a.u. Dark gray shows where values are negative; light gray shows where values are positive.
To investigate the vibronic coupling in the HAPBP cation, we compare the vibronic coupling for C–C stretching modes of HAPBP and TAD (Fig. 5.4). Figs. 5.4(a) and (b) show the $a_1(39)$ mode of HAPBP and the $a(41)$ mode of TAD. The $a_1(39)$ mode has the largest VCC of the HAPBP cation while the $a(41)$ mode has the second largest VCC of the TAD cation. The $a_1(39)$ mode of HAPBP is considered as an in-phase combination of the three $a(41)$ modes of TAD. The $a_1(39)$ and $a(41)$ modes include the inner-ring C–C stretching vibration associated with the inter-ring C–C stretching and in-plane C–H bending vibrations.

Figs. 5.5(a) and (b) show $v_{39}$ for HAPBP and $v_{41}$ for TAD. $v$ reflects the vibrational mode: $v$ is negative in the regions where the bonds shorten (dark-gray regions); $v$ is positive in the regions where the bonds lengthen (light-gray regions). In Fig. 5.5, an isosurface value of $v_{39}$ ($|v_{39}| = 8/\sqrt{3} \times 10^{-3}$ a.u.) is set to be $1/\sqrt{3}$ of $v_{41}$ ($|v_{41}| = 8 \times 10^{-3}$ a.u.). Comparing Figs. 5.5(a) and (b), the distribution ranges of $v_{39}$ and $v_{41}$ are approximately the same, suggesting that $v_{39}$ is about $1/\sqrt{3}$ of $v_{41}$. Since HAPBP is about three times as large as TAD, the dimension of $e^{(39)}$ of HAPBP is also about three times as large as that of $e^{(41)}$ of TAD. Hence, the components of the orthonormalized $e^{(39)}$ are about $1/\sqrt{3}$ of those of $e^{(41)}$. Consequently, $v_{39}$ is approximately $1/\sqrt{3}$ of $v_{41}$, per Eq. (5.4).

Significantly, an overlap between $\Delta \rho$ and $v_i$ is small for HAPBP and TAD because the distribution patterns of $\Delta \rho$ and $v_i$ are clearly different. On the N atoms, $\Delta \rho$ is large but $v_i$ is small; on the C–C bonds $v_i$ is large but $\Delta \rho$ is small. Consequently, $\Delta \rho$ and $v_i$ overlap only on the atoms, and the distribution of $\bar{n}_i$ does not extend over the bonds so much. This mismatch between the $\Delta \rho$ and $v_i$ distributions leads to small $\bar{n}_i$ values and consequently, the small VCCs of HAPBP and TAD. Since $\Delta \rho$ and $v_i$ for HAPBP are approximately $1/3$ and $1/\sqrt{3}$ of those for TAD, $\bar{n}_i$ for HAPBP is approximately $1/3\sqrt{3}$ of that for TAD. Fig. 5.6 shows this feature. In Fig. 5.6, an isosurface value of $v_{39}$ ($|v_{39}| = 8/3\sqrt{3} \times 10^{-6}$ a.u.) is set to be $1/3\sqrt{3}$ of $v_{41}$ ($|v_{41}| = 8 \times 10^{-6}$ a.u.). The distribution of $\bar{n}_{39}$ in Fig. 5.6(a) is similar to that of $\bar{n}_{41}$ in Fig. 5.6(b), suggesting that $\bar{n}_{39}$ is about $1/3\sqrt{3}$ of $\bar{n}_{41}$. The small value of $\bar{n}_{39}$ leads to the small $V_{39}$. $V_{39}$ ($= 8.78 \times 10^{-5}$ a.u.) is actually smaller than $V_{41}$ ($= 1.00 \times 10^{-4}$ a.u.). Thus, we can reduce the VCCs by arranging three equivalent TAD moieties symmetrically.
Figure 5.4: C–C stretching modes of HAPBP and TAD: (a) $a_1(39)$ mode of HAPBP and (b) $a(41)$ mode of TAD. The $a_1(39)$ mode has the largest VCC of HAPBP cation; the $a(41)$ mode has the second largest VCC of TAD cation.
Figure 5.5: One-electron part of derivative of nuclear–electronic potential $v_i$ for the $a_1(39)$ mode of HAPBP and the $a(41)$ mode of TAD: (a) $v_{39}$ for HAPBP at an isosurface value of $8/\sqrt{3} \times 10^{-3}$ a.u. and (b) $v_{41}$ for TAD at an isosurface value of $8 \times 10^{-3}$ a.u. Dark gray shows where values are negative; light gray shows where values are positive.
Figure 5.6: Reduce vibronic coupling density of $\eta_i$ for the $a_1(39)$ mode of HAPBP and the $a(41)$ mode of TAD: (a) $\bar{\eta}_{39}$ for HAPBP at an isosurface value of $8/3\sqrt{3} \times 10^{-6}$ a.u. and (b) $\bar{\eta}_{41}$ for TAD at an isosurface value of $8 \times 10^{-6}$ a.u. Dark gray shows where values are negative; light gray shows where values are positive.
Fig. 5.7 shows the VCCs of the HAPBP cation. All the VCCs are smaller than $1.0 \times 10^{-4}$ a.u. and quite small as a $\pi$-conjugated system. It is pointed out again that, in spite of the large molecular size, HAPBP has only 46 totally symmetric modes because of its high-symmetric structure. Comparing Fig. 5.7 with Figs. 5.2(a–c), the VCCs of HAPBP are smaller than those of TPD, TAD, and $\alpha$-NPD over the whole-frequency region. The small number of totally symmetric modes and small VCCs make HAPBP a promising candidate for a hole-transporting material with low-power loss.

Figure 5.7: Vibronic coupling constants $|V|$ for the HAPBP cation calculated at the UB3LYP/6-31G(d,p) level of theory. Str and bend mean stretching and bending, respectively.
Fig. 5.8 shows the HOMO and LUMO energy levels of HAPBP, TPD, TAD, α-NPD, and \textit{mer}-Alq$_3$ calculated at the B3LYP/6-31G(d,p) level of theory and the Fermi energy of the ITO electrode, which is a typical anode for OLEDs. The Fermi energy shown in Fig. 5.8 is the experimental work function of the ITO thin film with the opposite sign.$^{39}$ Here, we assume that Alq$_3$ is employed as an emitter. The HOMO energy level of HAPBP is closest to the Fermi energy of the ITO electrode. Hence, the energy barrier of hole injection is smaller for HAPBP than for TPD, TAD, and α-NPD. In addition, since HAPBP has the highest LUMO energy level, the energy barrier of electron transfer from \textit{mer}-Alq$_3$ is largest for HAPBP. Hence, HAPBP is expected to exhibit higher-electron-blocking property than TPD, TAD, and α-NPD. Overall, HAPBP has more suitable HOMO and LUMO energy levels than TPD, TAD, and α-NPD as a hole-transporting material when Alq$_3$ is employed as an emitter.

![Figure 5.8: HOMO/LUMO energy-level diagrams for HAPBP, TPD, TAD, α-NPD, and \textit{mer}-Alq$_3$ calculated at the B3LYP/6-31G(d,p) level of theory. Experimental work function with opposite sign of an ITO thin film$^{39}$ is also shown as the Fermi energies of ITO electrode surface.](image-url)
We calculated current-voltage \((I - V_b)\) characteristics and power loss for a single HAPBP/TPD/TAD/\(\alpha\)-NPD molecule using the NEGF method\(^{24}\) to investigate a suppression effect due to the vibronic couplings on conducting properties. For the sake of simplicity, we considered neighboring molecules in a solid as a part of electrodes. In addition, the Fermi levels of the electrodes are set to be the HOMO levels shown in Fig. 5.8. We used the electronic coupling \(\tau = -0.5\) eV and temperature \(T = 298\) K.

Fig. 5.9(a) shows the \(I - V_b\) characteristics for HAPBP (solid line), TPD (dashed line), TAD (dot-dashed line), and \(\alpha\)-NPD (dotted line). Significantly, HAPBP exhibits the largest \(I\), suggesting that for HAPBP, the suppression effect of the vibronic couplings on the electric current is small compared with TPD, TAD, and \(\alpha\)-NPD. This result indicates that HAPBP is expected to exhibit higher-hole mobility than TPD, TAD, and \(\alpha\)-NPD. This small suppression effect of HAPBP originates from the small number of totally symmetric modes and small VCCs of HAPBP. The weak vibronic coupling leads to low-power loss. Fig. 5.9(b) shows the power loss in a single HAPBP/TPD/TAD/\(\alpha\)-NPD molecule. HAPBP exhibits the smallest-power loss, that is, the lowest-power consumption. \(\alpha\)-NPD exhibits the strongest vibronic coupling among the four molecules, which leads to the smallest current and largest power loss. The strength of the vibronic couplings of TPD and TAD are comparable and hence, they exhibit the similar current and power-loss. In Fig. 5.9(a), the \(I - V_b\) curves for TPD and TAD almost coincide.
Figure 5.9: (a) Current-voltage characteristics and (b) power loss for HAPBP (solid lines), TPD (dashed lines), TAD (dot-dashed lines), and α-NPD (dotted lines).
5.5 Conclusion

We theoretically designed a hole-transporting molecule, HAPBP. HAPBP exhibits the weaker vibronic coupling and higher hole-transporting properties than the well-known hole-transporting materials, TPD, TAD, and α-NPD. HAPBP has the smaller number of vibronically active modes than TPD, TAD, and α-NPD because of its high symmetric structure. Furthermore, the VCCs of the HAPBP cation are smaller than those of the TPD, TAD, and α-NPD cations because the electron-density difference of the HAPBP cation is localized on six N atoms equivalently and quite small. The weak vibronic coupling of the HAPBP cation is due to the small number of vibronically active modes resulting from the selection rule for the vibronic coupling and the small VCCs originating from the symmetrically delocalized distributions of VCDs. In addition, HAPBP has the higher HOMO and LUMO energy levels than TPD, TAD, and α-NPD, suggesting that HAPBP exhibits superior hole-injecting and electron-blocking properties to TPD, TAD, and α-NPD. For these reasons, HAPBP is expected to be a candidate for a hole-transporting material.
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Chapter 6

A Boron-Containing Molecule as an Efficient Electron-Transporting Material with Low-Power Consumption

Organic light-emitting diodes (OLEDs) have been of great interest because of their potential application for large-area full-color flat-panel displays. To enhance device efficiency it is necessary to develop electron-transporting materials with high-electron mobility and improve charge balance in OLEDs.\(^1\) Alq\(_3\) is one of the most widely used electron-transporting material in OLEDs and also used as a green emitter.\(^2,3\) On the other hand, various boron-containing \(\pi\)-conjugated systems have electron-transporting property,\(^4-9\) suggesting that boron plays a key role in electron-transporting process. Recently, Tanaka \textit{et al.} have reported that tris[3-(3-pyridyl)mesityl]borane (3TPYMB) exhibits electron mobility about ten times higher than that of Alq\(_3\) and has hole-blocking property.\(^9\)

One of the factors that controls the electron mobility is intramolecular vibronic coupling (electron–molecular vibration interaction). Inelastic scattering due to vibronic coupling not only inhibits electron transport and reduces electron mobility but also causes Joule heat or power loss. Crystallization or melting of organic materials due to Joule heat is an origin of the instability of OLEDs.\(^10\) Hence, molecules with weak vibronic coupling are favorable for electron-transporting material. In this chapter, we theoretically propose a boron-containing electron-transporting material, hexaboracyclophane (HBCP, Fig. 6.1)
and compare its vibronic coupling, electron-transporting property, and hole-blocking character with those of mer-Alq3 and 3TPYMB.

The strength of vibronic coupling of the $i^{th}$ mode is controlled by the vibronic coupling constant (VCC) $V_i$. $V_i$ can be expressed as $V_i = \int \Delta \rho \times v_i d\tau$, where $\Delta \rho$ is an electron-density difference between neutral and anion states and $v_i$ is one-electron part of the derivative of the nuclear–electronic potential with respect to the $i^{th}$ normal coordinate. Note that only totally symmetric modes couple to the electronic states and have non-zero $V_i$ values. Geometry optimization and vibrational analysis for neutral mer-Alq3, 3TPYMB, and HBCP were done at the B3LYP/3-21G level of theory. We assumed $C_1$, $C_3$, and $D_6$ symmetries for mer-Alq3, 3TPYMB, and HBCP, respectively. The electronic structures of anionic states for these molecules were calculated at the UB3LYP/3-21G level of theory using the optimized geometries of the neutral states. A scaling factor of 0.963 was used for B3LYP/3-21G theoretical frequencies. All the ab initio calculations were done using Gaussian 03 software. We calculated current through a single mer-Alq3/3TPYMB/HBCP molecule employing the non-equilibrium Green’s function (NEGF) method taking into account inelastic scattering due to vibronic coupling.
Figures 6.2(a)–6.2(c) show VCCs of mer-Alq₃, 3TPYMB, and HBCP. mer-Alq₃ has the largest $V_i$ and exhibits the strongest vibronic coupling among them. Since mer-Alq₃ belongs to $C_1$ symmetry, all the vibrational modes (150 modes) have non-zero $V_i$. Low-symmetry molecular structure and not small $V_i$ values lead to stronger vibronic coupling of mer-Alq₃ than those of 3TPYMB and HBCP. However, the largest $V_i$ of mer-Alq₃ is at most $2.0 \times 10^{-4}$ a.u., which is small compared with biphenyl, fluorene, and carbazole, indicating that the vibronic coupling in mer-Alq₃ is weak as a $\pi$-conjugated system.

The largest $V_i$ of 3TPYMB is about $1.2 \times 10^{-4}$ a.u. (Fig. 6.2(b)). This value is quite small and comparable to the vibronic coupling in the cationic state of $N,N'$-bis(3-methylphenyl)$_2$, $N,N'$-diphenyl-[1,1'-biphenyl]-4,4'-diamine (TPD), which is a widely used hole-transporting material in OLEDs. The number of vibrational modes of 3TPYMB (258 modes) is larger than that of mer-Alq₃. However, the number of totally symmetric modes of 3TPYMB (86 modes) is smaller than that of mer-Alq₃ because of the existence of the $C_3$ axis. The smaller $V_i$ values and number of totally symmetric modes are responsible for the weaker vibronic coupling in 3TPYMB than in mer-Alq₃.

Figure 6.2(c) shows $V_i$ of HBCP. Although HBCP has the largest molecular size and the number of vibrational modes (570 modes) among the three molecules, it has the smallest number of totally symmetric modes (46 modes) because of its high symmetry. Thus, high symmetry reduces the number of totally symmetric modes, and consequently, weakens the vibronic coupling as a whole. Furthermore, the largest $V_i$ of HBCP is relatively small ($1.6 \times 10^{-4}$ a.u.) and the other $V_i$ values are of the order of $1 \times 10^{-5}$ a.u. and quite small. The high symmetry and small $V_i$ values of HBCP make it a promising candidate for an electron-transporting material.
Figure 6.3 shows HOMO and LUMO energy levels of mer-Alq$_3$, 3TPYMB, and HBCP calculated at the B3LYP/3-21G level of theory and Fermi energy of the Mg:Ag electrode, which is a typical cathode for OLEDs. The Fermi energy shown here is the experimental work function of the Mg:Ag alloy with the opposite sign. The HOMO/LUMO energy level of HBCP is lower than that of 3TPYMB and hence, HBCP is expected to be a better electron-injecting and hole-blocking material than 3TPYMB when mer-Alq$_3$ is used as an emitting layer.

To investigate a suppression effect of vibronic coupling on electric current we calculated current-voltage ($I - V_b$) characteristics for a single mer-Alq$_3$/3TPYMB/HBCP molecule using the NEGF method. Here, we considered neighboring molecules in a solid as a part of electrodes and set their Fermi levels to be the HOMO levels shown in Fig. 6.3. We used the electronic coupling $\tau = 0.5$ eV and temperature $T = 298$ K. In the NEGF method, the $I - V_b$ characteristics are influenced by $\tau$ and $V_i$. Since we focus on a suppression effect due to the vibronic coupling on $I - V_b$ characteristics, $\tau$ was set to be the same value for the three molecules.
Figure 6.4(a) shows the $I - V_b$ characteristics for mer-Alq$_3$ (dotted line), 3TPYMB (dashed line), and HBCP (solid line). Significantly, HBCP exhibits the largest $I$, suggesting that for HBCP, the suppression effect due to vibronic coupling is weak compared with mer-Alq$_3$ and 3TPYMB, and HBCP can be a superior electron-transporting material than mer-Alq$_3$ and 3TPYMB. The large $I$ originates from the high-symmetry and small $V_i$ values of HBCP. Since the vibronic coupling in 3TPYMB is weaker than in mer-Alq$_3$, 3TPYMB exhibits larger $I$ than mer-Alq$_3$. This result is consistent with the experimental observation that 3TPYMB exhibits higher electron mobility than mer-Alq$_3$. The weak vibronic coupling is an origin of the high electron mobility of 3TPYMB. Inelastic scattering due to vibronic coupling causes power loss, in other words, heat generation. Figure 6.4(b) shows power loss in a single mer-Alq$_3$/3TPYMB/HBCP molecule. The power loss decreases in the following order: mer-Alq$_3$ > 3TPYMB > HBCP, suggesting that molecules with weak vibronic coupling exhibit low power consumption.

In conclusion, we designed the boron-containing molecule with high-symmetry, HBCP. The theoretically designed HBCP exhibits weaker vibronic coupling and higher electron-transporting property than mer-Alq$_3$ and 3TPYMB. Furthermore, since the HOMO/LUMO energy level of HBCP is lower than that of 3TPYMB, HBCP can be a superior electron-injecting and hole-blocking material than 3TPYMB when mer-Alq$_3$ is used as an emitting layer. In actual synthesis, it is necessary to protect the boron atoms, for instance, by introducing the methyl group at the ortho positions of the phenyl and phenylene groups. Such a chemical modification would change torsion angles between phenyl rings, but would not impair the electron-transporting and hole-blocking properties of HBCP so much. We calculated reorganization energies and HOMO/LUMO energy levels at the B3LYP/3-21G and UB3LYP/3-21G levels of theory for one-third-sized fragments of unsubstituted and methyl-substituted HBCP. The difference between the reorganization energies and HOMO/LUMO energy levels for the two molecules are 24 meV and 0.09/0.42 eV, respectively, suggesting that the electron-transporting and hole-blocking properties of HBCP are not influenced significantly by the methyl substitution. Usually, amorphous materials have been used in OLEDs. HBCP might be highly crystalline in nature because of its high symmetry. Amorphous HBCP-based materials would be obtained, for example, by introducing bulky substituents into HBCP.
Figure 6.4: (a) Current-voltage characteristics and (b) power loss for mer-Alq$_3$ (dotted lines), 3TPYMB (dashed lines), and HBCP (solid lines).
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Chapter 7

Vibronic Interactions in Hole-Transporting Molecules: An Interplay with Electron-Hole Interactions

7.1 Introduction

Hole-transporting (HT) materials have been attracted much attentions since they consist one of the building blocks in organic light-emitting diodes (OLED). Among them, \( N,N' \)-diphenyl-\( N,N' \)-di(m-tolyl)benzidine (TPD, Fig. 7.1a) is well known as a HT material with highly-efficient HT properties in OLED.

In the molecular level, the key interactions in carrier transport phenomena are electronic couplings among neighboring molecules and vibronic (electron-vibration) couplings. Large vibronic couplings give rise to a low mobility and energy dissipation. Therefore, a molecule with small vibronic couplings can be a candidate for a HT material. We have developed vibronic coupling density (VCD) analysis to investigate the vibronic couplings from relations between electronic and vibrational structures. We have found that vibronic couplings are decreased if the electron-density difference between the neutral and ionic states is strongly localized not on bonds but on atoms. We have investigated that the highly-efficient HT properties in TPD is ascribed to the electron-density difference which is strongly localized on the nitrogen atoms. Moreover, we have succeeded
in designing a highly-efficient electron-transporting molecule on the basis of the VCD concept.\textsuperscript{17}

Though the highest occupied molecular orbital (HOMO) of TPD is delocalized over the molecule, the electron-density difference whose main source should arise from the HOMO is localized mainly on the nitrogen atoms.\textsuperscript{14} The deficiency of the electron-density difference on the biphenyl group in TPD is still an open problem.

In this chapter, to clarify the problem, we analyze the vibronic coupling constants (VCC) in TPD derivatives, 4,4’-di(N-carbazolyl)biphenyl (CBP, Fig. 7.1b)\textsuperscript{18} and 2,7-bis(phenyl-m-tolylamino)fluorene (TPF, Fig. 7.1c)\textsuperscript{19} in terms of the VCD analysis. The replacement of the phenyl and tolyl groups in TPD by the carbazolyl group gives CBP, while the replacement of the biphenyl group in TPD by the fluorenyl group gives TPF. CBP has also been employed as a host for phosphorescent materials.\textsuperscript{20-26} We also investigate the influence of electron-hole interactions on the vibronic couplings employing a Hubbard Hamiltonian. The finding in this chapter is one of the guiding principles which enable us to control the vibronic couplings.

### 7.2 Theory

A vibronic coupling between the electronic state and the \(i\)th vibrational mode of the molecule is described by the VCC \(V_i\). \(V_i\) can be expressed as the space integral of the VCD of the \(i\)th vibrational mode \(\eta_i\):\textsuperscript{12,13}

\[
V_i = \int \eta_i (x) \, dx, \tag{7.1}
\]

where \(x\) denotes a position in the 3D space.

The VCD \(\eta_i\) can be expressed as the product of the electron-density difference between the cationic and neutral states \(\Delta \rho (x)\) and the one-electron part of the derivative of the nuclear–electronic potential with respect to the normal coordinate of the \(i\)th mode \(v_i (x)\):

\[
\eta_i (x) = \Delta \rho (x) \times v_i (x), \tag{7.2}
\]

where

\[
\Delta \rho (x) = \rho_{\text{cationic}} (x) - \rho_{\text{neutral}} (x), \tag{7.3}
\]

\[
v_i (x) = \sum_A v_{i,A} (x) = \sum_A \frac{Z_A}{\sqrt{M_A}} e_A^{(i)} \frac{x - R_A}{|x - R_A|^3}. \tag{7.4}
\]
Here, $\mathbf{x}$ denotes a position in the space, $\rho_{\text{cationic}}(\mathbf{x})$ and $\rho_{\text{neutral}}(\mathbf{x})$ are electron densities for the cationic and neutral states, respectively, at the equilibrium geometry of the neutral state. $Z_A$, $M_A$, and $\mathbf{R}_A$ are the atomic number, mass, and position of the $A$th nucleus, respectively, and $\mathbf{e}_A^{(i)}$ is the mass-weighted 3D component of the $A$th atom of the $i$th vibrational mode $Q_i$. Only the totally symmetric modes are vibronically active and yield non-zero VCCs. $v_{i,A}$ is the contribution from the $A$th atom to $v_i$ and represents a distribution of $v_i$ around the $A$th atom.

An atomic vibronic coupling constant (AVCC) $V_{i,A}$ of the $A$th atom is defined by

$$V_{i,A} = \int \Delta \rho(\mathbf{x}) \times v_{i,A}(\mathbf{x}) \, d\mathbf{x}.$$  \hspace{1cm} (7.5)

The sum of $V_{i,A}$ over $A$ gives again $V_i$:

$$\sum_A V_{i,A} = V_i.$$  \hspace{1cm} (7.6)

### 7.3 Method of calculation

We employed the RHF method for the geometry optimizations and vibrational analyses of the neutral CBP and TPF molecules. We confirmed that the optimized geometries are stationary minima. Employing the 6-31G basis set with their first derivatives\(^\text{27}\) (denoted as 6-31G+der), we confirmed that the Hellmann-Feynman theorem\(^\text{28}\) is satisfied. We calculated the VCCs for the CBP and TPF cations using the wavefunctions of the cationic states at the ROHF/6-31G+der level of theory for the optimized geometries of their neutral state. The method of calculation is the same as used for TPD in Chapter I for comparison.\(^\text{14}\) All the \textit{ab initio} calculations were performed using GAMESS package.\(^\text{29}\)
7.4 Results and discussion

Optimized geometries of CBP and TPF are shown in Fig. 7.1. The structure of TPD is also shown for comparison. The symmetries of the optimized structures are $C_2$ for TPF and TPD and $D_2$ for CBP. The carbazolyl group in CBP and the carbon backbone of the fluorenyl group in TPF are almost coplanar. The dihedral angles $C1–C7–C13–N1$ and $C7–N1–C1–C2$ for TPD, CBP, and TPF are tabulated in Table 7.1. The dihedral angle $C1–C7–C13–N1$ for CBP is $0.0^\circ$, suggesting that the N1 atom is located on the plane formed by the C1, C7, and C13 atoms. For TPD and TPF, the position of the N1 atom is slightly deviated from the $C1–C7–C13$ plane. The dihedral angle $C7–N1–C1–C2$ for TPF ($131.3^\circ$) is close to that for TPD ($128.3^\circ$), suggesting that the replacement of the central biphenyl unit by the fluorenyl unit has little effect on the dihedral angle $C7–N1–C1–C2$. By contrast, the dihedral angle $C7–N1–C1–C2$ decreases to $107.3^\circ$ by replacing the diphenylamino groups by the carbazolyl groups.

Table 7.1: Dihedral angles in degree. The atomic labels are shown in Fig. 7.1. The structure of TPD is taken from Chapter 1.$^{14}$

<table>
<thead>
<tr>
<th></th>
<th>$C1–C7–C13–N1$</th>
<th>$C7–N1–C1–C2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>TPD</td>
<td>$-0.6$</td>
<td>$128.3$</td>
</tr>
<tr>
<td>CBP</td>
<td>$0.0$</td>
<td>$107.3$</td>
</tr>
<tr>
<td>TPF</td>
<td>$0.3$</td>
<td>$-131.3$</td>
</tr>
</tbody>
</table>

Fig. 7.2a shows the VCCs in the CBP cation. The maximum-coupling one is 1805 cm$^{-1}$ mode which corresponds to a quinoid deformation (Fig. 7.2b). Note that the number of the active modes is small in the CBP cation. CBP has the smaller number of active modes than TPF because CBP belongs to the higher-symmetry point group ($D_2$) than TPF ($C_2$). Consequently, the reorganization energy for hole transfer in CBP is calculated to be smaller than that of TPF. We found the maximum-coupling mode in the TPD cation (1795 cm$^{-1}$) corresponds to this mode. Since the VCCs of these modes are $2.1 \times 10^{-4}$ a.u. and $9.9 \times 10^{-5}$ a.u. for CBP and TPD, respectively, the VCC in CBP is twice as large as that of TPD.
Figure 7.1: Molecular structures of (a) TPD, (b) CBP, and (c) TPF with atomic and ring labeling schemes.
Figure 7.2: (a) Vibronic coupling constants and (b) the mode which exhibits the maximum vibronic coupling in CBP ($\omega = 1805 \text{ cm}^{-1}, V = 2.1 \times 10^{-4} \text{ a.u.}$).
Figure 7.3: (a) Vibronic coupling constants and (b) the mode which exhibits the maximum vibronic coupling in TPF ($\omega = 1795$ cm$^{-1}$, $V = 1.2 \times 10^{-4}$ a.u.).
On the other hand, the maximum-coupling modes in TPF and TPD are almost the same in the vibrational frequency and VCC. The frequencies are 1795 cm$^{-1}$ for both molecules, and the VCCs are $1.2 \times 10^{-4}$ a.u. and $9.9 \times 10^{-5}$ a.u. (Fig. 7.3a). This mode also corresponds to the maximum-coupling mode in CBP (Fig. 7.3b). Moreover, it should be noted that the whole VCC spectrum of TPF resembles to that of TPD.

The AVCCs of CBP and TPF are tabulated in Table 7.2 and 7.3, respectively. In the CBP cation, the carbazolyl groups (ring B and C) have larger AVCCs than those of the phenyl ($-1.851 \times 10^{-5}$ a.u.) and tolyl ($-2.852 \times 10^{-5}$ a.u.) groups in TPD. On the other hand, in the TPF cation, the fluorenyl group (ring A) has small AVCCs. In other words, the bridge in TPF has little effect on the VCCs.

Fig. 7.4 shows the VCD analyses of the maximum-coupling modes in the CBP and TPF cations. Figs. 7.4a and b show the electron-density difference $\Delta \rho$ for CBP and TPF, respectively. $\Delta \rho$ is strongly localized on the nitrogen atoms for each cation as it is in TPD. The increase of the VCCs in CBP is ascribed to large $\Delta \rho$ on the carbazolyl group. The distribution of $\Delta \rho$ in TPF is almost the same as that in TPD, in spite of the planarity of the fluorenyl group. This is the reason why the VCC spectrum of TPF is similar to that of TPD.

Strong and symmetric localization of $\Delta \rho$ on atoms give rise to the reduction of VCCs. Figs. 7.4c and d are the potential derivative $v_i$ with respect to the maximum-coupling mode shown in Figs. 7.2b and 7.3b, respectively. $v_i$ is delocalized over the cations. The VCD $\eta_i$ for the CBP and TPF cations are shown in Figs. 7.4e and f, respectively. $\eta_i$ on the terminal diphenylamino groups (ring B and C) are large, and the biphenyl unit (ring A) has small $\eta_i$. It should be noted that the central biphenyl unit has small $\Delta \rho$. This leads to the reduction of the VCD on the biphenyl or fluorenyl unit. Accordingly, the VCC becomes small.
Table 7.2: Atomic vibronic coupling constants ($10^{-5}$ a.u.) of the maximum-coupling mode (1805 cm$^{-1}$) in CBP. The atomic and ring labels are shown in Fig. 7.1.

<table>
<thead>
<tr>
<th>ring A</th>
<th>ring B</th>
<th>ring C</th>
<th>Nitrogen</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>-0.785</td>
<td>C7</td>
<td>-0.613</td>
</tr>
<tr>
<td>C2</td>
<td>-0.197</td>
<td>C8</td>
<td>-0.298</td>
</tr>
<tr>
<td>C3</td>
<td>-0.040</td>
<td>C9</td>
<td>0.161</td>
</tr>
<tr>
<td>C4</td>
<td>-0.213</td>
<td>C10</td>
<td>-0.522</td>
</tr>
<tr>
<td>C5</td>
<td>-0.040</td>
<td>C11</td>
<td>-1.801</td>
</tr>
<tr>
<td>C6</td>
<td>-0.197</td>
<td>C12</td>
<td>-1.098</td>
</tr>
<tr>
<td>Sum</td>
<td>-1.472</td>
<td>-4.171</td>
<td>-4.171</td>
</tr>
</tbody>
</table>

Table 7.3: Atomic vibronic coupling constants ($10^{-5}$ a.u.) of the maximum-coupling mode (1795 cm$^{-1}$) in TPF. The atomic and ring labels are shown in Fig. 7.1.

<table>
<thead>
<tr>
<th>ring A</th>
<th>ring B</th>
<th>ring C</th>
<th>Nitrogen</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>0.033</td>
<td>C7</td>
<td>0.601</td>
</tr>
<tr>
<td>C2</td>
<td>0.090</td>
<td>C8</td>
<td>0.617</td>
</tr>
<tr>
<td>C3</td>
<td>0.054</td>
<td>C9</td>
<td>0.412</td>
</tr>
<tr>
<td>C4</td>
<td>0.533</td>
<td>C10</td>
<td>0.000</td>
</tr>
<tr>
<td>C5</td>
<td>0.147</td>
<td>C11</td>
<td>0.392</td>
</tr>
<tr>
<td>C6</td>
<td>0.016</td>
<td>C12</td>
<td>0.396</td>
</tr>
<tr>
<td>Sum</td>
<td>0.873</td>
<td>2.418</td>
<td>3.067</td>
</tr>
</tbody>
</table>
Figure 7.4: Electron-density difference $\Delta \rho$ in (a) the CBP cation and (b) TPF cation. Potential derivative $v_i$ with respect to the maximum-coupling modes in (c) the CBP cation and (d) TPF cation. Vibronic coupling density $\eta_i$ of the maximum-coupling modes in (e) the CBP cation and (f) TPF cation.
In order to investigate the deficiency of $\Delta \rho$ on the fluorenyl unit in the TPF cation, fragment molecular orbital (FMO) analysis was employed for the TPF cation using the extended Hückel method.\textsuperscript{30} The cation is divided at the C–N bonds into three parts: the fluorenyl unit and two diphenylamino groups. It should be noted that, since the energy levels of the HOMOs of the fragments are close, the fragment HOMOs are hybridized. Therefore, the HOMO–2 and HOMO of TPF has almost the same orbital pattern on the fluorenyl unit. We projected the Hartree–Fock MOs of the TPF cation onto those of the neutral molecule. It is found the major components of the HOMO in the cation are the HOMO–2 and HOMO of the neutral molecule. When the molecule acquires a hole, the hole is affected by the strong electron-hole interaction between the HOMO–2 and HOMO because of the same orbital pattern on the fluorenyl group. The hole increases the orbital coefficients on the fluorenyl group of the HOMO–2. This increase compensates the electron removal from the HOMO on the fluorenyl unit.

The HOMO of the neutral TPF is delocalized on the fluorenyl unit. However, $\Delta \rho$ is deficient on the fluorenyl unit. In addition to the above mean field picture, we employed the following Hubbard Hamiltonian to investigate further the effect of electron-hole interactions on $\Delta \rho$:

$$H = \sum_{\sigma = \uparrow, \downarrow} \sum_{i = a, b} \epsilon_i a_{i \sigma}^\dagger a_{i \sigma} + \sum_{\sigma = \uparrow, \downarrow} \sum_{i, j = a, b} t a_{i \sigma}^\dagger a_{j \sigma} + \sum_{i = a, b} U_i a_{i \uparrow}^\dagger a_{i \downarrow}^\dagger a_{i \downarrow} a_{i \uparrow}, \quad (7.7)$$

where $\epsilon_i$ is the energy level of the fragment HOMOs, $\chi_a$ and $\chi_b$, of the fragment $i = a, b$ (in the case of TPF, fragment $a$ is the terminal groups of two diphenylamino groups, and fragment $b$ is the central fluorenyl unit), $t$ the transfer integral between the fragment HOMOs, and $U_i$ the on-site Coulomb interaction on the site $i$. An electronic configuration is written as $| \text{site } a, \text{site } b \rangle$. The neutral state is written as $| \uparrow \downarrow, \uparrow \downarrow \rangle$, the cationic state in which a hole is localized on fragment $a$, $| \uparrow \uparrow, \uparrow \downarrow \rangle$, and the cationic state in which a hole is localized on fragment $b$, $| \uparrow \downarrow, \uparrow \uparrow \rangle$. The expectation value for the neutral state is $E_0 = \langle \uparrow \downarrow, \uparrow \downarrow | H | \uparrow \downarrow, \uparrow \downarrow \rangle = 2\epsilon_a + 2\epsilon_b + U_a + U_b$. The Hamiltonian matrix for the cationic state is written as

$$H_{\text{cat}} = \begin{pmatrix} E_0 - \epsilon_a - U_a & t \\ t & E_0 - \epsilon_b - U_b \end{pmatrix}. \quad (7.8)$$

The eigen state is expressed by $C_{\uparrow \downarrow}^a | \uparrow, \uparrow \downarrow \rangle + C_{\downarrow \uparrow}^b | \downarrow \downarrow, \uparrow \rangle$. Since $\rho_0 = 2\chi_a^2 + 2\chi_b^2$ for the neutral state, $\rho^a = \chi_a^2 + 2\chi_b^2$ for the cationic state $| \uparrow, \uparrow \downarrow \rangle$, and $\rho^b = 2\chi_a^2 + \chi_b^2$ for the
cationic state $|\uparrow\downarrow, \uparrow\rangle$, the electron-density difference is

$$\Delta \rho_{\pm} = \rho_{\pm} - \rho_0 = \{(C^a_\pm)^2 \rho^a + (C^b_\pm)^2 \rho^b\} - \rho_0 = \Delta \rho^a_{\pm} \chi^a_\pm + \Delta \rho^b_{\pm} \chi^b_\pm, \quad (7.9)$$

where $\Delta \rho^i_{\pm}$ is the electron-density difference on the site $i$:

$$\Delta \rho^a_{\pm} = (C^a_\pm)^2 + 2(C^b_\pm)^2 - 2, \quad (7.10)$$

$$\Delta \rho^b_{\pm} = 2(C^a_\pm)^2 + (C^b_\pm)^2 - 2. \quad (7.11)$$

From the lower eigen state of the model Hamiltonian, we obtain the electron-density difference on the fluorenyl unit as

$$\Delta \rho^{\pm b} = \frac{\Delta \epsilon + \Delta U - \sqrt{\Delta \epsilon + \Delta U}^2 + 4t^2}{2\sqrt{\Delta \epsilon + \Delta U}^2 + 4t^2}, \quad (7.12)$$

where $\Delta \epsilon = \epsilon_a - \epsilon_b$ and $\Delta U = U_a - U_b$. In the case of TPF $\Delta \epsilon$ is positive (see Fig. 7.5), and we can assume $\Delta U$ positive since the hole can be delocalized on the isolated fragment $b$ and localized on the isolated fragment $a$: $U_a > U_b$.

If the transfer integral and on-site Coulomb interactions are zero, $\Delta \rho^{-}$ is completely localized on the diphenylamino groups (fragment $a$). However, this is not the case, and $t$ is not small compared with $\Delta \epsilon$ since we can find that the HOMO of TPF is delocalized (see Fig. 7.5). We consider the following limiting cases of $\Delta \rho^{- b}$ for $\Delta U$:

$$\Delta \rho^{- b} = \begin{cases} \left( -\frac{1}{2} + \frac{\Delta \epsilon}{2\sqrt{\Delta \epsilon^2 + 4t^2}} \right) + \left( \frac{2t^2}{(\Delta \epsilon^2 + 4t^2)^{\frac{3}{2}}} \right) \Delta U + \cdots \quad (\Delta U \ll 1), \\ 0 \quad (\Delta U \rightarrow \infty) \end{cases} \quad (7.13)$$

Since $|\Delta \rho^{- b}|$ is monotonously decreasing as a function of $\Delta U$, $|\Delta \rho^{- b}|$ decreases from $\frac{1}{2} - \frac{\Delta \epsilon}{2\sqrt{\Delta \epsilon^2 + 4t^2}}$ to 0. Therefore, though $t$ is large, and the HOMO is delocalized on the fluorenyl unit, the electron-density difference on the fluorenyl group can be small if the difference of the on-site Coulomb interaction $\Delta U$ is sufficiently large.

In the cation, due to the positive $\Delta U$, the electrons on fragment $a$ move to fragment $b$ to compensate negative $\Delta \rho$ on fragment $b$. Thus, $\Delta \rho$ on fragment $b$ is deficient, and $\Delta \rho$ is localized on fragment $a$. Fragment $a$ acts as a hole-localized unit. $\Delta \rho$ on fragment $a$ is accommodated mainly on the nitrogen atoms. Accordingly, because of the cancellation of the VCD on the nitrogen and the deficiency of $\Delta \rho$ on fragment $b$, the VCCs of TPF are small. This is also the case in TPD.
Figure 7.5: Fragment molecular orbital analysis of TPF. TPF is divided at two N–C bonds into two parts: two diphenylamino groups (fragment a) and central fluorenyl unit (fragment b).
7.5 Conclusion

We have investigated the vibronic couplings in the CBP and TPF cations on the basis of the VCD analysis. In spite of the bridge in TPF, the planarity of the central fluorenyl unit has little effect on the vibronic couplings in the TPF cation, while the bridges in CBP make increases of the maximum vibronic-coupling in the CBP cation. This effect comes from the deficiency of the electron-density difference on the central fluorenyl unit. We have discussed the effect of on-site Coulomb interaction, or electron-hole interaction on the electron-density difference using the Hubbard model. It is found that the difference of the on-site Coulomb interactions gives rise to the strong localization of the electron-density difference on the diphenylamino groups and the deficiency on the fluorenyl group in the TPF cation. They are responsible for the small VCCs in TPF. These finding will open a way to control vibronic couplings in a molecule using many-body interactions.
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Part II

Vibronic Coupling Density Analyses of Molecular Wires
Chapter 1

Vibronic Coupling Density Analysis for α-Oligothiophene Cations: A New Insight for Polaronic Defects

1.1 Introduction

Oligothiophenes and polythiophenes are promising materials for electronic devices. α,α'-oligothiophenes (denoted α-nT, where n is the number of thiophene rings) are attracting attention because of their good charge-transport properties, high chemical stability, and synthetic flexibility. α-nT (n=3, 4, 5, 6, 8) thin films have been used as semiconductors in organic field-effect transistors (FETs) and thin-film transistors (TFTs). Halik et al. investigated that the effect of α-6T alkyl side-chain length on mobility and reported that the measured carrier mobility to be 1.1 cm²V⁻¹s⁻¹ for α,α'-diethylsexithiophene, which has the highest hole mobility other than pentacene. For non-substituted α-5T, α-6T, and α-7T, carrier mobilities increase with n.

Recently there has been renewed interest in using them as single molecular wires, and to this end long oligothiophenes (up to 96-mer) have been synthesized. Electrical resistance of single oligothiophene molecular wires (up to 23-mer) linked to gold electrodes have been measured. The molecular length dependence of the electrical resistance suggests that the transport mechanism changes from tunneling to hopping at around 14-mer. Such a mechanistic transition is governed by the strength of vibronic coupling.

A local picture of vibronic coupling in a molecule is described in terms of its vibronic
coupling density (VCD); space integration of the VCD gives the linear VCC (vibronic coupling constant). VCD is the product of electron-density difference $\Delta \rho$ and the derivative of the nuclear–electronic potential $v$. The degree of overlap between $\Delta \rho$ and $v$ determines the magnitude of the linear VCC with respect to a normal coordinate. One of the sources of an electrical resistance is vibronic coupling. A molecule with a large/small linear VCC inhibits a charge transport greatly/slightly. In the non-equilibrium Green’s function (NEGF) method, the linear vibronic coupling constant plays an important role in a mechanism of the inelastic scattering. Therefore, it is important to elucidate the reason for the relative magnitudes of linear VCCs, and VCD analysis provides some insights.

When a carrier transmits through a long oligothiophene, it is natural to assume that the carrier interacts with molecular vibrations. Interaction between carrier and molecular vibration, called vibronic coupling or electron–phonon coupling, deforms the molecular structure, causes an inelastic scattering, and inhibits a carrier transport. Structural modification in neutral oligothiophenes upon ionization is known to correspond to quinoid deformation, the degree of which is governed by the magnitude of the VCC.

Raman spectra of BF$_4$-doped polythiophene show that the polaron is a major species. For polythiophenes, polaron size is estimated to be four thiophene rings. In other words, structural deformation occurs mainly in four thiophene rings. For oligothiophenes, polaron size has been calculated, by comparison of neutral-state and oxidized-state bond lengths, to be four thiophene rings. Theoretical study of long oligothiophene polycations shows that polaron size is about five thiophene rings. As discussed in Section 1.4.3, using VCD analysis, we can explain the reason why the size is four or five rings. Polaron formation plays an important role in conducting mechanisms for organic semiconductors, and VCD analysis opens a new way for molecular design of carrier-transporting materials.

In this chapter, we calculate the VCDs for $\alpha$-nT $(n = 2 - 9)$ and explain relative sizes of VCCs by means of VCD analysis. In Sections 1.2 and 1.3, we describe a method for calculating the VCC and VCD. In Sections 1.4.1 and 1.4.2, we explain the relative VCC sizes for $\alpha$-2T and $\alpha$-3T cations using VCD analysis. In Section 1.4.3, we investigate the $n$ dependences of VCC, VCD, and polaron size. In Section 1.4.4, we simulate a photoelectron spectrum of $\alpha$-3T and compare the spectrum with the experiment.
1.2 Theory

The Hamiltonian of a molecule is given by

$$H(r, R) = H_e(r, R) + T_n(R), \quad (1.1)$$

where $H_e(r, R)$ is an electronic Hamiltonian, $T_n(R)$ is the nuclear kinetic energy, and $r$ and $R$ denote sets of electronic and nuclear coordinates, respectively. The linear VCC for the $i^{th}$ totally symmetric modes is written in terms of a set of mass-weighted normal coordinates $\{Q_i\}$:

$$V_i = \left\langle \Psi^+ (r, R_0) \left| \left( \frac{\partial H_e(r, R)}{\partial Q_i} \right)_{R_0} \right| \Psi^+ (r, R_0) \rightangle, \quad (1.2)$$

where $R_0$ is the nuclear configuration of the equilibrium geometry in the neutral state and $\Psi^+ (r, R_0)$ is the electronic wave function of the cationic state at equilibrium geometry. $\partial / \partial Q_i$ is related to $\partial / \partial R$ by the following equation,

$$\frac{\partial}{\partial Q_i} = \sum_A \frac{e^{(i)}_A}{\sqrt{M_A}} \cdot \frac{\partial}{\partial R}, \quad (1.3)$$

where $M_A$ is the mass of nucleus $A$ and $e^{(i)}_A$ is the $A^{th}$ component of a vibrational vector of the $i^{th}$ vibrational mode in the mass-weighted coordinates $e^{(i)}$. The direction $e^{(i)}$ is chosen such that $V_i$ becomes negative; that is, geometric deformation along $e^{(i)}$ lowers the energy of the cationic state of the molecule.

Using Eq. (1.3), we can write Eq. (1.2) as

$$V_i = \sum_A \frac{1}{\sqrt{M_A}} e^{(i)}_A \cdot \left\langle \Psi^+ (r, R_0) \left| \left( \frac{\partial H_e(r, R)}{\partial R} \right)_{R_0} \right| \Psi^+ (r, R_0) \rightangle$$

$$= \sum_A V_{i,A}, \quad (1.4)$$

where $V_{i,A}$ is called the atomic vibronic coupling constant (AVCC) of the $A^{th}$ atom. Since the sum of the AVCCs $V_{i,A}$ is equal to the VCC $V_i$, the AVCC represents the contribution from the $A^{th}$ atom to the VCC $V_i$.

When the Hellmann–Feynman theorem holds, $V_i$ can be written in terms of the electron-density difference $\Delta \rho$ and the derivative of the nuclear–electronic potential $v_i$: $^{27-30}$

$$V_i = \int \Delta \rho(x) \times v_i(x) \, dx, \quad (1.5)$$
where

\[ \Delta \rho (x) = \rho^+ (x) - \rho (x), \quad (1.6) \]

\[ v_i (x) = - \sum_A \frac{Z_A e_A^{(i)}}{\sqrt{M_A}} \cdot \frac{x - R_A}{|x - R_A|^3}. \quad (1.7) \]

Here, \( \rho^+ (x) \) and \( \rho (x) \) are electron densities for the cationic and neutral states, respectively. \( x \) and \( R_A \) denote a position in three-dimensional space and the position of the \( A \)th atom, respectively, and \( Z_A \) is atomic number. The product \( \Delta \rho (x) \times v_i (x) \) is called the VCD \( \eta_i (x), \]

\[ \eta_i (x) = \Delta \rho (x) \times v_i (x), \quad (1.8) \]

which gives a local picture of vibronic coupling in a molecule.

Eq. (1.8) can be written as

\[ \eta_i (x) = \sum_A \Delta \rho (x) \times \left(- \frac{Z_A e_A^{(i)}}{\sqrt{M_A}} \cdot \frac{x - R_A}{|x - R_A|^3}\right) = \sum_A \eta_{i,A} (x), \quad (1.9) \]

where we introduce a quantity \( \eta_{i,A} \) to represent vibronic coupling density arising from displacement of the \( A \)th atom. We call \( \eta_{i,A} \) the atomic vibronic coupling density (AVCD) of the \( A \)th atom. Space integration of the AVCD \( \eta_{i,A} \) gives the AVCC \( V_{i,A} \):

\[ V_{i,A} = \int \eta_{i,A} (x) \, dx. \quad (1.10) \]

Let us define an effective mode for geometric deformation \( e_s \). The direction of deformation is defined by

\[ e_s = - \sum_i \frac{V_i}{|V|} e^{(i)}, \quad (1.11) \]

where the \( i \)th component of \( V \) is equal to \( V_i \) and

\[ |V| = \sqrt{\sum_i V_i^2}. \quad (1.12) \]

The energy of the cationic state decreases most steeply when geometric deformation occurs in the \( e_s \) direction. If we denote a mass-weighted coordinate in the \( e_s \) direction as \( Q_s, Q_i \) can be expressed as

\[ Q_i = - \frac{V_i}{|V|} Q_s. \quad (1.13) \]
Hence,
\[
\begin{align*}
\frac{\partial \mathcal{H}_e}{\partial Q_s} &= \sum_i \frac{\partial Q_i}{\partial Q_s} \frac{\partial \mathcal{H}_e}{\partial Q_i} \\
&= -\sum_i \frac{V_i}{|V|} \frac{\partial \mathcal{H}_e}{\partial Q_i}.
\end{align*}
\]  

(1.14)

The vibronic coupling constant $V_s$ with respect to $Q_s$ is obtained as
\[
V_s = \left\langle \Psi^+ (r, R_0) \left| \left( \frac{\partial \mathcal{H}_e (r, R)}{\partial Q_s} \right)_{R_0} \right| \Psi^+ (r, R_0) \right\rangle \\
= -\sum_i \frac{V_i^2}{|V|} \\
= -|V|. 
\]  

(1.15)

From Eqs. (1.5) and (1.15), $V_s$ can be written in terms of $\Delta \rho$ and $v_i$:
\[
V_s = -\sum_i \frac{V_i}{|V|} \int \Delta \rho (x) \times v_i (x) \, dx \\
= \sum_i \frac{V_i}{V_s} \int \Delta \rho (x) \times v_i (x) \, dx. 
\]  

(1.16)

If we define new quantities $v_s (x)$ and $\eta_s (x)$ such that
\[
v_s (x) = \sum_i \frac{V_i}{V_s} v_i (x), \quad (1.17)
\]

\[
\eta_s (x) = \Delta \rho \times v_s (x), \quad (1.18)
\]

$V_s$ can be expressed as
\[
V_s = \int \Delta \rho (x) \times v_s (x) \, dx. 
\]  

(1.19)

$v_s$ and $\eta_s$ are derivative of the nuclear–electronic potential and the vibronic coupling density, respectively, for the effective mode. AVCD and AVCC for the effective mode are defined respectively by
\[
\eta_{s,A} (x) = \Delta \rho (x) \times \frac{V_i}{V_s} \left( \frac{Z_A}{\sqrt{M_A}} e^{(i)} \frac{e_A}{|x - R_A|} \right), 
\]  

(1.20)

\[
V_{s,A} = \int \eta_{s,A} (x) \, dx. 
\]  

(1.21)

Summing the AVCDs $\eta_{s,A}$ and VCCs $V_{s,A}$ yields $\eta_s$ and $V_s$. 
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There is yet another definition of the VCC. In the second quantization form, the molecular Hamiltonian (Eq. (1.1)) can be written as

\[ \mathcal{H} = \sum_j \epsilon_j c_j^\dagger c_j + \sum_i \lambda_i \left\{ c_{\text{HOMO}}^\dagger c_{\text{HOMO}} \left( b_i^\dagger + b_i \right) \right\} + \sum_i \hbar \omega_i \left( b_i^\dagger b_i + \frac{1}{2} \right), \]  

(1.22)

where \( \epsilon_j \) is the orbital energy of the molecule, \( \lambda_i \) is the electron–phonon coupling constant, \( \omega_i \) is the frequency of the \( i^{\text{th}} \) mode, \( c_j^\dagger \) and \( c_j \) are electron creation and annihilation operators in the \( j^{\text{th}} \) molecular orbital, and \( b_i^\dagger \) and \( b_i \) are phonon creation and annihilation operators of mode \( i \). \( c_{\text{HOMO}}^\dagger \) and \( c_{\text{HOMO}} \) are electron creation and annihilation operators in the highest occupied molecular orbital (HOMO). \( \lambda_i \) is related to \( V_i \) through the following equation:

\[ \lambda_i = \sqrt{\frac{\hbar}{2\omega_i}} V_i. \]  

(1.23)

### 1.3 Method of Calculation

We calculated VCCs for \( \alpha \)-oligothiophene cations (\( \alpha-nT \), \( n = 2 - 9 \)). To satisfy the Hellmann–Feynman theorem, the 6-31G basis set with the first derivative (denoted 6-31G+der) was used\(^{40} \). Structures of neutral oligothiophenes were optimized at the RHF/6-31G+der level assuming \( C_2 \) (\( n = 2, 4, 6, 8 \)) and \( C_s \) (\( n = 3, 5, 7, 9 \)) symmetries. Vibrational analyses were done to confirm the stability of the optimized geometries. Electronic structures of \( \alpha-nT \) cations were calculated at the ROHF/6-31G+der level using the optimized geometries of the neutral states. All \textit{ab initio} calculations were performed with the GAMESS computational chemistry software program\(^{41} \). A scaling factor of 0.8929\(^{42} \) was used for RHF/6-31G+der theoretical frequencies.
1.4 Results and Discussion

1.4.1 VCD analysis for α-2T

Figure 1.1 shows the 6-31G+der optimized geometry with atomic numbering scheme, bond lengths, and bond angles for neutral α-2T. The sulfur atoms are located in opposite positions (transoid). In the gas phase, α-2T prefers a transoid structure. Theoretical studies using different methods and different basis sets also show a twisted anti-conformation structure to be most stable. The twist angle between the two thiophene rings is calculated to be 31.9°, in good agreement with the experimental values of 34° and 32° obtained by the electron diffraction in the gas phase. This nonplanarity is due to steric repulsion between the sulfur and hydrogen atoms.

Experimental values for the C1−C1’, C1−S1, and C4−S1 bond lengths are 1.456, 1.733, and 1.719 Å, respectively, which are close to our results. Calculated values for the C1−C2, C2−C3, and C3−C4 bond lengths are 0.02 Å longer than experimental values. The C1−C2 and C3−C4 bonds have double-bond character, while the C1−C1’, C2−C3, C1−S1, and C4−S1 bonds have single-bond character. Hence, the thiophene rings in the optimized geometry of neutral α-2T exhibits an aromatic-type structure with six π electrons, and the bond angles are in good agreement with experimental data.
Figure 1.2(a) shows calculated VCCs for α-2T. Figure 1.3 shows several totally symmetric modes. The arrows in Fig. 1.3 represent the $A^i$ component of the vibrational vector $e^{(i)}_A$. The largest two VCCs correspond to C=C stretching modes ($a(18)$ and $a(19)$ modes). Note that these modes involve an inter-ring C−C stretching vibration, but differ in the phases of their C3−C4 stretching vibrations. In the $a(18)$ mode, the C1−C2 and C3−C4 bonds lengthen/shorten simultaneously; in the $a(19)$ mode, the C3−C4 bond shortens/lengthens when the C1−C2 bond lengthens/shortens. Thus, VCC is smaller for the $a(19)$ mode than for the $a(18)$ mode (see also Fig. 1.4).

VCCs for the $a(10)$ and $a(13)$ modes are moderately large. The $a(10)$ mode is an in-plane bending mode, which involves C4−S1 stretching vibration. The $a(13)$ mode is an inner-ring C−C stretching mode. VCCs are small for out-of-plane bending and C−H stretching modes. The $a(4)$ and $a(21)$ modes are examples of out-of-plane bending and C−H stretching modes, respectively.

Significantly, deformation in the direction of the $a(18)$ and $a(19)$ modes lengthens the C1−C2 bond (C=C double bond) and shortens the C1−C1’ bond (inter-ring C−C bond). Deformation in the direction of the $a(18)$ mode also lengthens the C3−C4 bond (C=C double bond), and deformation in the directions of the $a(13)$ mode or $a(18)$ mode shortens the C2−C3 bond (inner-ring C−C bond). These deformations convert the geometry from aromatic to quinoid. Since we chose the direction of the vibrational mode such that the VCC is negative, distortion toward a quinoid-type structure lowers the energy of the cationic state. Thus, vibronic coupling with modes that have large VCCs converts geometry from aromatic to quinoid and lowers the energy of the cationic state.

Figure 1.2(b) shows electron–phonon coupling constants $\lambda$ calculated using Eq. (1.23). The relative order of $\lambda$ is identical to that of $|V|$ except for the $a(1)$ mode. The moderately large $\lambda$ for that mode is due to its low frequency. $\lambda$ for a low-frequency mode tends to be large, per Eq. (1.23).

Figure 1.4 shows AVCCs for the $a(4)$, $a(10)$, $a(13)$, $a(18)$, $a(19)$, and $a(21)$ modes. Black/white circles represent negative/positive AVCC values, and the size of a circle is proportional to the relative magnitude of the AVCC. The sum of the AVCCs gives the VCC. AVCCs are large for the carbon atoms and small for the sulfur and hydrogen atoms, suggesting that vibronic coupling occurs mainly in the carbon backbone. The large VCCs for the $a(18)$ and $a(19)$ modes result from the large negative AVCCs for the carbon atoms.
Figure 1.2: $\alpha$-2T cation: (a) Absolute value of vibronic coupling constants $|V|$. (b) Corresponding electron–phonon coupling constants $\lambda$.

Figure 1.3: Neutral $\alpha$-2T totally symmetric modes obtained at the RHF/6-31G+der level: (a) Out-of-plane bending; (b) In-plane bending; (c) Inner-ring C–C stretching; (d) C=C stretching; (e) C=C stretching; (f) C–H stretching.
Figure 1.4: Atomic vibronic coupling constants for the following modes ($\times 10^{-4}$ a.u.): (a) $a(4)$; (b) $a(10)$; (c) $a(13)$; (d) $a(18)$; (e) $a(19)$; (f) $a(21)$.

Figure 1.5: Vibronic coupling density $\eta$ of the following modes at an isosurface value of $2.5 \times 10^{-5}$ a.u.: (a) $a(4)$; (b) $a(10)$; (c) $a(13)$; (d) $a(18)$; (e) $a(19)$; (f) $a(21)$. Dark gray shows where values are negative; light gray shows where values are positive.
For the $a(18)$ mode, all carbon atoms have negative AVCCs; for the $a(19)$ mode, the C1 and C2 atoms have negative AVCCs and the C3 and C4 atoms have positive AVCCs. This is why the absolute value of the VCC for the $a(19)$ mode is smaller than that for the $a(18)$ mode. For the $a(10)$ mode, the carbon atoms have moderately large AVCCs. For the $a(13)$ mode, the C2 and C3 atoms have large AVCCs. Hence, the $a(10)$ and $a(13)$ modes have moderately large VCCs. For the $a(4)$ and $a(21)$ modes, all atoms have small AVCCs, leading to the small VCCs for the $a(4)$ and $a(21)$ modes.

Space integration of an AVCD $\eta_{i,A}$ gives the AVCC $V_{i,A}$. Figure 1.5 shows VCDs for the $a(4)$, $a(10)$, $a(13)$, $a(18)$, $a(19)$, and $a(21)$ modes. The VCD $\eta_{i}$ is the product of $\Delta \rho$ and $v_{i}$. Figure 1.6(a) shows the electron-density difference $\Delta \rho$ originating from ionization. $\Delta \rho$ has large negative values (dark-gray regions) on the C1–C2 and C3–C4 bonds, but small values on the sulfur and hydrogen atoms. Figure 1.6(b) shows that the distribution pattern for regions of negative $\Delta \rho$ is similar to that for the electron density of the HOMO of neutral $\alpha$-2T, which has a $\pi$-bond-like shape, suggesting that an electron is removed mainly from the HOMO. Some regions in Fig. 1.6(a) where $\Delta \rho$ is positive (light-gray regions) have $\sigma$-bond-like shape. Contribution to the positive regions comes from occupied orbitals other than the HOMO. The positive regions tend to be located between the negative regions, and appear to reduce repulsions between them. $\Delta \rho$ is distributed almost symmetrically with respect to the thiophene ring planes.

Figure 1.6: Neutral $\alpha$-2T at an isosurface value of 0.005 a.u.: (a) Electron-density difference $\Delta \rho$; (b) Electron density of HOMO. Dark gray shows where values are negative; light gray shows where values are positive.
Figure 1.7: Derivatives of nuclear–electronic potential $v$ of the following modes at an isosurface value of 0.01 a.u.: (a) $a(4)$; (b) $a(10)$; (c) $a(13)$; (d) $a(18)$; (e) $a(19)$; (f) $a(21)$. Dark gray shows where values are negative; light gray shows where values are positive.

Figure 1.7 shows derivatives of nuclear–electronic potentials for the $a(4)$, $a(10)$, $a(13)$, $a(18)$, $a(19)$, and $a(21)$ modes. By comparing Fig. 1.7 with Fig. 1.3, we find that $v_i$ reflects the corresponding vibrational mode $a(i)$: arrow heads and tails in Fig. 1.3 correspond to dark-gray and light-gray regions in Fig. 1.7. $v_i$ has a large value around atoms for which $e_A^{(i)}$ is large and $M_A$ is small, per Eq. (1.7).

The $a(4)$ mode is an out-of-plane bending mode, and $v_4$ is distributed almost vertically to and anti-symmetrically with respect to the thiophene ring planes (Fig. 1.7(a)). Since $\Delta \rho$ is almost symmetric with respect to the thiophene ring planes, the distribution of $\eta_6$ ($= \Delta \rho \times v_6$) is anti-symmetric (Fig. 1.5(a)). Hence, the VCC that is the space integration of the VCD becomes small. This is also the case for the other out-of-plane bending modes.

The AVCCs for the $a(21)$ mode are also small, but for a different reason. Since the $a(21)$ mode is a C–H stretching mode, $v_{21}$ has a value on the C–H bonds (Fig. 1.7(f)) where $\Delta \rho$ has a small value. Hence, $\Delta \rho$ and $v_{21}$ overlap only on the C–H bonds. The distribution of $\eta_{21}$ around the C2, C3, C4, H1, H2, and H3 atoms shows the AVCDs
of these atoms, which exhibit non-symmetrical distributions (Fig. 1.5(f)). Hence, space integration of the AVCDs gives a nonzero value. However, the distribution ranges of the AVCDs are limited, and the AVCCs become quite small. Thus, a vibrational mode for which \( \nu \) does not overlap significantly with \( \Delta \rho \) has a small VCC.

The \( a(10) \) mode is an in-plane bending mode, and involves the C4−S1 stretching vibration. \( \nu_{10} \) is distributed largely around the S1 and C4 atoms, and has a small value around the other atoms (Fig. 1.7(b)). Since \( \Delta \rho \) has a small value on the S1 atom, \( \Delta \rho \) and \( \nu_{10} \) do not overlap there. Hence, \( \eta_{10} \) has a large value only around the C4 atom (Fig. 1.5(b)). This is why the S1 atom has a small AVCC despite its large displacement. The small distribution of \( \Delta \rho \) around the S1 atom is responsible for the shorter change in bond length for the C−S than for the C=C bond.\(^{37}\)

The \( a(13) \) mode is an inner-ring C−C stretching mode, and \( \nu_{13} \) has a large value on the C2−C3 bond (Fig. 1.7(c)). \( \Delta \rho \) and \( \nu_{13} \) overlap around the C2 and C3 atoms. However, since \( \Delta \rho \) is not distributed in the middle of the C2−C3 bond, \( \eta_{13} \) has a small value in that region, and its distribution is limited around the C2 and C3 atoms (Fig. 1.5(c)). Hence, the sum of the AVCCs for the C2 and C3 atoms (−1.001 × 10\(^{-4}\) a.u.) is smaller than the sums of the AVCCs for the C1 and C2 atoms for the \( a(18) \) and \( a(19) \) modes (−2.072 × 10\(^{-4}\) and −3.530 × 10\(^{-4}\) a.u.).

The \( a(18) \) and \( a(19) \) modes are C=C stretching modes associated with the inter-ring C−C stretching vibration. \( \nu_{18} \) (Fig. 1.7(d)) and \( \nu_{19} \) (Fig. 1.7(e)) are distributed on the C1−C2, C3−C4, and C1−C1’ bonds. \( \nu_{18} \) is larger on the C3−C4 bond than on the C1−C2 bond, while \( \nu_{19} \) is larger on the C1−C2 bond than on the C3−C4 bond. Since the distribution of \( \Delta \rho \) is larger on the C1−C2 bond than the C3−C4 bond, \( \Delta \rho \) overlaps significantly with \( \nu_{19} \) on the C1−C2 bond. This is why the absolute values of the AVCCs for the C1 and C2 atoms for the \( a(19) \) mode are quite large. However, the VCC is smaller for the \( a(19) \) mode than for the \( a(18) \) mode because the signs of the AVCCs for the C3 and C4 atoms are opposite to those for the C1 and C2 atoms. This is because the phases of \( \nu_{19} \) on the C1−C2 and C3−C4 bonds are opposite.

On the C1−C2 bond, \( \nu_{19} \) has a positive value. Consequently, the main portion of \( \eta_{19} \) on that bond is negative (a negative times a positive yields a negative), which results in negative AVCCs for the C1 and C2 atoms. In contrast, since \( \nu_{19} \) is negative on the C3−C4 bond, \( \eta_{19} \) on that bond is positive (a negative times a negative yields a positive).
Hence, the AVCCs for the C3 and C4 atoms are positive. For the $a(18)$ mode, the phases of $v_{18}$ on the C1−C2 and C3−C4 bonds are the same. This is why the AVCCs for all the carbons atoms are negative, and VCC is larger for the $a(18)$ mode than for the $a(19)$ mode.
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**Figure 1.8:** $\alpha$-2T effective mode: (a) Derivative of nuclear–electronic potential $v_s$ ($|v_s| = 0.01$ a.u.); (b) Vibronic coupling density $\eta_s$ ($|\eta_s| = 2.5 \times 10^{-5}$ a.u.); (c) Atomic vibronic coupling constants ($\times 10^{-4}$ a.u.). Dark gray shows where values are negative; light gray shows where values are positive.

We now turn to vibronic coupling with the effective mode. Figure 1.8(a) shows $v_s$ for $\alpha$-2T. The $a(18)$ and $a(19)$ modes contribute significantly to $v_s$: $V_{18}/V_s$ and $V_{19}/V_s$ are 0.73 and 0.55, respectively. The wide distributions of $v_s$ on the C1−C2 and C1−C1’ bonds are due to overlap of $v_{18}$ and $v_{19}$. The phases of $v_{18}$ and $v_{19}$ on the C3−C4 bond are opposite, and hence cancel each other, so the distribution range of $v_s$ is smaller on the C3−C4 bond than on the C1−C2 bond. A net positive value is observed on the C3−C4 bond. The moderately large distribution on the C2−C3 bond comes from $v_{13}$. Since C−H stretching modes have small VCCs, $v_s$ has only a small value around the hydrogen atoms. As stated above, the derivative of the nuclear–electronic potential reflects the corresponding vibrational mode. The distribution pattern for $v_s$ shows that the C2−C3 and C3−C4 bonds (C=C double bonds) lengthen, when the C1−C1’ and C2−C3 bonds (C−C single bonds) shorten; that is, a geometric deformation in the direction of the effective mode corresponds to conversion from an aromatic-type to a quinoid-like structure.

$\eta_s$ has a large negative value on the C1−C2 and C3−C4 bonds (Fig. 1.8(b)). Hence, all the carbon atoms have negative AVCCs (Fig. 1.8(c)). $V_s$ is calculated to be $-9.608 \times 10^{-4}$ a.u. The sum of the AVCCs for the carbon atoms is $-9.442 \times 10^{-4}$ a.u., which is 98.3%
of $V_s$. This result shows that vibronic coupling occurs mainly on the carbon backbone.

### 1.4.2 VCD analysis for $\alpha$-3T

Figure 1.9 shows the 6-31G+der optimized geometry, bond lengths, and bond angles for neutral $\alpha$-3T. The C1–C2, C3–C4, and C5–C6 bond lengths are 1.351, 1.352, and 1.345 Å, respectively; the C1–C1’, C2–C3, and C4–C5 bonds lengths are 1.428, 1.462, 1.431 Å, respectively. Thiophene rings in the optimized geometry of neutral $\alpha$-3T are aromatic-type structures. The torsion angle between adjacent thiophene rings is 30.5°, close to that of $\alpha$-2T (31.9°). A torsion angle of 32° has been reported at the 6-31G* level.51 There is no gas-phase data on geometrical parameters for $\alpha$-3T.

![Optimized geometry of $\alpha$-3T](image.png)

Figure 1.9: $\alpha$-3T: 6-31G+der optimized geometry with atomic numbering scheme, bond lengths, and bond angles. Bond lengths are in Å; bond angles are in degrees.

Figure 1.10(a) shows VCC absolute values for the $\alpha$-3T cation. The largest VCC peak corresponds to a C=C stretching mode ($a'(27)$ mode; Fig. 1.11(b)), in which all C=C bonds (C1–C2, C3–C4, and C5–C6 bonds) lengthen simultaneously. The second largest VCC peak also corresponds to a C=C stretching mode ($a'(28)$ mode; Fig. 1.11(c)). However, for the $a'(28)$ mode, the C5–C6 bond shortens when the C1–C2 and C3–C4 bonds lengthen. Another C=C stretching mode ($a'(26)$ mode; Fig. 1.11(a)) shows a weak VCC peak. For the $a'(26)$ mode, the C3–C4 and C5–C6 bonds shorten when the C1–C2 bond lengthens; this opposite direction of the C=C stretching vibrations reduces the strength of vibronic coupling.
Two moderately intense VCC peaks in the range 800 – 1200 cm\(^{-1}\) correspond to the \(a'(20)\) and \(a'(22)\) modes. The former is an inner-ring C\(\cdots\)C (C1\(\cdots\)C1') stretching mode; the latter is an inter-ring C\(\cdots\)C (C2\(\cdots\)C3) stretching mode that involves a C1\(\cdots\)C1' stretching vibration. We discuss below the relative VCC sizes for the three C=C stretching modes. Figure 1.10(b) shows electron–phonon coupling constants \(\lambda\) calculated using Eq. (1.23). Constants for the low-frequency (< 500 cm\(^{-1}\)) modes are estimated to be moderately large. However, the trend in relative \(\lambda\) sizes is similar to the trend in relative VCC sizes.

![Figure 1.10: α-3T cation: (a) Absolute value of vibronic coupling constants |\(V|\); (b) Corresponding electron–phonon coupling constants \(\lambda\).](image)

![Figure 1.11: Neutral α-3T: Three totally symmetric C=C stretching modes obtained at the RHF/6-31G+der level.](image)

Figures 1.12(a1) and (a2) show the electron-density difference \(\Delta \rho\) and the electron density of the HOMO. The distribution pattern for regions where \(\Delta \rho\) is negative (dark-gray regions) coincides with the pattern for the electron density of the HOMO. The main contribution to \(\Delta \rho\) comes from the HOMO. \(\Delta \rho\) is mainly distributed on the C1\(\cdots\)C2
bond, is nonzero on the C3, C4, and C6 atoms, and is almost symmetric with respect to thiophene ring planes. Positive regions, which have a σ-bond-like shape, play a role in reducing repulsions between the negative regions.

Figures 1.12(b)–(d) show derivatives of the nuclear–electronic potentials $v$, VCD $\eta$, and AVCCs for the three C=C stretching modes. For the three modes, $v$ has a positive value on the C1−C2 bond. Since $v_{27}$ is largely distributed on that bond, $\eta_{27}$ has a large value in that region. The large AVCCs for the C1 and C2 atoms for the $a'(27)$ mode reflect this fact. Distribution ranges on the C1−C2 bond are smaller for $v_{26}$ and $v_{28}$ than for $v_{27}$. Hence, $\eta_{26}$ and $\eta_{28}$ have smaller values than does $\eta_{27}$ in this region. This is why the AVCCs for the C1 and C2 atoms are smaller for the $a'(26)$ and $a'(28)$ modes than for the $a'(27)$ mode. For the $a'(28)$ mode, the phase of $v_{28}$ on the C5−C6 bond is opposite to the phases on the C1−C2 and C3−C4 bonds, so that AVCCs are positive for the C5 and C6 atoms and hence, the VCC is smaller for the $a'(28)$ mode than for the $a'(27)$ mode. For the $a'(26)$ mode, the AVCCs are positive for not just the C5 and C6 atoms but also the C3 and C4 atoms, because $v_{26}$ has a negative value on the C3−C4 and C5−C6 bonds. Hence, the $a'(26)$ mode has a smaller negative VCC than does the $a'(28)$ mode. This cancellation of AVCCs is responsible for the quite weak vibronic coupling with the $a'(26)$ mode. Thus, $v$ of opposite phase on C=C double bonds reduces the vibronic coupling constant.

Figure 1.13(a) shows the derivative of the nuclear–electronic potential for effective mode $v_s$ for α-3T. $V_{26}/V_s$, $V_{27}/V_s$, and $V_{28}/V_s$ are calculated to be 0.13, 0.78, and 0.44, respectively. The large positive distribution of $V_s$ on the C1−C2 bond comes mainly from $v_{27}$. Cancellation of $v_{26}$ and $v_{28}$ on the C3−C4 bond is responsible for the small positive distribution of $v_s$ in that region. The small positive region on the C5−C6 bond originates from negative contributions from $v_{26}$ and $v_{28}$; cancellation is larger on the C5−C6 bond than on the C3−C4 bond. $v_{20}$ and $v_{22}$ (C−C stretching modes) as well as the three C=C stretching modes contribute significantly to negative regions on the C1−C1′ and C2−C3 bonds. The distribution pattern of $v_s$ shows that quinoid deformation occurs when α-3T is ionized, as has been observed experimentally for the α-3T derivative 3′,4′-dibutyl-2,5′′-diphenyl-2,2′:5′,2′′-terthiophene (Bu2Ph2TTh).52

$v_s$ overlaps significantly with $\Delta\rho$ on the C1−C2, C2−C3, C3−C4, and C5−C6 bonds. Figures 1.13(b) and (c) show $\eta_s$ and AVCCs. In particular, $\eta_s$ has a large negative value
Figure 1.12: Neutral α-3T: (a1,2) Electron-density difference $\Delta \rho$ and electron density of the HOMO at an isosurface value of 0.005 a.u.; (b1–3) Derivatives of nuclear–electronic potential $v$ for the $a'(26)$, $a'(27)$, and $a'(28)$ modes at an isosurface value of 0.01 a.u.; (c1–3) Corresponding vibronic coupling densities ($|\eta_s| = 2.5 \times 10^{-5}$ a.u.); (d1–3) Atomic vibronic coupling constants ($\times 10^{-4}$ a.u.). Dark gray shows where values are negative; light gray shows where values are positive.
on the C1–C2 bond, so AVCCs are large for the C1 and C2 atoms. $V_s$ is $-9.715 \times 10^{-4}$ a.u., 98.6% of which comes from the carbon atoms. Hence, vibronic coupling takes place mainly on the carbon backbone. The sum of the AVCCs for the central thiophene ring is $-7.569 \times 10^{-4}$ a.u. (77.9% of $V_s$); that for the terminal ring is $-1.073 \times 10^{-4}$ a.u. (11.0% of $V_s$). This result shows that vibronic coupling and quinoid deformation occur mainly on the central thiophene ring.

Figure 1.13: $\alpha$-3T effective mode: (a) Derivative of nuclear–electronic potential $v_s$ (|$v_s$| = 0.01 a.u.); (b) Vibronic coupling density $\eta_s$ (|$\eta_s$| = 2.5 $\times$ $10^{-5}$ a.u.); (c) Atomic vibronic coupling constants ($\times 10^{-4}$ a.u.). Dark gray shows where values are negative; light gray shows where values are positive.

1.4.3 $n$ dependence of VCC and VCD for effective mode

$n$ dependence of VCC

Figure 1.14 shows VCCs for longer $\alpha$-$n$T ($n = 4 - 9$) cations. Several common tendencies are evident. $n$ peaks are observed that correspond to C=C stretching modes. The most intense VCC peak ($\approx -7 \times 10^{-4}$ a.u.) corresponds to a C=C stretching mode in which all C=C double bonds lengthen simultaneously. The second largest VCC peak ($\approx -4 \times 10^{-4}$ a.u.) also corresponds to a C=C stretching mode, but the phases of some of the C=C stretching vibrations are opposite. Two moderately intense VCC peaks ($\approx -2 \times 10^{-4}$ a.u.) appear in the range 800 – 1200 cm$^{-1}$. That with the larger wavenumber and VCC corresponds to an inner-ring C–C stretching mode; the other corresponds to an inter-ring C–C stretching mode associated with an inner-ring C–C stretching vibration. Out-of-plane bending and C–H stretching modes have small VCCs, and VCCs become gradually smaller as $n$ increases.
Figure 1.15 shows electron–phonon coupling constants $\lambda$. As is seen for $\alpha$-3T, the constants for low-frequency (especially $< 500 \text{ cm}^{-1}$) modes are estimated to be moderately large.
Figure 1.14: $\alpha$-$nT$ ($n = 4 - 9$): Absolute values of vibronic coupling constants $|V|$. 
Figure 1.15: $\alpha$-$nT$ ($n = 4 - 9$): Electron–phonon coupling constants $\lambda$. 
Figure 1.16: $\alpha$-nT ($n = 4, 6, 8$) effective mode: (a) Atomic numbering scheme; (b) Electron-density difference $\Delta \rho$ ($|\Delta \rho| = 0.01$ a.u.); (c) Derivative of nuclear–electronic potential $v_s$ ($|v_s| = 0.01$ a.u.); (d) Vibronic coupling density $\eta_s$ ($|\eta_s| = 2.5 \times 10^{-5}$ a.u.). Dark gray shows where values are negative; light gray shows where values are positive.
Figure 1.17: $\alpha$-nT ($n = 5, 7, 9$) effective mode: (a) Atomic numbering scheme; (b) Electron-density difference $\Delta \rho$ ($|\Delta \rho| = 0.01$ a.u.); (c) Derivative of nuclear–electronic potential $v_s$ ($|v_s| = 0.01$ a.u.); (d) Vibronic coupling density $\eta_s$ ($|\eta_s| = 2.5 \times 10^5$ a.u.). Dark gray shows where values are negative; light gray shows where values are positive.
Figures 1.16(a) and (b) show atomic numbering schemes and $\Delta \rho$ for $n = 4, 6, 8$. $\Delta \rho$ is highly localized in the central four thiophene rings (R1, R1′, R2, and R2′ rings); as $n$ increases, it becomes smaller in the R1, R1′, R2, and R2′ rings and larger in the R3 and R3′ rings. In the R4 and R4′ rings, distribution of $\Delta \rho$ is negligibly small. Figures 1.17(a) and (b) show atomic numbering schemes and $\Delta \rho$ for $n = 5, 7, 9$. $\Delta \rho$ is localized in the central five thiophene rings (R1, R2, R2′, R3, and R3′ rings). In particular, it shows a large distribution in the R1, R2, and R2′ rings; as $n$ increases it becomes smaller in the R1, R2, and R2′ rings and larger in the R3 and R3′ rings, and it is quite small in the R4, R4′, R5, and R5′ rings.

$n$ dependence of VCC for the effective mode

Figure 1.18 shows VCCs for effective modes as a function of $n$. $|V_s|$ displays even-odd behavior. For even $n$ (open squares), $|V_s|$ is smallest at $n = 2$, increases with $n$ for $n < 4$, is largest at $n = 4$, and decreases gradually to $9.766 \times 10^{-4}$ a.u. for $n > 6$. Similarly, for odd $n$ (open triangles), $|V_s|$ is smallest at $n = 3$, increases with $n$ for $n < 5$, is largest at $n = 5$, and decreases gradually to $9.798 \times 10^{-4}$ a.u. for $n > 7$.

![Figure 1.18: $\alpha-nT$ ($n = 2 - 9$): $n$ dependence of $|V_s|$ (solid lines). Dotted lines and open squares show values for even $n$; dashed lines and open triangles show values for odd $n$.](image-url)
Table 1.1: Atomic vibronic coupling constants in $10^{-4}$ a.u. for the effective modes of independent carbon atoms. Atom numbers are shown in Figs. 1.1, 1.9, 1.16, and 1.17.

<table>
<thead>
<tr>
<th>Atom</th>
<th>$\alpha$-2T</th>
<th>$\alpha$-4T</th>
<th>$\alpha$-6T</th>
<th>$\alpha$-8T</th>
<th>$\alpha$-3T</th>
<th>$\alpha$-5T</th>
<th>$\alpha$-7T</th>
<th>$\alpha$-9T</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>-2.309</td>
<td>-1.825</td>
<td>-1.553</td>
<td>-1.520</td>
<td>-2.146</td>
<td>-1.653</td>
<td>-1.492</td>
<td>-1.443</td>
</tr>
<tr>
<td>C2</td>
<td>-1.453</td>
<td>-1.238</td>
<td>-1.097</td>
<td>-1.065</td>
<td>-1.614</td>
<td>-1.488</td>
<td>-1.401</td>
<td>-1.373</td>
</tr>
<tr>
<td>C3</td>
<td>-0.693</td>
<td>-0.931</td>
<td>-0.910</td>
<td>-0.897</td>
<td>-0.542</td>
<td>-0.786</td>
<td>-0.810</td>
<td>-0.813</td>
</tr>
<tr>
<td>C4</td>
<td>-0.266</td>
<td>-0.550</td>
<td>-0.652</td>
<td>-0.650</td>
<td>-0.238</td>
<td>-0.381</td>
<td>-0.412</td>
<td>-0.418</td>
</tr>
<tr>
<td>C5</td>
<td>-0.148</td>
<td>-0.283</td>
<td>-0.289</td>
<td>-0.149</td>
<td>-0.316</td>
<td>-0.362</td>
<td>-0.371</td>
<td></td>
</tr>
<tr>
<td>C6</td>
<td>-0.065</td>
<td>-0.127</td>
<td>-0.133</td>
<td>-0.101</td>
<td>-0.172</td>
<td>-0.219</td>
<td>-0.230</td>
<td></td>
</tr>
<tr>
<td>C7</td>
<td>-0.053</td>
<td>-0.131</td>
<td>-0.142</td>
<td>-0.032</td>
<td>-0.065</td>
<td>-0.074</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C8</td>
<td>-0.044</td>
<td>-0.070</td>
<td>-0.080</td>
<td>-0.014</td>
<td>-0.028</td>
<td>-0.032</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C9</td>
<td></td>
<td>-0.010</td>
<td>-0.018</td>
<td>-0.017</td>
<td>-0.041</td>
<td>-0.048</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C10</td>
<td>-0.005</td>
<td>-0.008</td>
<td>-0.019</td>
<td>-0.021</td>
<td>-0.025</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C11</td>
<td>-0.007</td>
<td>-0.016</td>
<td></td>
<td>-0.003</td>
<td>-0.004</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C12</td>
<td>-0.009</td>
<td>-0.008</td>
<td></td>
<td>-0.001</td>
<td>-0.002</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C13</td>
<td></td>
<td>-0.001</td>
<td></td>
<td>-0.003</td>
<td>-0.006</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C14</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C15</td>
<td></td>
<td>-0.001</td>
<td></td>
<td></td>
<td>-0.001</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C16</td>
<td></td>
<td>-0.002</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.000</td>
</tr>
<tr>
<td>C17</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-0.001</td>
<td></td>
</tr>
<tr>
<td>C18</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-0.001</td>
<td></td>
</tr>
</tbody>
</table>
AVCCs for carbon atoms for the effective modes of \(n = 2 - 9\) are listed in Table 1.1. For even \(n\), as \(n\) increases, AVCCs for the C1 and C2 atoms decrease while those for the C5–C8 atoms increase. This is because \(\Delta \rho\) and \(v_s\) in the R2 and R2’ rings increase with \(n\).

Figure 1.16(c) shows \(v_s\). The C=C and C–C stretching modes have large VCCs (Fig. 1.14) and contribute significantly to \(v_s\). \(v_s\) is mainly distributed on C=C double bonds and single bonds in the R1 (R1’) ring, and is nonzero around the C5–C8 atoms. At \(n = 6\) and \(n = 8\), the distribution of \(v_s\) in the R3, R3’, R4, and R4’ rings is negligible.

Figure 1.16(d) shows \(\eta_s\). Since \(\Delta \rho\) and \(v_s\) are distributed mainly in the central four thiophene rings, \(\eta_s\) has a large value in the same region. As \(n\) increases, \(\eta_s\) in the R2 and R2’ rings increases.

The sums of AVCCs per thiophene ring are listed in Table 1.2. The VCC for the R1 ring decreases, while those for the R2 and R3 rings increase. In other words, vibronic coupling becomes weaker in the R1 ring and stronger in the R2 and R3 rings. This is because \(\eta_s\) extends more widely as \(n\) increases. In comparing ring VCCs for \(\alpha\)-4T and \(\alpha\)-2T, we find that the VCC for the \(\alpha\)-4T R2 ring (−0.331 eV) exceeds the difference between VCCs for the R1 ring of \(\alpha\)-4T and \(\alpha\)-2T (0.222 eV) and, consequently, \(\alpha\)-4T has a larger \(V_s\) than does \(\alpha\)-2T. In contrast, for \(n \geq 6\), the difference between VCCs for the R1 ring of \(\alpha\)-\(n\)T and \(\alpha\)-4T is larger than the increase in VCCs for the other rings and, consequently, \(V_s\) decreases with \(n\).

Values in parentheses in Table 1.2 are obtained by dividing the VCC per thiophene ring by \(V_s\). At \(n = 6\) and \(n = 8\), the sums of the VCCs for the R1, R1’, R2, and R2’ rings correspond to 99.2% and 98.7%, respectively, of \(V_s\). Hence, vibronic coupling occurs mainly in the R1, R1’, R2, and R2’ rings. The size of the polaron is thus four thiophene rings, in agreement with several previous papers,\(^{35-37}\) although why this should be is still not understood. Moro et al. showed that a polaronic defect occurs in the four innermost thiophene rings by comparing the bond lengths of neutral \(\alpha\)-10T and \(\alpha\)-10T cation at the HF/3-21* level.\(^{37}\) Stafström et al. concluded that polaron size for \(\alpha\)-6T is about four rings using MNDO molecular orbital calculations.\(^{36}\) Polaron size has been estimated for polythiophene, using the SSH model, to be also four thiophene rings.\(^{35}\)

For odd \(n\), as \(n\) increases, AVCCs for the C1 and C2 atoms decrease, while those for the C3–C10 atoms increase (Table 1.1). At \(n = 7\) and \(n = 9\), AVCCs for carbon atoms in
Table 1.2: Vibronic coupling constants for the effective mode per thiophene ring in $10^{-4}$ a.u. Values in parentheses are the relative contributions (%) to $V_s$. Thiophene ring numbers are shown in Figs. 1.1, 1.9, 1.16, and 1.17.

<table>
<thead>
<tr>
<th>Ring</th>
<th>$\alpha$-2T</th>
<th>$\alpha$-4T</th>
<th>$\alpha$-6T</th>
<th>$\alpha$-8T</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1</td>
<td>-4.804 (50.0)</td>
<td>-4.582 (46.6)</td>
<td>-4.243 (43.2)</td>
<td>-4.163 (42.6)</td>
</tr>
<tr>
<td>R2</td>
<td>-0.331 (3.4)</td>
<td>-0.628 (6.4)</td>
<td>-0.660 (6.76)</td>
<td></td>
</tr>
<tr>
<td>R3</td>
<td>-0.036 (0.4)</td>
<td>-0.055 (0.56)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R4</td>
<td>-0.005 (0.05)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Ring</th>
<th>$\alpha$-3T</th>
<th>$\alpha$-5T</th>
<th>$\alpha$-7T</th>
<th>$\alpha$-9T</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1</td>
<td>-7.569 (77.9)</td>
<td>-6.320 (64.0)</td>
<td>-5.819 (59.2)</td>
<td>-5.664 (57.8)</td>
</tr>
<tr>
<td>R2</td>
<td>-1.073 (11.0)</td>
<td>-1.683 (17.1)</td>
<td>-1.828 (18.6)</td>
<td>-1.857 (19.0)</td>
</tr>
<tr>
<td>R3</td>
<td>-0.092 (0.9)</td>
<td>-0.164 (1.7)</td>
<td>-0.188 (1.9)</td>
<td></td>
</tr>
<tr>
<td>R4</td>
<td>-0.015 (0.2)</td>
<td>-0.018 (0.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R5</td>
<td>-0.004 (0.0)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
the R4 and R5 rings are quite small. Figure 1.17(c) shows $v_s$. As in the case for even $n$, the C=C and C−C stretching modes contribute significantly to $v_s$. $v_s$ has a large value on the C=C and C−C bonds in the central three thiophene rings, so $\eta_s$ also shows a large distribution in those rings. The distribution of $\eta_s$ in the other thiophene rings is quite small. The sums of VCCs per thiophene ring are listed in Table 1.2. The VCC for the R1 ring decreases, while those for the R2 and R3 rings increase, indicating that the region where vibronic coupling occurs extends more widely as molecular size increases. At $n = 7$ and $n = 9$, the sums of the VCCs for the R1, R2, and R2' rings correspond to 96.4% and 95.8%, respectively, of $V_s$. Hence, vibronic coupling occurs mainly in the R1, R2, and R2' rings. The contribution to $V_s$ from the R3 and R3' rings is 3.8%, indicating that weak structural modification also occurs in those rings. We can say that polaron size is at most five thiophene rings, in good agreement with the theoretical results for $\alpha$-9T obtained by AM1-level molecular orbital calculations.

Interestingly, $V_s$ is larger for odd $n$ (Fig. 1.18, dashed line) than for even $n$ (dotted line). The shapes of the two curves are similar, but the dashed line is shifted by about $0.03 \times 10^{-4}$ a.u. The sum of the VCCs for the central six rings of $\alpha$-8T is $-9.756 \times 10^{-4}$ a.u., very close to the sum of the VCCs for the central five rings of $\alpha$-9T ($-9.754 \times 10^{-4}$ a.u.). Hence, the difference in $V_s$ comes from the R4, R4', R5, and R5' rings. Actually, the sum of the VCCs for the R4 and R4' rings of $\alpha$-8T is $-0.010 \times 10^{-4}$ a.u., and the sum for the R4, R4', R5, and R5' rings of $\alpha$-9T is $-0.044 \times 10^{-4}$ a.u. The difference between these two sums is $0.034 \times 10^{-4}$ a.u., nearly identical to the difference between the dashed and dotted lines in Fig. 1.18. Thus, $\eta_s$ is more delocalized for odd $n$.

1.4.4 Simulation of photoelectron spectrum of $\alpha - 3T$

Relative VCC sizes of a molecular wire is measured directly employing the inelastic electron tunneling (IET) spectroscopy. However, experimental IET spectra for $\alpha$-nT ($n = 2 - 8$) molecular wires have not been obtained yet. To confirm our theoretical results, we simulate a photoelectron spectrum of $\alpha - 3T$ and compare the spectrum with the experiment, which provides information on intramolecular vibronic coupling in the cationic state. We assume that only the effective mode contributes to the spectrum and only transitions from vibrational ground state occur. The frequency of the effective mode is given by $\omega_s = \sum_i \omega_i^2 V_i^2 / V_s$ and calculated to be 1433.82 cm$^{-1}$ ($h \omega_s = 0.178$
Since the C=C stretching modes contribute significantly to the effective mode, $\omega_s$ is close to the frequencies of those modes. The Franck–Condon factor for the transition from vibrational ground state in the neutral electronic state to the $m$th vibrational state in the cationic state is expressed as $S^m \exp(-S)/m!$, where $S$ is the Huang–Rhys factor given by $V_s^2/2\hbar\omega_s^3$.  

Figure 1.19 shows the comparison of the calculated photoelectron spectra with the experiment of $\alpha - 3T$. The curve was fitted using a Gaussian function of full width at half maximum of 0.14 eV. By setting the position of the 0 – 0 transition to be 7.21 eV, the calculated spectrum is in reasonable agreement with the experiment. The peaks corresponding to 1 – 0, 2 – 0, 3 – 0, and 4 – 0 transitions are observed in the experimental spectrum, which supports our conclusion that the C=C stretching modes couple strongly to the electronic state.

### 1.5 Concluding Remarks

The relative VCC sizes for $\alpha$-2T and $\alpha$-3T was investigated in detail using VCD analysis. VCD analysis reveals that the large distribution of the electron-density difference on the C=C double bonds leads to the strong vibronic coupling of C=C stretching modes. The experimental photoelectron spectrum of $\alpha$-3T supports our conclusion that the C=C stretching modes have the large VCCs.

For $\alpha$ – 8T, the electron-density difference is distributed mainly in the central four thiophene rings, suggesting that the polaronic defect occurs in the four rings; for $\alpha$ – 9T, the electron-density difference is distributed at most five thiophene rings, and hence, the polaron size is about five rings. Thus, vibronic coupling density analysis provides us a new insight into the reason for polaron size, and is a powerful tool for understanding transport properties of organic semiconductors and molecular wires.
Figure 1.19: α-3T photoelectron spectrum. Solid curve shows calculated photoelectron spectrum; short vertical lines show the experimental photoelectron spectrum;\textsuperscript{54} long vertical lines show the Franck–Condon factor.
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Chapter 2

Inelastic Electron Tunneling Spectra and Vibronic Coupling Density Analysis of 2,5-Dimercapto-1,3,4-thiadiazole and Tetrathiafulvalene Dithiol

2.1 Introduction

Inelastic electron tunneling (IET) spectra for metal-molecule-metal junctions have been studied extensively in recent years.\(^{1-6}\) Peak positions of an IET spectrum correspond to vibrational energies of a molecule that interacts with a carrier, and the peak heights reflect relative strength of electron-molecular vibration interaction, or vibronic coupling.\(^7\) Thus, IET spectra contain information about vibronic coupling between the carrier and the molecular vibrations. IET spectra are characteristic for molecules and IET spectroscopy can serve as an identification method for molecular species adsorbed on an electrode. IET spectra are also useful for choosing a molecule when we construct a molecular wire junction, and therefore, a fundamental understanding of IET spectra is needed for development of future nanoelectronics.

Selection rules for IET spectra are yet controversial. For oligo (phenylene ethynylene) (OPE), the ring mode and C≡C stretching mode show intense peaks; for oligo (vinyl-
lene ethynylene) (OPV), the ring mode and C=C stretching mode show intense peaks. This result shows that the carrier is scattered by IR and Raman active modes. In contrast, the systematic experimental observation of the IET spectra for semifluorinated alkanethiol junctions has made it clear that the relative intensity of the spectra is not necessarily proportional to the calculated IR nor Raman intensities of the isolated semifluorinated alkanethiols. Using a scanning tunneling microscope (STM), Okabayashi et al. have measured high-resolution STM IET spectra of alkanethiol self-assembled monolayers (SAMs) and reported that inelastic intermolecular scattering is important in electron tunneling in the SAMs. Troisi et al. have estimated peak intensities in IET spectra by calculating the first derivative of the Green’s function with respect to the normal mode coordinates, and concluded that only the totally symmetric modes show peak when a single tunneling channel is available.

Our purpose is to provide an understanding of relative intensities in IET spectra based on vibronic coupling density (VCD) analysis. The VCD analysis tells us the reason for relative order of strength of vibronic coupling, and hence, gives a new insight into the shape of an IET spectrum. We have applied the VCD analysis to various molecules, revealed a local picture of vibronic coupling in molecules, and shown that we can tune vibronic couplings by controlling electron-density difference \( \Delta \rho \). This guiding principle provides an effective way to design functional materials such as molecular wires as well as to interpret IET spectra.

In this chapter, using the VCD analysis, we investigate vibronic coupling in 2,5-dimercapto-1,3,4-thiadiazole (DMcT) and tetraphiafulvalene dithiol (TTF-DT) sandwiched between two gold electrodes. We calculate IET spectra for the Au/DMcT/Au and Au/TTF-DT/Au junctions employing the non-equilibrium Green’s function (NEGF) formalism and compare the spectra with the experimental results obtained using nanofabricated mechanically-controllable break junctions (MCBJs). Tetrathiafulvalene (TTF) and its derivatives have been studied as electron donors for molecular conductors and superconductors; DMcT has been known as a cathode-active material for lithium rechargeable batteries and an understanding of charge transfer between DMcT and metal electrodes is quite important. These molecules are promising building blocks for molecular wires and conducting properties of them sandwiched between gold electrodes have been investigated intensively.
We also calculate an IET spectrum for an Au/thiophene dithiol (Th-DT)/Au junction and compare it with that for the Au/DMcT/Au junction. The VCD analysis reveals the reason for the difference between the spectra of the two junctions. This analysis provides a new insight for IET spectra and guiding principle of design for molecular wire junctions.

2.2 Theory

2.2.1 Vibronic coupling constant and vibronic coupling density

A molecular Hamiltonian can be written as

\[ \mathcal{H}(\mathbf{r}, \mathbf{R}) = \mathcal{H}_e(\mathbf{r}, \mathbf{R}) + T_n(\mathbf{R}), \]

(2.1)

where \( \mathbf{r} \) and \( \mathbf{R} \) denote sets of electronic and nuclear coordinates, respectively, and \( \mathcal{H}_e(\mathbf{r}, \mathbf{R}) \) and \( T_n(\mathbf{R}) \) are an electronic Hamiltonian and the nuclear kinetic energy, respectively. We assume that the molecular wire is in a neutral state at first, and vibronic coupling occurs when the molecule is ionized by a carrier.

Once an equilibrium nuclear configuration \( \mathbf{R}_0 \) and vibrational frequencies of the molecule are obtained, we can calculate vibronic coupling constant (VCC) \( V_{ij}^{\alpha} \) for the \( \alpha \)th mode:

\[ V_{ij}^{\alpha} = \left\langle \Psi_i^+(\mathbf{r}, \mathbf{R}_0) \left( \frac{\partial \mathcal{H}(\mathbf{r}, \mathbf{R})}{\partial Q_{\alpha}} \right)_{\mathbf{R}=\mathbf{R}_0} \right| \Psi_j^+(\mathbf{r}, \mathbf{R}_0) \right\rangle, \]

(2.2)

where \( \Psi_i^+(\mathbf{r}, \mathbf{R}_0) \) is an electronic wave function of the cation state in which an electron is removed from the \( i \)th molecular orbital and \( \{Q_{\alpha}\} \) is a set of mass-weighted normal coordinates.

For \( i = j \), \( V_{ii}^{\alpha} (\equiv V_i^{\alpha}) \) can be expressed as the space integration of the VCD \( \eta_i^{\alpha} \):

\[ V_i^{\alpha} = \int \eta_i^{\alpha}(\mathbf{x}) \, d\mathbf{x}, \]

(2.3)

where \( \mathbf{x} \) is a position in the three-dimensional space and \( \eta_i^{\alpha} \) is defined by

\[ \eta_i^{\alpha} = \Delta \rho_i(\mathbf{x}) \times v_{\alpha}(\mathbf{x}), \]

(2.4)

where \( \Delta \rho_i \) is an electron-density difference and \( v_{\alpha} \) is the one-electron operator of the derivative of nuclear–electronic potential with respect to \( Q_{\alpha} \). \( \Delta \rho_i \) and \( v_{\alpha} \) are defined by

\[ \Delta \rho_i(\mathbf{x}) = \rho_i^+(\mathbf{x}) - \rho_0(\mathbf{x}), \]

(2.5)
\[ v_{\alpha}(x) = -\sum_A \frac{Z_A}{\sqrt{M_A}} e_A^{(\alpha)} \cdot \frac{x - R_A}{|x - R_A|^3} \]
\[ = -\sum_A v_{\alpha,A}(x), \quad (2.6) \]

where \( \rho_i^+ \) is the electron density of the cation state in which an electron is removed from the \( i \)th molecular orbital; \( \rho_0 \) is the electron density of the neutral state. \( M_A \) and \( R_A \) are the mass and the nuclear coordinate of the nucleus \( A \), respectively. \( e_A^{(\alpha)} \) is the \( A \)th component of a vibrational vector in mass-weighted coordinates \( e^{(\alpha)} \).

The contribution to \( \eta_i^\alpha \) from the \( A \)th atom is given by
\[ \eta_{i,A}^\alpha(x) = \Delta \rho(x) \times v_{\alpha,A}(x). \quad (2.7) \]
The space integration of \( \eta_{i,A}^\alpha \) gives the contribution to \( V_i^\alpha \) from the \( A \)th atom:
\[ V_{i,A}^\alpha = \int \eta_{i,A}^\alpha(x)dx, \quad (2.8) \]
where \( V_{i,A}^\alpha \) is called the atomic VCC (AVCC) and
\[ \sum_A V_{i,A}^\alpha = V_i^\alpha. \quad (2.9) \]

### 2.2.2 Inelastic electron tunneling spectrum

Within the framework of the Holstein–Peierls model, we can write the molecular Hamiltonian \( \mathcal{H} \) in the second quantization form as
\[ \mathcal{H} = \sum_i \epsilon_i c_i^\dagger c_i + \sum_\alpha \hbar \omega_\alpha \left( b_\alpha^\dagger b_\alpha + \frac{1}{2} \right) + \sum_{ij,\alpha} \lambda_{ij}^\alpha c_i^\dagger c_j \left( b_\alpha + b_\alpha^\dagger \right) \quad (2.10) \]
where \( c_i^\dagger \) and \( c_i \) are electron creation and annihilation operators in the \( i \)th molecular orbital, respectively, and \( b_\alpha^\dagger \) and \( b_\alpha \) denote phonon creation and annihilation operators of the mode \( \alpha \), respectively. \( \epsilon_i \) is the orbital energy of the \( i \)th molecular orbital. \( \lambda_{ij}^\alpha \) and \( \omega_\alpha \) are electron-phonon coupling constant and frequency of the mode \( \alpha \), respectively. \( \lambda_{ij}^\alpha \) is related to the VCC \( V_{ij}^\alpha \):
\[ \lambda_{ij}^\alpha = \sqrt{\frac{\hbar}{2\omega_\alpha}} V_{ij}^\alpha. \quad (2.11) \]
\( \epsilon_i, \omega_\alpha, \) and \( V_{\text{HOMO}}^\alpha \) are calculated using DFT method, and \( V_{\text{HOMO-1}}^\alpha \) is calculated using CASSCF method.

A Green’s function of the molecular wire junction is given by
\[ G(E) = [E \mathbf{I} - \mathbf{H}_e - \Sigma(E)]^{-1}, \quad (2.12) \]
where \( E \) is an energy of an electron, \( \mathbf{I} \) is the identity matrix, \( \mathbf{H}_e \) is a matrix representation of \( \mathcal{H}_e \), and \( \Sigma(E) \) is a total self-energy,\(^{20}\) which is defined later by Eq. (2.27). \( \mathbf{H}_e \) is a diagonal matrix and \((\mathbf{H}_e)_{ii} = \epsilon_i\).

Inscattering and outscattering functions for the left/right electrode is given by

\[
\begin{align*}
\Sigma^{\text{in}}_{L/R}(E) & = f_{L/R}(E) \Gamma_{L/R}(E), \\
\Sigma^{\text{out}}_{L/R}(E) & = (1 - f_{L/R}(E)) \Gamma_{L/R}(E),
\end{align*}
\tag{2.13}
\]

where

\[
\begin{align*}
f_{L/R}(E) & = \frac{1}{1 + \exp \left( \frac{E - \mu_{L/R}}{k_B T} \right)}, \\
\Gamma_{L/R}(E) & = i \left\{ \Sigma_{L/R}(E) - \Sigma^\dagger_{L/R}(E) \right\}.
\end{align*}
\tag{2.14}
\]

Here, \( \mu_{L/R} \) and \( \Sigma_{L/R} \) are an electrochemical potential and contact self-energy for the left/right electrode, respectively, \( k_B \) is the Boltzmann constant, and \( T \) is the temperature of the composite system. \( \Sigma_{L/R} \) incorporates an effect of an interaction between the left/right electrode and the molecule and given by

\[
\Sigma_{L/R}(E) = \tau_{L/R}^\dagger \mathbf{g}(E) \tau_{L/R},
\tag{2.17}
\]

where \( \tau_{L/R} \) is an electronic coupling between the left/right electrode and the molecule and \( \mathbf{g} \) is a surface Green’s function.

We calculate inscattering and outscattering functions for the vibronic coupling within the first Born approximation:\(^{28}\)

\[
\begin{align*}
\Sigma^{\text{in}}_S(E) & = \sum_{\alpha} \lambda^\alpha \{ (N_\alpha + 1) \mathbf{G}^n(E + \hbar \omega_\alpha) + N_\alpha \mathbf{G}^n(E - \hbar \omega_\alpha) \} \lambda^\alpha, \\
\Sigma^{\text{out}}_S(E) & = \sum_{\alpha} \lambda^\alpha \{ N_\alpha \mathbf{G}^p(E + \hbar \omega_\alpha) + (N_\alpha + 1) \mathbf{G}^p(E - \hbar \omega_\alpha) \} \lambda^\alpha,
\end{align*}
\tag{2.18, 2.19}
\]

where

\[
(\lambda^\alpha)_{ij} = \lambda^\alpha_{ij},
\tag{2.20}
\]

\[
N_\alpha = \frac{1}{\exp \left( \frac{\hbar \omega_\alpha}{k_B T} \right) - 1}.
\tag{2.21}
\]

Here, \( N_\alpha \) is an occupation number of phonons with energy \( \hbar \omega_\alpha \). \( \mathbf{G}^n \) and \( \mathbf{G}^p \) are electron and hole correlation functions that are given by

\[
\begin{align*}
\mathbf{G}^n(E) & = \mathbf{G}(E) \Sigma^{\text{in}}(E) \mathbf{G}^\dagger(E), \\
\mathbf{G}^p(E) & = \mathbf{G}(E) \Sigma^{\text{out}}(E) \mathbf{G}^\dagger(E),
\end{align*}
\tag{2.22, 2.23}
\]
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where
\[
\Sigma^{\text{in}}(E) = \Sigma^{\text{in}}_L(E) + \Sigma^{\text{in}}_R(E) + \Sigma^{\text{in}}_S(E), \tag{2.24}
\]
\[
\Sigma^{\text{out}}(E) = \Sigma^{\text{out}}_L(E) + \Sigma^{\text{out}}_R(E) + \Sigma^{\text{out}}_S(E). \tag{2.25}
\]

A self-energy for vibronic coupling $\Sigma_S$ is a function of the energy $E$ of the incoming electron and is related to $\Sigma_S^{\text{in}}$ and $\Sigma_S^{\text{out}}$ through the following equation:
\[
\left\{ \Sigma_S(E) - \Sigma_S^{\dagger}(E) \right\} = \Sigma_S^{\text{in}}(E) + \Sigma_S^{\text{out}}(E). \tag{2.26}
\]

$\Sigma(E)$ is a sum of the self-energies:
\[
\Sigma(E) = \Sigma_L(E) + \Sigma_R(E) + \Sigma_S(E). \tag{2.27}
\]

$G^n$ and $G^p$ are calculated self-consistently using Eqs. (2.12), (2.18), (2.19), and (2.22)–(2.27).

The electric current through the molecular wire junction is given by
\[
I = -\frac{2e}{\hbar} \int_{-\infty}^{+\infty} dE \text{Tr} \left\{ \Sigma^{\text{in}}_{L/R}(E) G^p(E) - \Sigma^{\text{out}}_{L/R}(E) G^n(E) \right\}, \tag{2.28}
\]
where $e$ is the elementary charge. The first and second derivative of $I$ with respect to bias voltage $V_b$ yield the conductance ($dI/dV_b$) and IET spectrum ($d^2I/dV_b^2$ vs $V_b$), respectively.

### 2.3 Method of calculation

All the DFT calculations were done using Gaussian 03 software.\textsuperscript{29} For carbon, hydrogen, nitrogen, and sulfur atoms, 6-311+G* basis set was used; for gold atom, LANL2DZ basis set was used. We considered intramolecular vibronic coupling in the molecules containing gold atoms: terminal hydrogen atoms of DMcT, TTF-DT, and Th-DT are replaced by gold atoms. We denote them as Au$_2$DMcT, Au$_2$TTF-DT, and Au$_2$Th-DT, respectively.

Geometry optimization and vibrational analysis of neutral Au$_2$DMcT, Au$_2$TTF-DT, and Au$_2$Th-DT were done using B3LYP method. We assumed $C_{2v}$ symmetry for Au$_2$DMcT, $C_i$ symmetry for Au$_2$TTF-DT, and $C_2$ symmetry for Au$_2$Th-DT. We calculated wavefunctions of the cationic states in which the electron is removed from the HOMO (denoted as $|\Psi^+_{\text{HOMO}}\rangle$) using the UB3LYP method and that in which the electron is removed from
the next HOMO (denoted as $|\Psi_{\text{HOMO-1}}^+\rangle$) using the CASSCF method. The active space of our CASSCF calculation includes three electrons and three molecular orbitals (LUMO, HOMO, and next HOMO).

We calculated conductances and IET spectra for Au$_2$DMcT, Au$_2$TTF-DT, and Au$_2$Th-DT sandwiched between two gold electrodes (denoted as Au/DMcT/Au, Au/TTF-DT/Au, and Au/Th-DT/Au, respectively). We adopt the Green’s function for a semi-infinite one-dimensional gold chain as $g$.\textsuperscript{20} The coupling between a molecule and electrode $\tau_{L/R}$ depends on device geometry and molecular orientation. However, since the junction geometry is unclear, we consider $\tau_{L/R}$ as a parameter.

We adopt the opposite sign of the work function of a gold surface (5.53 eV)\textsuperscript{30} as the Fermi energy of the electrode surface $E_F$. The electrochemical potential $\mu_{L/R}$ at an applied bias voltage $V_b$ is set to be $\mu_{L/R} = E_F \pm eV_b/2$.

### 2.4 Results and discussion

#### 2.4.1 Vibronic coupling density analysis

Figure 2.1 shows the optimized geometries of neutral Au$_2$DMcT and Au$_2$TTF-DT with atomic numbering schemes. The optimized geometry of Au$_2$DMcT is planar. The optimized bond angles and lengths of Au$_2$DMcT are in good agreement with the experimental values of 2-amino-5-phenyl-1,3,4-thiadiazole;\textsuperscript{31} the optimized bond angles and lengths of Au$_2$TTF-DT are in agreement with the experimental data for TTF obtained by Cooper \textit{et al.}\textsuperscript{32} The dihedral angles S1–C1–C1′–S2′, S2–C1–C1′–S1, C1′–C1–S1–C2, and C1′–C1–S2–C3 are 0.5°, 179.5°, 179.4°, and 178.7°, respectively, suggesting that the central TTF moiety is almost planar. Au$_2$DMcT and Au$_2$TTF-DT have eight and 21 totally symmetric modes, respectively, that couple to the electronic state.
Figure 2.1: Optimized geometries with atomic numbering schemes: (a) Au$_2$DMcT; (b) Au$_2$TTF-DT. Bond lengths are in Å and bond angles in degree.
Calculated VCCs and peak positions in IET spectra for Au$_2$DMcT and Au$_2$TTF-DT together with the experimental data$^6,21$ are listed in Tables 2.1 and 2.2, respectively. $a(\alpha)$ denotes the $\alpha$th totally symmetric mode. $V_{\text{HOMO/HOMO}-1}^\alpha$ is the VCC for the cation state in which the electron is removed from the HOMO/next HOMO:

$$V_{\text{HOMO}}^\alpha = \left< \Psi_{\text{HOMO}}^+ \left| \left( \frac{\partial H}{\partial Q_\alpha} \right)_{R_0} \right| \Psi_{\text{HOMO}}^+ \right>,$$

(2.29)

$$V_{\text{HOMO}-1}^\alpha = \left< \Psi_{\text{HOMO}-1}^+ \left| \left( \frac{\partial H}{\partial Q_\alpha} \right)_{R_0} \right| \Psi_{\text{HOMO}-1}^+ \right>.$$

(2.30)

A scaling factor of 0.963$^{33}$ was used for theoretical frequencies.

Figure 2.2 shows vibrational modes with the three largest $V_{\text{HOMO}}^\alpha$: the $a(4)$, $a(7)$, and $a(8)$ modes of Au$_2$DMcT; the $a(10)$, $a(19)$, and $a(20)$ modes of Au$_2$TTF-DT. The direction of the vibrational modes is chosen such that $V_{\text{HOMO}}^\alpha$ is negative.

First, we discuss $V_{\text{HOMO}}^\alpha$ using the vibronic coupling density analysis. For Au$_2$DMcT, the C=N stretching mode (the $a(8)$ mode) has quite a large VCC. The N–N stretching (the $a(7)$ mode) and S–Au stretching modes (the $a(4)$ mode) have moderately large VCCs. The C–S–C bending and N–N stretching modes (the $a(5)$ and $a(6)$ modes) have small VCCs.

For Au$_2$TTF-DT, the C=C stretching modes (the $a(19)$ and $a(20)$ modes) have the large VCCs, and the C–S stretching mode (the $a(10)$ mode) has the moderately large VCC. For the $a(19)$ mode, the phase of the stretching vibration of the central C=C double bond is the same as that of terminal C=C double bonds, that is, the three C=C double bonds lengthen/shorten simultaneously; for the $a(20)$ mode, the phases are opposite, that is, when the central double bond lengthens/shortens, the terminal double bonds shorten/lengthen.
Table 2.1: Vibrational modes and vibronic coupling constants \((10^{-4} \text{ a.u.})\) for \(\text{Au}_2\text{DMcT}^+\) cation together with the experimental peak positions of the IET spectrum.\(^6\)

<table>
<thead>
<tr>
<th>Mode</th>
<th>Peak position</th>
<th>(V'_{\text{HOMO}})</th>
<th>(V'_{\text{HOMO}-1})</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Calc.</td>
<td>Exp.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>cm(^{-1})</td>
<td>mV</td>
<td>mV</td>
</tr>
<tr>
<td>(a(1))</td>
<td>C–S–Au bending</td>
<td>26.91</td>
<td>3</td>
</tr>
<tr>
<td>(a(2))</td>
<td>S–Au stretching</td>
<td>131.17</td>
<td>16</td>
</tr>
<tr>
<td>(a(3))</td>
<td>S–Au stretching</td>
<td>351.23</td>
<td>44</td>
</tr>
<tr>
<td>(a(4))</td>
<td>S–Au stretching</td>
<td>361.13</td>
<td>45</td>
</tr>
<tr>
<td>(a(5))</td>
<td>C–S–C bending</td>
<td>615.64</td>
<td>76</td>
</tr>
<tr>
<td>(a(6))</td>
<td>S–C–N stretching</td>
<td>977.45</td>
<td>121</td>
</tr>
<tr>
<td>(a(7))</td>
<td>N–N stretching</td>
<td>1026.19</td>
<td>127</td>
</tr>
<tr>
<td>(a(8))</td>
<td>C=N stretching</td>
<td>1373.01</td>
<td>170</td>
</tr>
</tbody>
</table>

Table 2.2: Vibrational modes and vibronic coupling constants \((10^{-4} \text{ a.u.})\) for \(\text{Au}_2\text{TTF-DT}^+\) cation together with the experimental peak positions of the IET spectrum.\(^{21}\)

<table>
<thead>
<tr>
<th>Mode</th>
<th>Peak position</th>
<th>(V'_{\text{HOMO}})</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Calc.</td>
<td>Exp.</td>
</tr>
<tr>
<td></td>
<td>cm(^{-1})</td>
<td>mV</td>
</tr>
<tr>
<td>(a(10))</td>
<td>C–S stretching</td>
<td>452.55</td>
</tr>
<tr>
<td>(a(13))</td>
<td>C–S stretching</td>
<td>609.31</td>
</tr>
<tr>
<td>(a(15))</td>
<td>C–S stretching</td>
<td>790.62</td>
</tr>
<tr>
<td>(a(18))</td>
<td>in-plane C–C–H bending</td>
<td>1181.96</td>
</tr>
<tr>
<td>(a(19))</td>
<td>C=C stretching</td>
<td>1458.59</td>
</tr>
<tr>
<td>(a(20))</td>
<td>C=C stretching</td>
<td>1521.81</td>
</tr>
</tbody>
</table>
Figure 2.2: Vibrational modes with the large $V_{\text{HOMO}}^\alpha$: (a1) $a(4)$, (a2) $a(7)$, and (a3) $a(8)$ modes of Au$_2$DMcT; (b1) $a(10)$, (b2) $a(19)$, and (b3) $a(20)$ modes of Au$_2$TTF-DT.

Figure 2.3(a) shows $\Delta\rho_{\text{HOMO}}$ for Au$_2$DMcT. $\Delta\rho_{\text{HOMO}}$ is large on the C1–N1 bond, while it is small on the S1 and Au1 atoms. $\Delta\rho_{\text{HOMO}}$ has also a large value on the S2 atom bonded to the terminal Au atom. On the N1–N$^{1\prime}$ bond, $\Delta\rho_{\text{HOMO}}$ is large only near the N atoms, and is not distributed in the middle of the bond. Positive regions have a $\sigma$-character and originate from the occupied molecular orbitals other than the HOMO. The positive regions weaken the repulsion between negative regions.

Figure 2.3(b) shows $\Delta\rho_{\text{HOMO}}$ for Au$_2$TTF-DT. $\Delta\rho_{\text{HOMO}}$ is more spread out for Au$_2$TTF-DT than for Au$_2$DMcT, because Au$_2$TTF-DT is a larger $\pi$-conjugated system than is Au$_2$DMcT. $\Delta\rho_{\text{HOMO}}$ is distributed mainly on the S1 and S2 atoms and C1–C1$^{\prime}$ bond. Positive regions around the C1 and C1$^{\prime}$ atoms weaken the repulsion between the negative regions above and below the C1–C1$^{\prime}$ bond. $\Delta\rho_{\text{HOMO}}$ is small around the C2, C3, H1, S3, and Au1 atoms.

Figure 2.4(a1–3) shows derivative of the nuclear–electronic potential $v_\alpha$ for the $a(4)$, $a(7)$, and $a(8)$ modes of Au$_2$DMcT. A head and tail of an arrow in Fig. 2.2 correspond to dark-gray and light-gray regions in Fig. 2.4. Numbers in Fig. 2.4 are AVCCs in $10^{-4}$ a.u.
Figure 2.3: Electron-density difference $\Delta \rho_{\text{HOMO}}$: (a) $\text{Au}_2\text{DMcT}$ at an isosurface value of 0.005 a.u.; (b) $\text{Au}_2\text{TTF-DT}$ at an isosurface value of 0.004 a.u. Dark gray shows where values are negative; light gray shows where values are positive.
Figure 2.4: Derivative of nuclear–electronic potential $v_\alpha$: (a1) $a(4)$, (a2) $a(7)$, and (a3) $a(8)$ modes of Au$_2$DMcT at an isosurface value of 0.02 a.u.; (b1) $a(10)$, (b2) $a(19)$, and (b3) $a(20)$ modes of Au$_2$TTF-DT at an isosurface value of 0.01 a.u. Dark gray shows where values are negative; light gray shows where values are positive. Numbers are atomic vibronic coupling constants $V^\alpha_{\text{HOMO}, \alpha}$ ($10^{-4}$ a.u.).

The $a(8)$ mode is the C=N stretching mode and $v_8$ is large on the C1–N1 bond (Fig. 2.4(a3)). Since $\Delta \rho_{\text{HOMO}}$ is also large on the C1–N1 bond (Fig. 2.3(a)), $v_8$ and $\Delta \rho_{\text{HOMO}}$ overlap significantly on the bond. Hence, $\eta_8$ has a large value on the C=N double bonds, and the C and N atoms have large AVCCs ($-1.522$ and $-1.108 \times 10^{-4}$ a.u., respectively).

The $a(7)$ mode is the N–N stretching mode and $v_7$ is largely distributed on the N1–N1′ bond (Fig. 2.4(a2)). However, since $\Delta \rho_{\text{HOMO}}$ is small in the middle of the N1–N1′ bond, the region in which $\eta_7$ is large is localized around the N atoms. Hence, only the N atoms have large AVCCs ($-1.384 \times 10^{-4}$ a.u.), and $V^7_{\text{HOMO}}$ is smaller than $V^8_{\text{HOMO}}$.

The $a(4)$ mode is the S–Au stretching mode, and $v_4$ is large around the S2 atom (Fig. 2.4(a1)). $v_4$ and $\Delta \rho_{\text{HOMO}}$ overlap on the S2 atom, however, since the extent of the overlap is small, the AVCC of the S2 atom ($-0.539 \times 10^{-4}$ a.u.) is smaller than that of the N1 atom for the $a(7)$ mode ($-1.384 \times 10^{-4}$ a.u.). Hence, $V^4_{\text{HOMO}}$ is smaller than $V^7_{\text{HOMO}}$. Thus, we can understand the reason for the relative order of the VCCs by analyzing the VCD distributions.
Figure 2.4(b1–3) shows $v_{19}$ for the $a(10)$, $a(19)$, and $a(20)$ modes of Au$_2$TTF-DT. The $a(19)$ and $a(20)$ modes are C=C stretching modes, and hence, $v_{19}$ and $v_{20}$ are large on the C=C double bonds. Since $v_{19}$ and $v_{20}$ overlap significantly with $\Delta \rho_{\text{HOMO}}$ on the C1–C1' bond, $\eta_{19}$ and $\eta_{20}$ are large on the bond, which leads to the large AVCCs of the C1 and C1' atoms: $-0.962 \times 10^{-4}$ a.u. for the $a(19)$ mode; $-1.768 \times 10^{-4}$ a.u. for the $a(20)$ mode.

The $a(10)$ mode includes C1–S1 and C1–S2 stretching vibrations and $v_{10}$ is large around the S1 and S2 atoms. $v_{10}$ and $\Delta \rho_{\text{HOMO}}$ are distributed around the S1 and S2 atoms. However, the overlap between them is small compared with those for the $a(19)$ and $a(20)$ modes. Hence, the AVCCs of S1 and S2 atoms for the $a(10)$ mode are smaller than that of the C1 atom for the $a(19)$ and $a(20)$ modes. This is the reason why $V_{\text{HOMO}}^{10} (= -1.09 \times 10^{-4}$ a.u.) is smaller than those of $V_{\text{HOMO}}^{19} (= -2.70 \times 10^{-4}$ a.u.) and $V_{\text{HOMO}}^{20} (= -3.16 \times 10^{-4}$ a.u.).

For the $a(19)$ and $a(20)$ modes, the AVCCs of the atoms other than the carbon atoms are quite small. The sums of the AVCCs of the carbon atoms for the $a(19)$ and $a(20)$ modes are $-2.684 \times 10^{-4}$ and $-3.146 \times 10^{-4}$ a.u., respectively, which correspond to 99.4% of $V_{\text{HOMO}}^{19}$ and 99.6% of $V_{\text{HOMO}}^{20}$, suggesting that vibronic coupling occurs mainly on the carbon atoms. $V_{\text{HOMO}}^{20}$ is larger than $V_{\text{HOMO}}^{19}$, because for the $a(20)$ mode, the AVCC of the C1 atom is much larger than that for the $a(19)$ mode, which originates from the fact that $v_{\text{HOMO}}^{20}$ is larger than $v_{\text{HOMO}}^{19}$ on the C1–C1' bond.

Second, we discuss the relative $V_{\text{HOMO}}^{\alpha}$ ordering for Au$_2$DMcT. The $a(8)$ mode has quite a large $V_{\text{HOMO}}^{\alpha}$ and the $a(3)$, $a(5)$, and $a(6)$ modes have moderately large $V_{\text{HOMO}}^{\alpha}$ values (Table 2.1). The difference between the order of $V_{\text{HOMO}}^{\alpha}$ and $V_{\text{HOMO}}^{\alpha}$ reflects the difference between the distribution pattern of $\Delta \rho_{\text{HOMO}}$ and $\Delta \rho_{\text{HOMO}}$.

Figure 2.5(a) shows $\Delta \rho_{\text{HOMO}}$ for Au$_2$DMcT. In contrast to $\Delta \rho_{\text{HOMO}}$ (Fig. 2.3(a)), $\Delta \rho_{\text{HOMO}}$ is largely distributed on the S1 and Au1 atoms and is not largely distributed on the middle of the C1–N1 bond. Moreover, $\Delta \rho_{\text{HOMO}}$ is larger on the C1 atom than on the N1 atom. Hence, vibronic coupling in the state $|\Psi_{\text{HOMO}}^{\alpha}\rangle$ is strong around the S1, C1, and Au1 atoms compared with that in the state $|\Psi_{\text{HOMO}}^{\alpha}\rangle$.

Figure 2.5(b–d) shows $v_3$ (S–Au stretching), $v_5$ (C–S–C bending), and $v_6$ (S–C–N bending) for Au$_2$DMcT. $v_3$ overlaps with $\Delta \rho_{\text{HOMO}}$ on the S1 and S2 atoms, which leads to the large AVCCs of the S1 and S2 atoms; $v_5$ overlaps with $\Delta \rho_{\text{HOMO}}$ on the S1 and N1 atoms, which leads to the large AVCCs of the S1 and N1 atoms; $v_6$ overlaps with
$\Delta \rho_{\text{HOMO-1}}$ on the C1 atom, which leads to the large AVCC of the C1 atom. The large $V^\alpha_{\text{HOMO-1}}$ of the $a(8)$ mode is due to the significant overlap between $\Delta \rho_{\text{HOMO-1}}$ and $v_8$ on the C1 and N1 atoms.
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Figure 2.5: (a) Electron-density difference $\Delta \rho_{\text{HOMO-1}}$ for Au$_2$DMcT at an isosurface value of 0.01 a.u.; (b) $v_3$, (c) $v_5$, and (d) $v_6$ of Au$_2$DMcT at an isosurface value of 0.02 a.u. Dark gray shows where values are negative; light gray shows where values are positive. Numbers in (b–d) are atomic vibronic coupling constants $V^\alpha_{\text{HOMO-1,A}}$ ($10^{-4}$ a.u.).
2.4.2 Inelastic electron tunneling spectra

The energy levels of HOMO of Au$_2$DMcT and Au$_2$TTF-DT are $-6.08$ and $-5.16$ eV, respectively, and the HOMO is the closest to the Fermi level of the electrode ($-5.53$ eV). An energy gap between the Fermi level of the electrode and the HOMO is small for the Au/TTF-DT/Au junction, suggesting that a carrier transport occurs more efficiently through the Au/TTF-DT/Au junction than through the Au/DMcT/Au junction.

For the Au/DMcT/Au junction, $\tau_{L/R}$ was scaled to produce the experimental conductance $0.008G_0$ at $V_b = 0.2$ V and for the Au/TTF-DT/Au and Au/Th-DT/Au junctions, the same $\tau_{L/R}$ value was used. We calculate the IET spectra for the Au/DMcT/Au junction assuming that an electron tunneling occurs through the HOMO and next HOMO. The two molecular orbitals belong to different irreducible representations: the HOMO and next HOMO are the $a_2$ and $b_1$ orbitals, respectively. Therefore the off-diagonal VCCs vanish:

$$\left\langle \Psi^+_{\text{HOMO}} \left| \frac{\partial H}{\partial Q_\alpha} \right|_{R_0} \Psi^+_{\text{HOMO}-1} \right\rangle = \left\langle \Psi^+_{\text{HOMO}-1} \left| \frac{\partial H}{\partial Q_\alpha} \right|_{R_0} \Psi^+_{\text{HOMO}} \right\rangle = 0 \quad (2.31)$$

Hence, $\lambda^\alpha$ is a diagonal matrix.

Figure 2.6(a) shows calculated IET spectra for the Au/DMcT/Au junction at $T = 4.2, 10, \text{and } 20$ K. At $T = 4.2$ K, the $a(4), a(5), a(7), \text{and } a(8)$ modes show peaks. At $T = 10$ and $20$ K, the peak due to the $a(5)$ mode is not seen clearly because of the thermal broadening of the peak, that is, the broadening of the Fermi distribution function $f_{L/R}$.

Calculated full-width at half-maximum (FWHM) of the peak of the N–N stretching mode (the $a(7)$ mode) is $8, 11, \text{and } 23$ mV, respectively, at $T = 4.2, 10, \text{and } 20$ K. These values are small compared with the experimental data ($25, 30, 38$ mV, respectively). In our calculation, only the thermal broadening influences the peak widths. The difference between the theoretical and experimental peak widths may originate primarily from instrumental broadening.

Figure 2.6(b) shows comparison of the calculated and experimental IET spectra for the Au/DMcT/Au junction at $T = 4.2$ K. The experimental $d^2I/dV_b^2$ values are scaled to fit the calculated spectrum at $V_b = 127$ mV (the peak position of the N–N stretching mode). Peaks corresponding to the $a(4), a(5), a(7), \text{and } a(8)$ modes were observed experimentally. In the experimental spectrum, $d^2I/dV_b^2$ has a large value near the zero-bias region, which is called the zero-bias anomaly. The zero-bias anomaly may originate from...
Figure 2.6: (a) Calculated inelastic electron tunneling spectra for Au/DMcT/Au junction at various temperatures. Solid line shows the spectrum at $T = 4.2$ K; dashed line shows the spectrum at $T = 10$ K; dot-dashed line shows the spectrum at $T = 20$ K. (b) Comparison of calculated and experimental inelastic electron tunneling spectra for Au/DMcT/Au junction at $T = 4.2$ K. Solid line shows the calculated spectrum; dotted line shows the experimental spectrum. (c) Calculated inelastic electron tunneling spectra for Au/DMcT/Au junction at $T = 4.2$ K assuming that the electron tunneling occurs through only the HOMO.
phonon scattering in the electrodes. For $V_b > 0.05$ V, the order of the relative intensity of the spectra agrees well. The relative intensity increases in the order: $a(5) < a(7) < a(8)$. By comparing the spectra, the intensity for the $a(5)$ mode (C1–S2 stretching) is underestimated, while that for the $a(8)$ mode (C1–N1 stretching) is overestimated.

Figure 2.6(c) shows the calculated IET spectrum for the Au/DMcT/Au junction at $T = 4.2$ K assuming that the electron tunneling occurs through only the HOMO. Comparing Fig. 2.6(c) with Fig. 2.6(b), the two calculated IET spectra are almost identical. This is because the difference between the orbital energy of the next HOMO ($-7.07$ eV) and the Fermi energy of the electrode ($-5.53$ eV) is large and the vibronic couplings in the state $|\Psi^+_{\text{HOMO-1}}\rangle$ make little contribution to the IET spectrum. This result suggests that an inelastic electron tunneling occurs mainly through the HOMO. For the Au/TTF-DT/Au and Au/Th-DT/Au junctions, we consider the inelastic electron tunneling via only the HOMO.

Figure 2.7 shows calculated IET spectrum for the Au/TTF-DT/Au junction at $T = 4.2$ K. The $a(10)$, $a(19)$, and $a(20)$ modes show strong peaks. Peaks due to the $a(10)$, $a(15)$, and $a(20)$ modes were observed experimentally for Au/TTF/Au junction.$^{21}$ Although the $a(19)$ mode has the large VCC, since the peak position of the mode is close to that of the $a(20)$ mode, the peak of the $a(19)$ mode would be superimposed with the peak of the $a(20)$ mode and would not be observed in the experimental IET spectrum.
2.4.3 Comparison of IET spectra for the Au/Th-DT/Au and Au/DMcT/Au junctions

Molecular structure of Th-DT is similar to that of DMcT (nitrogen atoms in DMcT are replaced by $-\text{CH}-$ groups in thiophene). Although there is no experimental assignment of IET spectra for Au/Th-DT/Au junction, it is meaningful to compare the spectra for the Au/Th-DT/Au junction with that for the Au/DMcT/Au junction.

Figure 2.8 shows calculated IET spectra for Au/Th-DT/Au junction at $T = 4.2$ K. The major difference between the IET spectra for the Au/Th-DT/Au and Au/DMcT/Au junctions is the presence of the peak due to the $a(13)$ mode (169 mV, Fig. 2.9(a)). The $a(13)$ mode contains C2–C2$'$ stretching and C1–C2–H1 in-plane bending vibrations. For the Au/Th-DT/Au junction, two peaks are observed around 160 mV. In contrast, for the Au/DMcT/Au junction, only one peak is observed. Hence, thiophene and DMcT can be distinguished by the peak of the $a(13)$ mode.

The $a(13)$ mode contains displacements of the C1, C2 and H1 atoms, and $v_{13}$ is large on the C2–C2$'$ bond and around the C1 and H1 atoms (Fig. 2.9(b)). $\Delta \rho_{\text{HOMO}}$ is also large around the C1 and C2 atoms (Fig. 2.9(c)). Hence, $\Delta \rho_{\text{HOMO}}$ overlaps significantly with $v_{13}$ on the C1 and C2 atoms. This is why the $a(13)$ mode has a large VCC and shows the strong peak in the IET spectrum.

The IET spectrum for Au/Th-DT/Au junction is similar to that for Au/DMcT/Au junction (Fig. 2.6(a)). This similarity originates from the similarity in the molecular structures and $\Delta \rho_{\text{HOMO}}$ distributions. Since $\Delta \rho_{\text{HOMO}}$ for Au$_2$Th-DT is distributed on the C1, C2, and S2 atoms, vibrational modes in which these atoms are displaced show intense peaks; S–Au stretching mode (the $a(5)$ mode, 44 mV), C–C stretching mode (the $a(11)$ mode, 133 mV), and C=C stretching mode (the $a(12)$ mode, 155 mV).
Figure 2.8: Calculated inelastic electron tunneling spectrum for Au/Th-DT/Au junction at $T = 4.2$ K.

2.5 Conclusions

We calculated the VCDs for Au$_2$DMcT and Au$_2$TTF-DT cations. The VCD analysis enables us to understand the relative order of the VCCs. For Au$_2$DMcT, since $\Delta \rho_{\text{HOMO}}$ is large on the C–N bond, the C–N stretching mode couples strongly to the electronic state; for Au$_2$TTF-DT, since $\Delta \rho_{\text{HOMO}}$ is large on the central C=C bond, the C=C stretching modes couple strongly to the electronic state.

We calculated the IET spectra for Au/DMcT/Au and Au/TTF-DT/Au junctions using the NEGF theory. We calculated the IET spectrum for the Au/Th-DT/Au junction and compared it with that for the Au/DMcT/Au junction. Th-DT and DMcT can be distinguished using the IET spectroscopy by the peak of the C–C stretching mode. The VCD analysis can be an effective way to understand relative intensities in IET spectra.
Figure 2.9: (a) The $a(13)$ mode of Au$_2$Th-DT; (b) derivative of nuclear–electronic potential $v_{13}$ ($= 0.02$ a.u.); (c) electron-density difference $\Delta\rho_{\text{HOMO}}$ ($= 0.005$ a.u.) of Au$_2$Th-DT. Dark gray shows where values are negative; light gray shows where values are positive.
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Part III

Miscellaneous Applications of Vibronic Coupling Density Analysis
Chapter 1

Reduced Vibronic Coupling Density and Its Application to Bis(ethylenedithio)tetrathiafulvalene (BEDT-TTF)

1.1 Introduction

Vibronic (electron-vibration) coupling plays an important role in electronic properties such as superconductivity, transport property, and so on. The vibronic coupling is governed by the magnitude of vibronic coupling constant (VCC). Thus, a clear understanding of the origin of the magnitude of the VCC is necessary for designing new materials. Sato et al. introduced a quantity called the vibronic coupling density (VCD)\(^1\)\(^-\)\(^4\) to explain the origin of the VCC magnitude. Because an integral over space of the VCD gives the VCC, the VCD distribution provides a local picture of vibronic coupling in a molecule. Using VCD analysis, vibronic coupling in cyclopentadienyl radical,\(^1\) benzene ions,\(^2\) deuterated cyclopentadienyl radical and benzene cation,\(^3\) naphthalene anion,\(^5\) and \(N,N'-\text{bis}(3\text{-methylphenyl})-N,N'-\text{diphenyl}-[1,1'-\text{biphenyl}]\)-4,4'-diamine (TPD) cation\(^6\) have been investigated. Molecules with small VCCs or electron-phonon coupling constants are favorable for charge-transporting materials. The VCD analysis reveals that strong localization of VCDs on N atoms is responsible for the small VCCs of the TPD cation.\(^6\) Weak vibronic coupling is an origin of the high hole mobility of TPD. We can design new functional
molecules through controlling VCD distributions and VCC magnitudes.

The VCD analysis has succeeded in explaining the relative strength of the VCC, but sometimes causes a misunderstanding of the local picture of the vibronic coupling. This is because the VCD contains components of which the integral over space vanishes. Those vanishing components are not essential to vibronic coupling and should be eliminated.

In this chapter, we introduce a new quantity called reduced VCD (RVCD) to eliminate the non-essential contributions in the VCD. The RVCD is obtained by subtracting terms of which the integration over space vanishes from the VCD. We also introduce reduced atomic vibronic coupling density (RAVCD) to describe the contribution of each atom to the RVCD. The RAVCD gives a local picture of the vibronic coupling near the corresponding atom more clearly than the AVCD.

To illustrate the technique, we calculate the RAVCDs for a C=C stretching mode of bis(ethylenedithio)tetrathiafulvalene (BEDT-TTF) cation, which is widely known as a donor for organic superconductors.\textsuperscript{7,8} Various types of TTF derivatives have been synthesized, and their conducting properties have been investigated.\textsuperscript{9,10} Since intramolecular vibronic coupling plays an important role in mechanisms of the superconductivity, there has been significant interest in determining the VCCs for TTF derivatives,\textsuperscript{11-14} but little attention has been given to the physical reason behind the magnitudes of the VCCs. We report our analysis based on the spatial distribution of RAVCDs that allows us to easily understand the local picture of vibronic coupling and the physical origin of the magnitude of the VCC.

1.2 Theory

1.2.1 Coupling Constants and Coupling Densities

The molecular Hamiltonian is given by

\[ \mathcal{H}(r, R) = \mathcal{H}_e(r, R) + \mathcal{T}_n(R), \tag{1.1} \]

where \( \mathcal{H}_e(r, R) \) is an electronic Hamiltonian, \( \mathcal{T}_n(R) \) is the nuclear kinetic energy, and \( r \) and \( R \) are sets of electronic and nuclear coordinates, respectively. The electronic Hamiltonian \( \mathcal{H}_e(r, R) \) is the sum of the electronic kinetic energy, the electronic-electronic, the electronic–nuclear, and the nuclear–nuclear operators. Employing the Herzberg–Teller
expansion, $\mathcal{H}_e (\mathbf{r}, \mathbf{R})$ is expressed as

$$
\mathcal{H}_e (\mathbf{r}, \mathbf{R}) = \mathcal{H}_e (\mathbf{r}, \mathbf{R}_0) + \sum_i \left( \frac{\partial \mathcal{H}_e (\mathbf{r}, \mathbf{R})}{\partial Q_i} \right)_{\mathbf{R}_0} Q_i + \cdots ,
$$

(1.2)

where \{Q_i\} is a set of mass-weighted normal coordinates for the $i$th vibrational mode and $\mathbf{R}_0$ is the nuclear configuration of the equilibrium geometry for an $N$ electron state. The VCC for $N \pm 1$ electron systems for the $i$th vibrational mode $V_i$ is defined by

$$
V_i = \left\langle \Psi_{N \pm 1} (\mathbf{r}, \mathbf{R}_0) \left| \left( \frac{\partial \mathcal{H}_e (\mathbf{r}, \mathbf{R})}{\partial Q_i} \right)_{\mathbf{R}_0} \right| \Psi_{N \pm 1} (\mathbf{r}, \mathbf{R}_0) \right\rangle ,
$$

(1.3)

where $\Psi_{N \pm 1} (\mathbf{r}, \mathbf{R}_0)$ is the electronic wave function of the $N \pm 1$ electron systems at the equilibrium geometry of the $N$ electron system. The corresponding electron–phonon coupling constant $g_i$ is given by

$$
g_i = \sqrt{\frac{\hbar}{2\omega_i}} V_i ,
$$

(1.4)

where $\omega_i$ is the frequency of the $i$th mode.

$\partial / \partial Q_i$ can be written as

$$
\frac{\partial}{\partial Q_i} = \sum_A \frac{\mathbf{e}^{(i)}_A}{\sqrt{M_A}} \cdot \frac{\partial}{\partial \mathbf{R}},
$$

(1.5)

where $M_A$ is the mass of nucleus $A$, and $\mathbf{e}^{(i)}_A$ is the $A$th component of a vibrational vector of the $i$th vibrational mode in the mass-weighted coordinates $Q_i$. $\mathbf{e}^{(i)}_A$ is a 3D vector and represents the relative displacement of nucleus $A$ for the $i$th mode. The three components of $\mathbf{e}^{(i)}_A$ represent displacements of nucleus $A$ along the $x, y,$ and $z$ axes, and are denoted as

$$
\mathbf{e}^{(i)}_A = \left( e^{(i)}_{A,1}, e^{(i)}_{A,2}, e^{(i)}_{A,3} \right) .
$$

(1.6)

The $\mathbf{e}^{(i)}$ direction is chosen such that $V_i$ is negative.

Substituting Eq. 1.5 into Eq. 1.3, we obtain

$$
V_i = \sum_A \frac{1}{\sqrt{M_A}} \mathbf{e}^{(i)}_A \cdot \left\langle \Psi_{N \pm 1} (\mathbf{r}, \mathbf{R}_0) \left| \left( \frac{\partial \mathcal{H}_e (\mathbf{r}, \mathbf{R})}{\partial \mathbf{R}} \right)_{\mathbf{R}_0} \right| \Psi_{N \pm 1} (\mathbf{r}, \mathbf{R}_0) \right\rangle
$$

$$
= \sum_A V_{i,A} ,
$$

(1.7)

where $V_{i,A}$ is the atomic vibronic coupling constant (AVCC) for atom $A$, and represents the contribution to the VCC $V_i$ from atom $A$. 227
If the Hellmann–Feynman theorem\textsuperscript{15} is satisfied, $V_i$ can be written in terms of the electron-density difference $\Delta \rho$ and the derivative of the nuclear–electronic potential $v_i$:\textsuperscript{1-4}

\begin{equation}
V_i = \int \Delta \rho (x) \times v_i (x) \, dx, \tag{1.8}
\end{equation}

where

\begin{equation}
\Delta \rho (x) = \rho_{N \pm 1} (x) - \rho_N (x), \tag{1.9}
\end{equation}

\begin{equation}
v_i (x) = - \sum_A \frac{Z_A e^{(i)}_A}{\sqrt{M_A}} \cdot \frac{x - R_A}{|x - R_A|^3}, \tag{1.10}
\end{equation}

and $\rho_{N \pm 1} (x)$ and $\rho_N (x)$ represent the electron densities for the $N \pm 1$ and $N$ electron systems, respectively. $x$ denotes a position of electron in three-dimensional space, and $Z_A$ is the atomic number of nucleus $A$. The product $\Delta \rho (x) \times v_i (x)$ is called the VCD\textsuperscript{1-4} and is expressed as

\begin{equation}
\eta_i (x) = \Delta \rho (x) \times v_i (x). \tag{1.11}
\end{equation}

The VCD provides a local picture of vibronic coupling in a molecule.

The contribution from atom $A$ to $\eta_i (x)$ is described by the atomic vibronic coupling density (AVCD) $\eta_{i,A} (x)$, which is given by

\begin{equation}
\eta_{i,A} (x) = \Delta \rho (x) \times \left( - \frac{Z_A e^{(i)}_A}{\sqrt{M_A}} \cdot \frac{x - R_A}{|x - R_A|^3} \right) = \Delta \rho (x) \times v_{i,A} (x). \tag{1.12}
\end{equation}

Integration over space of the AVCD yields the AVCC $V_{i,A}$:

\begin{equation}
V_{i,A} = \int \eta_{i,A} (x) \, dx. \tag{1.13}
\end{equation}

### 1.2.2 Reduced Vibronic Coupling Density and Reduced Atomic Vibronic Coupling Density

A basis function $\phi_{\mu B} (x)$ at the center of which is atom $B$ ($R_B$) can be expressed in terms of contracted Gaussian functions at the same center:

\begin{equation}
\phi_{\mu B} (x) = \sum_{p} d_{pwB} g_{pwB} (\alpha_{pwB}, x - R_B), \tag{1.14}
\end{equation}
where $L_{\mu B}$ is a contraction length, $d_{\mu B}$ is a contraction coefficient, $\alpha_{\mu B}$ is a contraction exponent, $g_{\mu B}$ is a normalized Gaussian primitive function, and $\sqrt{N_{\mu B}}$ is a normalization factor. $x_1$, $x_2$, and $x_3$ are the $x$, $y$, and $z$ components of $x$, respectively, and $X_{B,1}$, $X_{B,2}$, and $X_{B,3}$ are the $x$, $y$, and $z$ components of $R_B$, respectively.

The electron-density difference $\Delta \rho (x)$ can be written as

$$
\Delta \rho (x) = \sum_{a} \left( \sum_{B} \sum_{\mu} C_{\mu Ba}^{N+1} \phi_{\mu B} (x) \right)^2 - \sum_{a} \left( \sum_{B} \sum_{\mu} C_{\mu Ba}^{N} \phi_{\mu B} (x) \right)^2
= \sum_{B,C} \sum_{\mu} C_{\mu Ba}^{N+1} C_{\nu Ca}^{N+1} - \sum_{a} \sum_{B,C} \phi_{\mu B} (x) \phi_{\nu C} (x),
$$

where $\{C_{\mu Ba}^{N+1}\}$ and $\{C_{\mu Ba}^{N}\}$ are sets of coefficients of the $a^{th}$ spatial orbitals for the $N \pm 1$ and $N$ electron systems, respectively; $M$ and $K_B$ ($K_C$) denote the total number of atoms and the number of Cartesian Gaussian basis functions of atom $B$ ($C$), respectively. Using eqs. 1.14 and 1.15, $\Delta \rho (x)$ can be expressed as

$$
\Delta \rho (x) = \sum_{B,C} \sum_{\mu} \sum_{\nu} \sum_{p} \sum_{q} D_{\mu B C} d_{\mu B} d_{\nu C} \sqrt{N_{\mu B} N_{\nu C}}
\times g_{\mu B} (\alpha_{\mu B}, x - R_B) g_{\nu C} (\alpha_{\nu C}, x - R_C)
= \sum_{B,C} \sum_{\mu} \sum_{\nu} \sum_{p} \sum_{q} D_{\mu B C} d_{\mu B} d_{\nu C} \sqrt{N_{\mu B} N_{\nu C}}
\times (x_1 - X_{B,1})^{l_{\mu B}} (x_2 - X_{B,2})^{m_{\mu B}} (x_3 - X_{B,3})^{n_{\mu B}}
\times (x_1 - X_{C,1})^{l_{\nu C}} (x_2 - X_{C,2})^{m_{\nu C}} (x_3 - X_{C,3})^{n_{\nu C}}
\times \exp (-\alpha_{\mu B} |x - R_B|^2) \exp (-\alpha_{\nu C} |x - R_C|^2),
$$

where

$$
D_{\mu B C} = \sum_{a} C_{\mu Ba}^{N+1} C_{\nu Ca}^{N+1} - \sum_{a} C_{\mu Ba}^{N} C_{\nu Ca}^{N}
$$

Substituting Eq. 1.17 into Eq. 1.12, we obtain

$$
\eta_{i,A} (x) = -\frac{Z_A}{\sqrt{M_A}} \sum_{j} \sum_{B,C} \sum_{\mu} K_{C} \sum_{i} D_{\mu B C} C_{A,j}^{(i)} (x),
$$
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where
\[ G_{\mu B \nu C, A,j} (x) = \sum_p \sum_q d_{pB} d_{\nu C} \sqrt{N_{pB} N_{\nu C}} (x_j - X_{A,j}) \]
\[ \times (x_1 - X_{B,1})^{l_{\mu B}} (x_2 - X_{B,2})^{m_{\nu B}} (x_3 - X_{B,3})^{n_{\nu B}} \]
\[ \times (x_1 - X_{C,1})^{l_{\nu C}} (x_2 - X_{C,2})^{m_{\nu C}} (x_3 - X_{C,3})^{n_{\nu C}} \]
\[ \times \exp (-\alpha_{\mu B} |x - R_B|^2) \exp (-\alpha_{\nu C} |x - R_C|^2) \frac{1}{|x - R_A|^3}. \] (1.20)

Thus, we can express \( V_{i,A} \) in terms of spatial integrals of Gaussian functions:
\[ V_{i,A} = \int \eta_{i,A}(x) \, dx \]
\[ = -\frac{Z_A}{\sqrt{M_A}} \sum_B \sum_C \sum_{\mu} \sum_{\nu} D_{\mu B \nu C}^{(i)} e_{A,j} \int G_{\mu B \nu C, A,j} (x) \, dx. \] (1.21)

When \( B \neq A \) nor \( C \neq A \), the spatial integral of \( G_{\mu B \nu C, A,j} (x) \) generally gives a nonzero value. When \( B = A \) and \( C = A \), \( G_{\mu B \nu C, A,j} (x) \) takes the form,
\[ G_{\mu A \nu A, A,j} (x) = \sum_p \sum_q d_{pA} d_{\nu A} \sqrt{N_{pA} N_{\nu A}} \]
\[ \times (x_1 - X_{A,1})^{l_{\mu A}} (x_2 - X_{A,2})^{m_{\nu A}} (x_3 - X_{A,3})^{n_{\nu A}} \]
\[ \times \exp (-\alpha_{\mu A} |x - R_A|^2) \exp (-\alpha_{\nu A} |x - R_A|^2) \frac{1}{|x - R_A|^3}, \] (1.22)

where
\[
\begin{align*}
(l_{\mu 1}, m_{\mu 1}, n_{\mu 1}) &= (l_\mu + l_\nu + 1, m_\mu + m_\nu, n_\mu + n_\nu), \\
(l_{\mu 2}, m_{\mu 2}, n_{\mu 2}) &= (l_\mu + l_\nu, m_\mu + m_\nu + 1, n_\mu + n_\nu), \\
(l_{\mu 3}, m_{\mu 3}, n_{\mu 3}) &= (l_\mu + l_\nu, m_\mu + m_\nu, n_\mu + n_\nu + 1) .
\end{align*}
\] (1.23)

For simplicity, in the case of \( B = A \) and \( C = A \), \( A \) is omitted from \( l_{\mu A \nu A,j} \), \( m_{\mu A \nu A,j} \), and \( n_{\mu A \nu A,j} \). If one of three integers, \( l_{\mu A,j} \), \( m_{\mu A,j} \), or \( n_{\mu A,j} \) is odd, the spatial integral of \( G_{\mu A \nu A,j} (x) \) vanishes, and thus
\[ -\int \frac{Z_A}{\sqrt{M_A}} \sum_j \sum_{\mu,\nu} D_{\mu A \nu A}^{(i)} e_{A,j} G_{\mu A \nu A, A,j} (x) \, dx = \int \eta_{i,A} (x) \, dx = 0, \] (1.24)
in Eq. 1.21. Therefore \( \eta_{i,A} (x) \) is decomposed into vanishing component \( \eta_{i,A} (x) \) and non-vanishing component \( \bar{\eta}_{i,A} (x) \). The integrand in the left-hand side of Eq. 1.24 \( \eta_{i,A} (x) \) has no contribution to \( \eta_{i,A} (x) \) since the integral over space vanishes, and is not essential to
the local picture of vibronic coupling. In addition, the integrand $\eta_{i,A} (x)$ has a large value near the nucleus $A$, because $\eta_{i,A} (x)$ diverges to infinity at $x = R_A$ (Eq. 1.22). As we will see later, the apparent complicated distribution pattern of $\eta_{i,A} (x)$ near the nucleus $A$ originates from the non-essential component $\eta_{i,A} (x)$.

We now define the non-vanishing component $\bar{\eta}_{i,A} (x)$ called the RAVCD. $\bar{\eta}_{i,A} (x)$ is defined by subtracting the integrand from $\eta_{i,A} (x)$:

$$\bar{\eta}_{i,A} (x) = \eta_{i,A} (x) - \eta_{i,A} (x) . \tag{1.25}$$

Because the spatial integral of the second term on the right-hand side of Eq. 1.25 vanishes,

$$\int \bar{\eta}_{i,A} (x) \, dx = \int \eta_{i,A} (x) \, dx = V_{i,A} . \tag{1.26}$$

Although the spatial integral of $\bar{\eta}_{i,A} (x)$ is the same as $\eta_{i,A} (x)$, $\bar{\eta}_{i,A} (x)$ contains only the terms which are essential to vibronic coupling. The sum of $\bar{\eta}_{i,A} (x)$ over $A$ is called the RVCD $\bar{\eta}_i (x)$:

$$\bar{\eta}_i (x) = \sum_A \bar{\eta}_{i,A} (x) , \tag{1.27}$$

and the spatial integration of $\bar{\eta}_i (x)$ yields the vibronic coupling constant:

$$\int \bar{\eta}_i (x) \, dx = V_i . \tag{1.28}$$

$\bar{\eta}_i (x)$ gives a local picture of vibronic coupling with the $i^{th}$ mode, just as $\eta_i (x)$, but $\bar{\eta}_i (x)$ contains only the contributions essential to vibronic coupling.

When the normalized Gaussian primitive functions are $s$, $p$, $d$, $f$, and $g$-type functions, there are 35 possible sets of the numbers $l_\mu$, $m_\mu$, and $n_\mu$ (Table 1.1). One hundred and fifty-two sets of Cartesian Gaussian basis functions give nonzero spatial integrals of $G^{AA;A;1}_\mu (x)$. Half of these sets corresponds to the case where $l_\mu + m_\mu + n_\mu < l_\nu + m_\nu + n_\nu$, and the remaining half corresponds to the case where $l_\mu + m_\mu + n_\mu > l_\nu + m_\nu + n_\nu$. In Table 1.2, we list 76 sets of $(l_\mu, m_\mu, n_\mu)$ and $(l_\nu, m_\nu, n_\nu)$ for the former case. For $j = 2$, we obtain sets of Cartesian Gaussian basis functions such that $\int G^{AA;A;2}_\mu (x) \, dx \neq 0$ by substituting $l_{\mu/\nu}$, $m_{\mu/\nu}$, and $n_{\mu/\nu}$ in Table 1.2 into $m_{\mu/\nu}$, $n_{\mu/\nu}$, and $l_{\mu/\nu}$, respectively. In a similar way, for $j = 3$, the substitution of $l_{\mu/\nu}$, $m_{\mu/\nu}$, and $n_{\mu/\nu}$ in Table 1.2 into $n_{\mu/\nu}$, $l_{\mu/\nu}$, and $m_{\mu/\nu}$ gives sets of $(l_\mu, m_\mu, n_\mu)$ and $(l_\nu, m_\nu, n_\nu)$ such that the spatial integrals of $G^{AA;A;3}_\mu (x)$ do not vanish. The number of possible sets of $(l_\mu, m_\mu, n_\mu)$ and $(l_\nu, m_\nu, n_\nu)$ is 1225 ($= 35 \times 35$).
This means that \( \eta_{h,A} \) contains a number of terms that make no contribution to the AVCC \( V_{i,A} \). Since \( G_{\mu A \nu A \lambda j} \left( \mathbf{x} \right) \) is large near nuclei \( A \), the complicated \( \eta_{h,A} \) (and hence, \( \eta_h \)) distribution pattern around nuclei \( A \) originates from those terms. Such complexity is not present in \( \bar{\eta}_{h,A} \) and \( \bar{\eta}_h \).

<table>
<thead>
<tr>
<th>((l_\mu, m_\mu, n_\mu))</th>
<th>(\phi_\mu)</th>
<th>(f_{xxx})</th>
<th>(g_{xxx})</th>
<th>(g_{xxyy})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0, 0, 0)</td>
<td>(s)</td>
<td>(3, 0, 0)</td>
<td>(4, 0, 0)</td>
<td>(2, 2, 0)</td>
</tr>
<tr>
<td>(1, 0, 0)</td>
<td>(p_x)</td>
<td>(0, 3, 0)</td>
<td>(0, 4, 0)</td>
<td>(2, 0, 2)</td>
</tr>
<tr>
<td>(0, 1, 0)</td>
<td>(p_y)</td>
<td>(0, 0, 3)</td>
<td>(0, 0, 4)</td>
<td>(0, 2, 2)</td>
</tr>
<tr>
<td>(0, 0, 1)</td>
<td>(p_z)</td>
<td>(2, 1, 0)</td>
<td>(3, 1, 0)</td>
<td>(2, 1, 1)</td>
</tr>
<tr>
<td>(2, 0, 0)</td>
<td>(d_{xx})</td>
<td>(2, 0, 1)</td>
<td>(3, 0, 1)</td>
<td>(1, 2, 1)</td>
</tr>
<tr>
<td>(0, 2, 0)</td>
<td>(d_{yy})</td>
<td>(1, 2, 0)</td>
<td>(1, 3, 0)</td>
<td>(1, 1, 2)</td>
</tr>
<tr>
<td>(0, 0, 2)</td>
<td>(d_{zz})</td>
<td>(0, 2, 1)</td>
<td>(0, 3, 1)</td>
<td>(1, 1, 2)</td>
</tr>
<tr>
<td>(1, 1, 0)</td>
<td>(d_{xy})</td>
<td>(1, 0, 2)</td>
<td>(1, 0, 3)</td>
<td>(0, 2, 2)</td>
</tr>
<tr>
<td>(1, 0, 1)</td>
<td>(d_{xz})</td>
<td>(0, 1, 2)</td>
<td>(0, 1, 3)</td>
<td>(0, 1, 1)</td>
</tr>
<tr>
<td>(0, 1, 1)</td>
<td>(d_{yz})</td>
<td>(1, 1, 1)</td>
<td>(f_{xyz})</td>
<td></td>
</tr>
</tbody>
</table>

### 1.3 Method of Calculation

We calculated the VCCs for BEDT-TTF cation. Employing the 6-31G basis set with their first derivatives\(^{16}\) (denoted 6-31G+der), we confirmed that the Hellmann-Feynman theorem\(^{15}\) holds. We optimized the structure of a neutral BEDT-TTF at the B3LYP/6-31G+der level of theory assuming \( C_2 \) symmetry. Employing the vibrational analysis, we confirmed that the optimized geometry is a stationary minimum, and calculated the wavefunction of the cationic state at the ROB3LYP/6-31G+der level using the optimized geometry of the neutral state. All the \textit{ab initio} calculations were done using Gaussian 03 software.\(^{17}\)
Table 1.2: Non-vanishing sets of the numbers \((l_\mu, m_\mu, n_\mu)\) and \((l_\nu, m_\nu, n_\nu)\) for the case where \(l_\mu + m_\mu + n_\mu < l_\nu + m_\nu + n_\nu\). For \(j = 2\), non-vanishing sets are obtained by substituting \(l_\mu/\nu, m_\mu/\nu,\) and \(n_\mu/\nu\) into \(m_\mu/\nu, n_\mu/\nu,\) and \(l_\mu/\nu,\) respectively. For \(j = 3\), the substitution of \(l_\mu/\nu, m_\mu/\nu,\) and \(n_\mu/\nu\) into \(l_\mu/\nu, l_\mu/\nu,\) and \(m_\mu/\nu\) gives non-vanishing sets.

<table>
<thead>
<tr>
<th>((l_\mu,m_\mu,n_\mu))</th>
<th>((l_\nu,m_\nu,n_\nu))</th>
<th>((l_{\mu\nu,1},m_{\mu\nu,1},n_{\mu\nu,1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(s) ((0,0,0))  (p_x) ((1,0,0)) ((2,0,0))</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(s) ((0,0,0))  (f_{xxx}) ((3,0,0)) ((4,0,0))</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(s) ((0,0,0))  (f_{yyx}) ((1,2,0)) ((2,2,0))</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(s) ((0,0,0))  (f_{zzx}) ((1,0,2)) ((2,0,2))</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(p_x) ((1,0,0))  (d_{xx}) ((2,0,0)) ((4,0,0))</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(p_x) ((1,0,0))  (d_{yy}) ((0,2,0)) ((2,2,0))</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(p_x) ((1,0,0))  (d_{zz}) ((0,0,2)) ((2,0,2))</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(p_x) ((1,0,0))  (g_{xxxx}) ((4,0,0)) ((6,0,0))</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(p_x) ((1,0,0))  (g_{yyyy}) ((0,4,0)) ((2,4,0))</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(p_x) ((1,0,0))  (g_{zzzz}) ((0,0,4)) ((2,0,4))</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(p_x) ((1,0,0))  (g_{xxyy}) ((2,2,0)) ((4,2,0))</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(p_x) ((1,0,0))  (g_{xzzz}) ((2,0,2)) ((4,0,2))</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(p_x) ((1,0,0))  (g_{yyzz}) ((0,2,2)) ((2,2,2))</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(p_y) ((0,1,0))  (d_{xy}) ((1,1,0)) ((2,2,0))</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(p_y) ((0,1,0))  (g_{xxxx}) ((3,1,0)) ((4,2,0))</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(p_y) ((0,1,0))  (g_{yyyy}) ((1,3,0)) ((2,4,0))</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(p_y) ((0,1,0))  (g_{zzxy}) ((1,1,2)) ((2,2,2))</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(p_z) ((0,0,1))  (d_{xz}) ((1,0,1)) ((2,0,2))</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(p_z) ((0,0,1))  (g_{xxxx}) ((3,0,1)) ((4,0,2))</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(p_z) ((0,0,1))  (g_{xxzz}) ((1,0,3)) ((2,0,4))</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(p_z) ((0,0,1))  (g_{yyzz}) ((1,2,1)) ((2,2,2))</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(d_{xx}) ((2,0,0))  (f_{xxx}) ((3,0,0)) ((6,0,0))</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table continued on next page
| \( d_{xx} \) | (2,0,0) | \( f_{yxx} \) | (1,2,0) | (4,2,0) |
| \( d_{xx} \) | (2,0,0) | \( f_{zzx} \) | (1,0,2) | (4,0,2) |
| \( d_{yy} \) | (0,2,0) | \( f_{xxx} \) | (3,0,0) | (4,2,0) |
| \( d_{yy} \) | (0,2,0) | \( f_{yyx} \) | (1,2,0) | (2,4,0) |
| \( d_{yy} \) | (0,2,0) | \( f_{zzx} \) | (1,0,2) | (2,2,2) |
| \( d_{zz} \) | (0,0,2) | \( f_{xxx} \) | (3,0,0) | (4,0,2) |
| \( d_{zz} \) | (0,0,2) | \( f_{yyx} \) | (1,2,0) | (2,2,2) |
| \( d_{zz} \) | (0,0,2) | \( f_{zzx} \) | (1,0,2) | (2,0,4) |
| \( d_{xy} \) | (1,1,0) | \( f_{yyy} \) | (0,3,0) | (2,4,0) |
| \( d_{xy} \) | (1,1,0) | \( f_{xxy} \) | (2,1,0) | (4,2,0) |
| \( d_{xy} \) | (1,1,0) | \( f_{zyy} \) | (0,1,2) | (2,2,2) |
| \( d_{xz} \) | (1,0,1) | \( f_{zzz} \) | (0,0,3) | (2,0,4) |
| \( d_{xz} \) | (1,0,1) | \( f_{xxx} \) | (2,0,1) | (4,0,2) |
| \( d_{xz} \) | (1,0,1) | \( f_{yyz} \) | (0,2,1) | (2,2,2) |
| \( d_{yz} \) | (0,1,1) | \( f_{xyz} \) | (1,1,1) | (2,2,2) |
| \( f_{xxx} \) | (3,0,0) | \( g_{xxxx} \) | (4,0,0) | (8,0,0) |
| \( f_{xxx} \) | (3,0,0) | \( g_{yyyy} \) | (0,4,0) | (4,4,0) |
| \( f_{xxx} \) | (3,0,0) | \( g_{zzzz} \) | (0,0,4) | (4,0,4) |
| \( f_{xxx} \) | (3,0,0) | \( g_{xxyy} \) | (2,2,0) | (6,2,0) |
| \( f_{xxx} \) | (3,0,0) | \( g_{xxxx} \) | (2,0,2) | (6,0,2) |
| \( f_{xxx} \) | (3,0,0) | \( g_{yyzz} \) | (0,2,2) | (4,2,2) |
| \( f_{yxy} \) | (0,3,0) | \( g_{xxxx} \) | (3,1,0) | (4,4,0) |
| \( f_{yxy} \) | (0,3,0) | \( g_{yyyy} \) | (1,3,0) | (2,6,0) |
| \( f_{yxy} \) | (0,3,0) | \( g_{zzxy} \) | (1,1,2) | (2,4,2) |
| \( f_{zzz} \) | (0,0,3) | \( g_{xxxx} \) | (3,0,1) | (4,0,4) |
| \( f_{zzz} \) | (0,0,3) | \( g_{zzzz} \) | (1,0,3) | (2,0,6) |
| \( f_{zzz} \) | (0,0,3) | \( g_{yyxx} \) | (1,2,1) | (2,2,4) |
| \( f_{xxy} \) | (2,1,0) | \( g_{xxxx} \) | (3,1,0) | (6,2,0) |
| \( f_{xxy} \) | (2,1,0) | \( g_{yyyy} \) | (1,3,0) | (4,4,0) |
| \( f_{xxy} \) | (2,1,0) | \( g_{zzxy} \) | (1,1,2) | (4,2,2) |
| \( f_{xxx} \) | (2,0,1) | \( g_{xxxx} \) | (3,0,1) | (6,0,2) |

Table continued on next page
<table>
<thead>
<tr>
<th>$f_{xxx}$</th>
<th>$(2,0,1)$</th>
<th>$g_{xxxx}$</th>
<th>$(1,0,3)$</th>
<th>$(4,0,4)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_{xxz}$</td>
<td>$(2,0,1)$</td>
<td>$g_{zyxx}$</td>
<td>$(1,2,1)$</td>
<td>$(4,2,2)$</td>
</tr>
<tr>
<td>$f_{yxx}$</td>
<td>$(1,2,0)$</td>
<td>$g_{xxxx}$</td>
<td>$(4,0,0)$</td>
<td>$(6,2,0)$</td>
</tr>
<tr>
<td>$f_{yxz}$</td>
<td>$(1,2,0)$</td>
<td>$g_{yyyy}$</td>
<td>$(0,4,0)$</td>
<td>$(2,6,0)$</td>
</tr>
<tr>
<td>$f_{yzx}$</td>
<td>$(1,2,0)$</td>
<td>$g_{zzzz}$</td>
<td>$(0,0,4)$</td>
<td>$(2,2,4)$</td>
</tr>
<tr>
<td>$f_{yzy}$</td>
<td>$(1,2,0)$</td>
<td>$g_{xxyy}$</td>
<td>$(2,2,0)$</td>
<td>$(4,4,0)$</td>
</tr>
<tr>
<td>$f_{zyx}$</td>
<td>$(1,2,0)$</td>
<td>$g_{xxxx}$</td>
<td>$(2,0,2)$</td>
<td>$(4,2,2)$</td>
</tr>
<tr>
<td>$f_{yyx}$</td>
<td>$(1,2,0)$</td>
<td>$g_{yyzz}$</td>
<td>$(0,2,2)$</td>
<td>$(2,4,2)$</td>
</tr>
<tr>
<td>$f_{yyz}$</td>
<td>$(0,2,1)$</td>
<td>$g_{xxxx}$</td>
<td>$(3,0,1)$</td>
<td>$(4,2,2)$</td>
</tr>
<tr>
<td>$f_{yzy}$</td>
<td>$(0,2,1)$</td>
<td>$g_{xxxx}$</td>
<td>$(1,0,3)$</td>
<td>$(2,2,4)$</td>
</tr>
<tr>
<td>$f_{zzy}$</td>
<td>$(0,2,1)$</td>
<td>$g_{yyyy}$</td>
<td>$(1,2,1)$</td>
<td>$(4,2,2)$</td>
</tr>
<tr>
<td>$f_{zzx}$</td>
<td>$(1,0,2)$</td>
<td>$g_{xxxx}$</td>
<td>$(4,0,0)$</td>
<td>$(6,0,2)$</td>
</tr>
<tr>
<td>$f_{zxx}$</td>
<td>$(1,0,2)$</td>
<td>$g_{yyyy}$</td>
<td>$(0,4,0)$</td>
<td>$(2,4,2)$</td>
</tr>
<tr>
<td>$f_{zsz}$</td>
<td>$(1,0,2)$</td>
<td>$g_{zzzz}$</td>
<td>$(0,0,4)$</td>
<td>$(2,0,6)$</td>
</tr>
<tr>
<td>$f_{yzy}$</td>
<td>$(1,0,2)$</td>
<td>$g_{xxyy}$</td>
<td>$(2,2,0)$</td>
<td>$(4,2,2)$</td>
</tr>
<tr>
<td>$f_{zyx}$</td>
<td>$(1,0,2)$</td>
<td>$g_{xxxx}$</td>
<td>$(2,0,2)$</td>
<td>$(4,0,4)$</td>
</tr>
<tr>
<td>$f_{zzx}$</td>
<td>$(1,0,2)$</td>
<td>$g_{yyzz}$</td>
<td>$(0,2,2)$</td>
<td>$(2,2,4)$</td>
</tr>
<tr>
<td>$f_{zzy}$</td>
<td>$(0,1,2)$</td>
<td>$g_{xxxx}$</td>
<td>$(3,1,0)$</td>
<td>$(4,2,2)$</td>
</tr>
<tr>
<td>$f_{zzy}$</td>
<td>$(0,1,2)$</td>
<td>$g_{yxxy}$</td>
<td>$(1,3,0)$</td>
<td>$(2,4,2)$</td>
</tr>
<tr>
<td>$f_{zzy}$</td>
<td>$(0,1,2)$</td>
<td>$g_{zzxy}$</td>
<td>$(1,1,2)$</td>
<td>$(2,2,4)$</td>
</tr>
<tr>
<td>$f_{xyz}$</td>
<td>$(1,1,1)$</td>
<td>$g_{yyyy}$</td>
<td>$(0,3,1)$</td>
<td>$(2,4,2)$</td>
</tr>
<tr>
<td>$f_{xyz}$</td>
<td>$(1,1,1)$</td>
<td>$g_{zzzz}$</td>
<td>$(0,1,3)$</td>
<td>$(2,2,4)$</td>
</tr>
<tr>
<td>$f_{xyz}$</td>
<td>$(1,1,1)$</td>
<td>$g_{xxyz}$</td>
<td>$(2,1,1)$</td>
<td>$(4,2,2)$</td>
</tr>
</tbody>
</table>
1.4 Results and discussion

The optimized geometry of neutral BEDT-TTF is a boat structure as shown in Fig. 1.1a, which is supported by X-ray crystal structure analysis. The C1, S1, S2, C1’, S1’, and S2’ atoms are almost coplanar: calculated dihedral angles S1−C1−C1’−S1’ and S1−C1−S2−C1’ are 176.9 and 177.4°, respectively. Calculated C1−C1’ and C2−C3 bond lengths are 1.349 and 1.347 Å, respectively, and C1−C1’ and C2−C3 bonds have a double-bond character. There are 37 totally symmetric modes that couple to the electronic state. We denote the $i^{th}$ totally symmetric mode as $a(i)$.

There are three totally symmetric modes that have relatively large VCCs $V$ and electron–phonon coupling constants $g$: 495.83 cm$^{-1}$ [the $a(15)$ mode, C−S stretching]; 1546.49 cm$^{-1}$ [the $a(32)$ mode, C=C stretching]; 1596.26 cm$^{-1}$ [the $a(33)$ mode, C=C stretching]. $a(32)$ and $a(33)$ modes differ in the directions of their C2−C3 stretching vibration: for the $a(33)$ mode, C1−C1’ (C2−C3) bonds lengthen (shorten) simultaneously (Fig. 1.1a); for the $a(33)$ mode, the C1−C1’ bond lengthens (shortens) when the C2−C3 bond shortens (lengthens).

![Figure 1.1: (a) $a(32)$ mode. (b) Derivative of the nuclear–electronic potential for C1 atom $v_{32,C1}$ at an isosurface value of $5 \times 10^{-3}$ a.u. Dark gray shows where values are negative; light gray shows where values are positive.](image-url)
Table 1.3: Frequency (cm$^{-1}$), vibronic coupling constant $V$ ($10^{-4}$ a.u.), and electron–phonon coupling constant $g$ (meV).

<table>
<thead>
<tr>
<th>Mode</th>
<th>Frequency</th>
<th>$V$</th>
<th>$g$</th>
<th>Frequency</th>
<th>$g$</th>
<th>Frequency</th>
<th>$g$</th>
<th>Frequency</th>
<th>$g$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a(15)$</td>
<td>495.83</td>
<td>1.29</td>
<td>73.9</td>
<td>508</td>
<td>30</td>
<td>511.0</td>
<td>22</td>
<td>513</td>
<td>40</td>
</tr>
<tr>
<td>$a(32)$</td>
<td>1546.49</td>
<td>4.05</td>
<td>131.2</td>
<td>1427</td>
<td>132</td>
<td>1431.0</td>
<td>51</td>
<td>1414</td>
<td>71</td>
</tr>
<tr>
<td>$a(33)$</td>
<td>1596.26</td>
<td>1.17</td>
<td>37.4</td>
<td>1465</td>
<td>30</td>
<td>1455.0</td>
<td>107</td>
<td>1460</td>
<td>43</td>
</tr>
</tbody>
</table>

$^a$Ref 11.
$^b$Ref 12.
$^c$Ref 13.
Calculated frequencies, $V$, and $g$ together with the values reported in the past\textsuperscript{11–13} are listed in Table 1.3. The trend that strong vibronic coupling contains C–S stretching and C=C stretching modes is consistent with the previous theoretical\textsuperscript{11,12} and experimental results.\textsuperscript{13} The values of $g$ for the $a(15)$ and $a(32)$ modes are close to those obtained using MNDO method. For the $a(33)$ mode, $g$ is in reasonable agreement with the experimental result. By contrast, for the $a(15)$ and $a(32)$ modes, $g$ is overestimated. In the remainder of this publication, we discuss the reason why the VCC for $a(32)$ is the largest, by analyzing the AVCD $\eta_{32, A}$ and the RAVCD $\bar{\eta}_{32, A}$ for this mode.

Figure 1.2a shows the electron-density distribution for the highest occupied molecular orbital (HOMO). The HOMO electron-density distribution is large on the central TTF moiety and has a $\pi$-orbital character. Figure 1.2b shows the electron-density difference $\Delta \rho$ upon ionization. The distribution pattern for the negative $\Delta \rho$ (dark-gray regions in Fig. 1.2b) is similar to that for the electron density of the HOMO. This comes from the fact that the electron is removed mainly from the HOMO. In addition, it should be noted that regions where $\Delta \rho$ is positive have a $\sigma$-orbital character and originate from occupied molecular orbitals other than the HOMO. The positive $\Delta \rho$ distribution relaxes Coulomb repulsion between regions where $\Delta \rho$ is negative. The main portion of $\Delta \rho$ is distributed on the TTF unit, suggesting that vibronic coupling in BEDT-TTF occurs mainly in the central TTF moiety.

![Figure 1.2](image)

Figure 1.2: (a) Electron-density distributions of the HOMO. (b) Electron-density difference $\Delta \rho$ at an isosurface value of $2 \times 10^{-3}$ a.u. Dark gray shows where values are negative; light gray shows where values are positive.

Figure 1.1b shows the derivative of the nuclear–electronic potential $v_{32,C1}$ for the $a(32)$ mode. Reflecting large displacement of the C1 atom, $v_{32}$ is large near the C1 atom. Because both $\Delta \rho$ and $v_{32,C1}$ is large on the C1–C1’ bond, $v_{32,C1}$ overlaps significantly.
with $\Delta \rho$ in that region. For the same reason, $v_{32, C2}$ and $v_{32, C3}$ overlap significantly with $\Delta \rho$.

The extent of the overlap between $v_{32, A}$ and $\Delta \rho$ is reflected in the AVCC magnitude. The value for the C1, C2, and C3 atoms are $-0.71 \times 10^{-4}$, $-0.67 \times 10^{-4}$, and $-0.63 \times 10^{-4}$ a.u., respectively. The sum of the AVCCs of C1, C1', C2, C2', C3, and C3' atoms is $-4.02 \times 10^{-4}$ a.u., which corresponds to 99.3% of the VCC for the $a(32)$ mode ($-4.05 \times 10^{-4}$ a.u.). This suggests that vibronic coupling occurs mainly on the double-bonded carbon atoms.

We calculated AVCD and RAVCD for the C1 and S1 atoms for the $a(32)$ mode to investigate a local picture of the vibronic coupling. Figures 1.3a, b, and c show the AVCD $\eta_{32, C1}$, RAVCD $\bar{\eta}_{32, C1}$, and the vanishing component $\eta_{32, C1}'$, respectively. Since the plane formed by the S1, C1, and S2 atoms does not coincide with a plane of symmetry, $\eta_{32, C1}$, $\bar{\eta}_{32, C1}$, and $\eta_{32, C1}'$ are not symmetric with respect to the plane. Comparing $\eta_{32, C1}$ with $\eta_{32, C1}'$, the distribution range of $\bar{\eta}_{32, C1}$ around the C1 atom is smaller than that of $\eta_{32, C1}$; negative and positive regions inside solid lines in Fig. 1.3a are not observed in Fig. 1.3b. These regions originate from $\eta_{32, C1}'$ for which the spatial integration vanishes (Fig. 1.3c).

Figure 1.3: Isosurfaces for (a) AVCD $\eta_{32, C1}$, (b) RAVCD $\bar{\eta}_{32, C1}$, and (c) the vanishing component $\eta_{32, C1}'$. An isosurface value is $5 \times 10^{-6}$ a.u. Dark gray shows where values are negative; light gray shows where values are positive.
The distribution range of negative $\eta_{32,C1}$ is larger than that of positive $\eta_{32,C1}$. Hence, the space integral of $\eta_{32,C1}$ gives a negative value ($-0.71 \times 10^{-4}$ a.u.). Negative $\eta_{32,C1}$ is large on the C1–C1’ bond and below the S1-C1-S2 plane and has a $\pi$ character. Positive $\eta_{32,C1}$ is mainly distributed in the plane and has a $\sigma$ character. $\eta_{32,C1}$ is large around the C1 atom, because both $v_{32,C1}$ and $\Delta \rho$ are large around that atom. Around the C1’ atom, despite $v_{32,C1}$ is small, since $\Delta \rho$ is large, $\eta_{32,C1}$ has a large value. Thus, $\eta_{32,C1}$ clearly shows a local picture of vibronic coupling on the C1–C1’ bond.

We calculated contributions from $p$-type atomic orbitals to $\eta_{32,C1}$, $\eta_{32,C1}$, and $\eta_{32,C1}$’ denoted as $\eta^{pp}_{32,C1}$, $\eta^{pp}_{32,C1}$, and $\eta^{pp}_{32,C1}$’, respectively. $\eta^{pp}_{32,C1}$ is calculated by summing up all terms in which $l_B + m_B + n_B = 1$ and $l_C + m_C + n_C = 1$ in Eq. 1.19; $\eta^{pp}_{32,C1}$’ is calculated by summing up all terms in which $l_C + m_C + n_C = 1$ in Eq. 1.24; $\eta^{pp}_{32,C1}$ = $\eta^{pp}_{32,C1}$ – $\eta^{pp}_{32,C1}$’.

Figures 1.4a, b, and c show $\eta^{pp}_{32,C1}$, $\eta^{pp}_{32,C1}$, and $\eta^{pp}_{32,C1}$’, respectively. $\eta^{pp}_{32,C1}$, $\eta^{pp}_{32,C1}$, and $\eta^{pp}_{32,C1}$’ are not symmetric with respect to the S1-C1-S2 plane for the same reason for $\eta_{32,C1}$, $\eta_{32,C1}$, and $\eta_{32,C1}$’. Comparing Fig. 1.4a with Fig. 1.3a, we find that the distribution pattern of $\eta^{pp}_{32,C1}$ is similar to that of $\eta_{32,C1}$, suggesting that the $p$-type atomic orbitals make large contributions to $\eta_{32,C1}$. $\eta^{pp}_{32,C1}$ is largely distributed near the C1’ atom; it is not largely distributed near the C1 atom. This is because $\eta^{pp}_{32,C1}$’ is as large as $\eta^{pp}_{32,C1}$ around the C1 atom. This result shows that the motion of the C1 atom couples strongly to the $p$-type atomic orbitals of the C1’ atom, whereas it does not couple strongly to those of the C1 atom. $\eta^{pp}_{32,C1}$ is apparently large near the C1 atom, which leads to a misinterpretation that the motion of the C1 atom couples strongly to the $p$-type atomic orbitals of the C1 atom. Thus, the analysis based on the AVCD sometimes leads to a misunderstanding of the local picture of the vibronic coupling.

![Figure 1.4: Isosurfaces for (a) $\eta^{pp}_{32,C1}$, (b) $\eta^{pp}_{32,C1}$, and (c) $\eta^{pp}_{32,C1}$’. An isosurface value is 5 \times 10^{-6} \text{ a.u.} Dark gray shows where values are negative; light gray shows where values are positive.](image-url)
Figure 1.5: Isosurfaces for (a) $\eta_{32,S1}$, (b) $\bar{\eta}_{32,S1}$, and (c) $\eta'_{32,S1}$. An isosurface value is $3 \times 10^{-4}$ a.u. Dark gray shows where values are negative; light gray shows where values are positive.

Figures 1.5a, b, and c show the AVCD $\eta_{32,S1}$, RAVCD $\bar{\eta}_{32,S1}$, and the vanishing component $\eta'_{32,S1}$, respectively. The AVCC of the S1 atom is negative ($-1.13 \times 10^{-6}$ a.u.). However, from $\eta_{32,S1}$, we cannot determine whether the spatial integration of $\eta_{32,S1}$ is positive or negative since positive $\eta_{32,S1}$ is distributed as largely as negative $\eta_{32,S1}$ (Fig. 1.5a). This is because values of $\eta_{32,S1}$ are comparable to those of $\eta_{32,S1}$ (Fig. 1.5c). The large $\eta_{32,S1}$ values make a local picture of vibronic coupling around the S1 atom difficult to be grasped. In contrast, from $\bar{\eta}_{32,S1}$, we can easily understand the reason why the AVCC of the S1 atom is negative: the region where $\bar{\eta}_{32,S1}$ are negative is larger than the region where they are positive (Fig. 1.5b). The analysis based on RAVCD is useful especially for the case where AVCD is strongly localized on an atom.
1.5 Conclusion

We introduced the RVCD and RAVCD to discuss the origin of vibronic couplings in a molecule. The RVCD and RAVCD are defined as subtractions of the components of the integrals of which yield zero from the VCD and AVCD.

As an example, we presented AVCDs and RAVCDs for the C=C stretching mode of BEDT-TTF cation. RAVCD exhibits the origin of the strongest vibronic coupling of the C=C stretching mode. The large electron density difference on the C=C bond is responsible for the strong vibronic coupling.

Using the reduced coupling densities, we can gain new physical insights more clearly than conventional VCD and AVCD. Furthermore, the RVCD analysis provides a new guiding principle of the molecular design for functional molecules, such as an organic superconductor, molecular wire, and so on.
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Chapter 2

Vibronic Coupling Density Analysis for Free-Base Porphin Cation

2.1 Introduction

Organic field-effect transistors (OFETs) have received considerable attention because of their potential applications in low-cost flexible electronic devices.\(^1\)\(^{–}\)\(^5\) In the last two decades, porphyrin-based thin film transistors (TFTs) have been fabricated and their hole-mobilities have been measured.\(^6\)\(^{–}\)\(^1\)\(^8\) The hole mobilities range between \(10^{-6} – 10^{-1}\) \(\text{cm}^2\text{V}^{-1}\text{s}^{-1}\). To understand the hole-transport properties of porphyrin-based TFTs, ionization potentials, electron affinities, transfer integrals, reorganization energies, and crystal structures of the porphyrins have been studied.\(^1\)\(^7\)\(^{–}\)\(^1\)\(^9\) However, vibronic (electron–vibration) coupling, which is one of the important factors that influence the hole-transport properties, has not been studied in detail. In general, inelastic scatterings of holes due to the vibronic couplings inhibit hole transport. Hence, molecules with weak vibronic couplings in their cationic states are suitable as hole-transport materials for TFTs.

The strength of a vibronic coupling is quantitatively described by a vibronic coupling constant (VCC). In general, molecules with small VCCs are potentially good charge-transporting materials. We have theoretically studied vibronic couplings in various hole-transporting materials employing vibronic coupling density (VCD) analysis.\(^2\)\(^0\)\(^{–}\)\(^2\)\(^2\) Through these studies, we have concluded that localizations of electron-density difference \(\Delta \rho\) (the difference between the electron densities of the ionic and neutral states) on atoms reduce the VCCs and, consequently, improve the hole-mobilities. For example, for well-known
hole-transporting molecules, \(N, N'\)-diphenyl-\(N, N'\)-di(m-tolyl)benzidine (TPD) and carbazole, the strong localizations of \(\Delta \rho\) on the N atoms are responsible for the small VCCs of these molecules.

The VCD analysis has provided an effective guiding principle for designing charge-transporting materials as well as detailed pictures of the vibronic couplings. Using the VCD analysis, we have theoretically propose an efficient electron-transporting molecule for organic light-emitting diodes (OLEDs) with suitable highest occupied and lowest unoccupied molecular orbital energies.\(^{23}\) In this chapter, we apply the VCD analysis to the vibronic couplings in the free-base porphin (FBP) cation as a starting point for understanding vibronic couplings in the hole-transport properties in porphyrins.

### 2.2 Theory

The intramolecular vibronic coupling between the electronic state and the \(i\)th vibrational mode of the molecule is described by the VCC \(V_i\). \(V_i\) can be expressed as the space integral of the VCD of the \(i\)th vibrational mode \(\eta_i\):\(^{24,25}\)

\[
V_i = \int \eta_i (x) \, dx, \tag{2.1}
\]

where \(x\) denotes a position in the 3D space.

For a hole-transport process, \(\eta_i\) can be expressed as the product of the electron-density difference between the cationic and neutral states \(\Delta \rho (x)\) and the one-electron part of the derivative of the nuclear–electronic potential with respect to the normal coordinate of the \(i\)th mode \(v_i (x)\):

\[
\eta_i (x) = \Delta \rho (x) \times v_i (x), \tag{2.2}
\]

where

\[
\Delta \rho (x) = \rho^+ (x) - \rho (x), \tag{2.3}
\]

\[
v_i (x) = \sum_A v_{i,A} (x) = \sum_A \frac{Z_A}{\sqrt{M_A}} e^{(i)}_A \cdot \frac{x - R_A}{|x - R_A|^3}. \tag{2.4}
\]

Here, \(x\) denotes a position in the space, \(\rho^+ (x)\) and \(\rho (x)\) are electron densities for the cationic and neutral states, respectively, at the equilibrium geometry of the neutral state.
$Z_A$, $M_A$, and $\mathbf{R}_A$ are the atomic number, mass, and position of the $A$th nucleus, respectively, and $\mathbf{e}_A^{(i)}$ is the mass-weighted 3D component of the $A$th atom of the $i$th vibrational mode $\mathbf{e}^{(i)}$. Only the totally symmetric modes have non-zero VCCs and contribute to the vibronic couplings. $v_{i,A}$ is the contribution from the $A$th atom to $v_i$ and represents a distribution of $v_i$ around the $A$th atom.

The contribution from the $A$th atom to $\eta$ is called an atomic vibronic coupling density (AVCD) $\eta_{i,A}$. $\eta_{i,A}$ is defined by

$$\eta_{i,A}(\mathbf{x}) = \Delta \rho(\mathbf{x}) \times v_{i,A}(\mathbf{x}).$$ \hfill (2.5)

The space integral of $\eta_{i,A}$ gives an atomic vibronic coupling constant (AVCC) $V_{i,A}$ of the $A$th atom:

$$V_{i,A} = \int \eta_{i,A}(\mathbf{x}) \, d\mathbf{x}.$$ \hfill (2.6)

$V_{i,A}$ is the contribution from the $A$th atom to $V_i$. The sum of $V_{i,A}$ over $A$ gives again $V_i$:

$$\sum_A V_{i,A} = V_i.$$ \hfill (2.7)

The magnitude of $V_{i,A}$ reflects the extent of overlap between $\Delta \rho$ and $v_{i,A}$. In general, $V_{i,A}$ is small for an atom around which an overlap between $\Delta \rho$ and $v_{i,A}$ is small.

$\eta$ and $\eta_{i,A}$ contain vanishing components which make no contribution to $V_i$ and $V_{i,A}$, respectively. A reduced vibronic coupling density (RVCD) $\bar{\eta}_i$ and a reduced atomic vibronic coupling density (RAVCD) $\bar{\eta}_{i,A}$ are defined by eliminating those vanishing components from $\eta_i$ and $\eta_{i,A}$, respectively.\textsuperscript{26} The space integral of $\bar{\eta}_i$ and $\bar{\eta}_{i,A}$ give again $V_i$ and $V_{i,A}$, respectively:

$$\int \bar{\eta}_i(\mathbf{x}) \, d\mathbf{x} = V_i,$$ \hfill (2.8)

$$\int \bar{\eta}_{i,A}(\mathbf{x}) \, d\mathbf{x} = V_{i,A}.$$ \hfill (2.9)
2.3 Method of calculation

The geometry of FBP was optimized assuming $D_{2h}$ symmetry at the B3LYP/6-311+G(d) level of theory$^{27-30}$ followed by vibrational analysis at the same level of theory. We confirmed that the optimized geometry is a stationary minimum. The cationic state of FBP was calculated at the UB3LYP/6-311+G(d) level of theory using the optimized structure of the neutral state. All the *ab initio* calculations were done employing Gaussian 03 software.$^{31}$ The calculated frequencies are uniformly scaled by 0.975 which has been suggested by Verdal *et al.* for the B3LYP/6-311G(d,p) frequencies calculated for FBP.$^{32}$

![Stable structure of the neutral free-base porphin calculated at the B3LYP/6-311+G(d) level of theory with the atomic labeling.](image-url)

Figure 2.1: Stable structure of the neutral free-base porphin calculated at the B3LYP/6-311+G(d) level of theory with the atomic labeling.
2.4 Results and discussion

Fig. 2.1 shows the stable structure of the neutral FBP calculated at the B3LYP/6-311+G(d) level of theory. We followed the atomic labeling used in the preceding studies. The stable structure is planar, which is supported by X-ray crystallographic data.

Table 2.1: Calculated and experimental bond lengths (Å) and angles (degree) of free-base porphin (FBP).

<table>
<thead>
<tr>
<th>Bond Length</th>
<th>Calc</th>
<th>Exp[a]</th>
</tr>
</thead>
<tbody>
<tr>
<td>C′βx−Cβx</td>
<td>1.371</td>
<td>1.365 ± 0.006</td>
</tr>
<tr>
<td>Cβx−Cαx</td>
<td>1.434</td>
<td>1.431 ± 0.006</td>
</tr>
<tr>
<td>Cαx−Cm</td>
<td>1.392</td>
<td>1.387 ± 0.011</td>
</tr>
<tr>
<td>Cm−Cαy</td>
<td>1.399</td>
<td>1.376 ± 0.006</td>
</tr>
<tr>
<td>Cαy−C′βy</td>
<td>1.459</td>
<td>1.452 ± 0.013</td>
</tr>
<tr>
<td>C′βy−Cβy</td>
<td>1.355</td>
<td>1.345 ± 0.001</td>
</tr>
<tr>
<td>Cαx−Nx</td>
<td>1.371</td>
<td>1.380 ± 0.003</td>
</tr>
<tr>
<td>Cαy−Ny</td>
<td>1.361</td>
<td>1.377 ± 0.014</td>
</tr>
<tr>
<td>Cαx−Nx−Cαx</td>
<td>110.9</td>
<td>108.6 ± 0.8</td>
</tr>
<tr>
<td>Nx−Cαx−Cβx</td>
<td>106.5</td>
<td>107.9 ± 1.0</td>
</tr>
<tr>
<td>Cαx−C′βx−C′βx</td>
<td>108.0</td>
<td>107.9 ± 0.5</td>
</tr>
<tr>
<td>Nx−Cαx−Cm</td>
<td>125.7</td>
<td>125.2 ± 0.6</td>
</tr>
<tr>
<td>Cαx−Cm−Cαy</td>
<td>127.1</td>
<td>127.1 ± 0.6</td>
</tr>
<tr>
<td>C′y−Ny−Cαy</td>
<td>105.8</td>
<td>106.1 ± 0.2</td>
</tr>
<tr>
<td>Ny−Cαy−Cβy</td>
<td>110.9</td>
<td>109.8 ± 0.6</td>
</tr>
<tr>
<td>Cαy−C′βy−C′βy</td>
<td>106.2</td>
<td>107.2 ± 1.2</td>
</tr>
<tr>
<td>Nx−Cαy−Cm</td>
<td>125.5</td>
<td>125.0 ± 0.9</td>
</tr>
</tbody>
</table>

[a]X-ray crystallographic data for FBP.

Optimized geometrical parameters together with experimental values are listed in Table 2.1. The calculated bond lengths are in good agreement with the experimental values. The differences between the calculated and experimental values are within the error of measurement for the C′βx−Cβx, Cβx−Cαx, Cαx−Cm, and Cαy−C′βy bond lengths.
and the $\text{C}_x - \text{C}_x - \text{C}'_{\beta_x}$, $\text{N}_x - \text{C}_x - \text{C}_m$, $\text{C}_x - \text{C}_m - \text{C}_y$, $\text{C}_y - \text{C}_m - \text{C}'_{\beta_y}$, and $\text{N}_y - \text{C}_y - \text{C}_m$ bond angles. For the remaining geometrical parameters, although the difference between the calculated and experimental values is outside the error of measurement, the deviation is small: for the $\text{C}_m - \text{C}_y$ and $\text{C}'_{\beta_y} - \text{C}'_{\beta_y}$ bond lengths, the calculated values are longer by 0.023 and 0.010 Å than the experimental values, respectively; for the $\text{C}_y - \text{N}_x$ and $\text{C}_y - \text{N}_y$ bond lengths, the calculated values are shorter by 0.009 and 0.016 Å than the experimental values, respectively; for the $\text{C}_x - \text{C}_x - \text{C}_y - \text{C}_y$ bond angles, the calculated values are large by 2.3 and 1.1°, respectively; for the $\text{N}_x - \text{C}_x - \text{C}_y$ and $\text{N}_y - \text{C}_y - \text{C}_m$ bond angles, the calculated values are small by 1.4 and 0.3°, respectively. The X-ray crystallographic data supports the accuracy of our method for calculating the structure of FBP.

The calculated frequencies and experimental ones determined from Raman spectra for FBP are listed in Table 2.2. The differences between the calculated and experimental frequencies are within 10 cm$^{-1}$ except for the $a_g(4)$ mode. Hence, the scaling factor of 0.975 is also appropriate for the B3LYP/6-311+G(d) calculated frequencies. We followed the modes description used by Li et al.33

The calculated VCCs for the totally symmetric modes of the FBP cation are listed in Table 2.2. The direction of the vibrational modes is defined such that $V_i$ is negative. The calculated VCCs are less than $2.0 \times 10^{-4}$ a.u., which is small as a $\pi$-conjugated molecule. The $a_g(10)$ mode (the pyrrole half-ring stretching mode, Fig. 2.2a) has the largest VCC. The $a_g(10)$ mode involves the $\text{C}_x - \text{C}_x$ and $\text{C}_y - \text{C}_y$ stretching vibrations. The displacement of the $\alpha$-carbon atoms ($\text{C}_x$ and $\text{C}_y$) and nitrogen atoms ($\text{N}_x$ and $\text{N}_y$) are large. The second largest VCC corresponds to the $a_g(13)$ mode (the $\text{C}_x - \text{C}_x$ stretching mode), in which the $\text{C}_x - \text{C'}_x$ and $\text{C}_y - \text{C'}_y$ stretching vibrations are out of phase. The other totally symmetric $\text{C}_x - \text{C}_x$ stretching mode (the $a_g(14)$ mode) has the smaller VCC than the $a_g(13)$ mode. The $a_g(14)$ mode is different in the phase of the two $\text{C}_x - \text{C}_x$ stretching vibrations. In the $a_g(14)$ mode, the $\text{C}_x - \text{C'}_x$ and $\text{C}_y - \text{C'}_y$ stretching vibrations are in phase. The $a_g(15)$ mode (the $\text{C}_x - \text{C}_m$ stretching mode, Fig. 2.2b) has the third largest VCC. In the $a_g(15)$ mode, the $\alpha$-carbon and meso-carbon atoms (the $\text{C}_m$ atoms) are displaced largely. The VCCs of the other totally symmetric modes are of the order of $10^{-5}$ a.u. and hence, quite small.
Table 2.2: Calculated vibronic coupling constants $V_i$ (10$^{-4}$ a.u.) and frequencies (cm$^{-1}$) of totally symmetric modes for free-base porphin (FBP). The direction of the vibrational modes is defined such that $V_i$ is negative. Experimental frequencies determined from Raman spectra for FBP are also listed. Pyr, trans, deform, breath, bend, and str mean pyrrole, translational, deformation, breathing, bending, and stretching, respectively.

<table>
<thead>
<tr>
<th>mode</th>
<th>description</th>
<th>frequency</th>
<th>$V_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_g(1)$</td>
<td>pyr trans</td>
<td>152.00</td>
<td>155$^a$, 157$^b$</td>
</tr>
<tr>
<td>$a_g(2)$</td>
<td>pyr trans</td>
<td>301.98</td>
<td>309$^{a,b}$</td>
</tr>
<tr>
<td>$a_g(3)$</td>
<td>pyr deform</td>
<td>713.72</td>
<td>723$^{a,b}$</td>
</tr>
<tr>
<td>$a_g(4)$</td>
<td>pyr deform</td>
<td>720.78</td>
<td>736$^b$</td>
</tr>
<tr>
<td>$a_g(5)$</td>
<td>pyr breath</td>
<td>947.35</td>
<td>952$^{a,b}$</td>
</tr>
<tr>
<td>$a_g(6)$</td>
<td>pyr breath</td>
<td>983.78</td>
<td>987$^a$, 988$^b$</td>
</tr>
<tr>
<td>$a_g(7)$</td>
<td>$C_{\beta}-H$ bend</td>
<td>1054.22</td>
<td>1063$^b$</td>
</tr>
<tr>
<td>$a_g(8)$</td>
<td>$C_{\beta}-H$ bend</td>
<td>1061.03</td>
<td>1064$^a$, 1063$^b$</td>
</tr>
<tr>
<td>$a_g(9)$</td>
<td>$C_m-H$ bend</td>
<td>1174.10</td>
<td>1177$^a$, 1182$^b$</td>
</tr>
<tr>
<td>$a_g(10)$</td>
<td>pyr half-ring str</td>
<td>1345.92</td>
<td>1352$^a$, 1353$^b$</td>
</tr>
<tr>
<td>$a_g(11)$</td>
<td>pyr half-ring str</td>
<td>1394.78</td>
<td>1384$^a$</td>
</tr>
<tr>
<td>$a_g(12)$</td>
<td>$C_a-C_m$ str</td>
<td>1424.93</td>
<td>1424$^a$, 1425$^b$</td>
</tr>
<tr>
<td>$a_g(13)$</td>
<td>$C_{\beta}-C_{\beta}$ str</td>
<td>1494.63</td>
<td>1492$^a$, 1493$^b$</td>
</tr>
<tr>
<td>$a_g(14)$</td>
<td>$C_{\beta}-C_{\beta}$ str</td>
<td>1547.02</td>
<td>1544$^a$, 1546$^b$</td>
</tr>
<tr>
<td>$a_g(15)$</td>
<td>$C_a-C_m$ str</td>
<td>1599.60</td>
<td>1609$^a$, 1610$^b$</td>
</tr>
<tr>
<td>$a_g(16)$</td>
<td>$C_m-H$ str</td>
<td>3098.33</td>
<td>−0.167</td>
</tr>
<tr>
<td>$a_g(17)$</td>
<td>$C_{\beta}-H$ str</td>
<td>3148.43</td>
<td>−0.236</td>
</tr>
<tr>
<td>$a_g(18)$</td>
<td>$C_{\beta}-H$ str</td>
<td>3163.10</td>
<td>−0.175</td>
</tr>
<tr>
<td>$a_g(19)$</td>
<td>N$-$H str</td>
<td>3509.87</td>
<td>−0.016</td>
</tr>
</tbody>
</table>

$^a$Normal Raman spectra.$^{34}$

$^b$Resonance Raman spectra.$^{36,37}$
Figure 2.2: Vibrational modes with vibronic coupling constants larger than $1.0 \times 10^{-4}$ a.u.: (a) $a_g(10)$; (b) $a_g(13)$; (c) $a_g(14)$; (d) $a_g(15)$.

Figure 2.3: Electron-density difference $\Delta \rho$ at the isosurface value of 0.03 a.u. Dark gray shows where values are negative; light gray shows where values are positive.
In the following, we investigate the reason for the small VCCs of the FBP cation. Fig. 2.3 shows the electron-density difference $\Delta \rho$ of the FBP cation. $\Delta \rho$ is large on the C$_m$ and N$_y$ atoms and small on the C$_{\alpha_x}$, C$_{\beta_x}$, C$_{\alpha_y}$, C$_{\beta_y}$, N$_x$, and H atoms. It should be noted that $\Delta \rho$ is quite small on the bonds. The large negative $\Delta \rho$ on the meso carbon and nitrogen atoms has a $\pi$-orbital-like shape, which reflects a $\pi$-orbital-like shape of the highest occupied molecular orbital (HOMO) of the neutral FBP, since an electron is removed from the HOMO. By contrast, the large positive $\Delta \rho$ on the meso carbon and nitrogen atoms has a $\sigma$-orbital-like shape. The positive $\Delta \rho$ originates from orbital relaxations of the doubly occupied molecular orbitals other than the HOMO due to electron-hole interactions. The positive regions have a role of relaxing Coulomb repulsions between the negative regions over the molecular plane. The polarization in $\Delta \rho$ plays a crucial role in the VCD.$^{20,24}$

$\Delta \rho$ has a great influence on the strength of vibronic couplings. According to Eqs. (2.1) and (2.2), $V_i$ increases as the overlap between $\Delta \rho$ and $v_i$ increases. We have shown that molecules whose $\Delta \rho$ is largely distributed on bonds give rise to large $V_i$ values. By contrast, molecules whose $\Delta \rho$ is not largely distributed on bonds but strongly localized on atoms have small $V_i$ values. Examples of the former case are biphenyl, fluorene, and $\alpha$-oligothiophenes cations,$^{22,38}$ those of the latter case are TPA, TPD, and carbazole cations,$^{20-22}$ in which $\Delta \rho$ is strongly localized on the N atoms. For FBP, all the vibronically active modes are in-plane modes and $v_i$ is distributed largely on bonds. Hence, the strong localization of $\Delta \rho$ on the meso-carbon atoms (Fig. 2.3) decreases the overlap between $\Delta \rho$ and $v_i$ on the bonds, and gives the small $V_i$.

The $a_g(10)$ and $a_g(15)$ modes illustrates the effect of the localization of $\Delta \rho$ on the meso-carbon atoms on $V_i$ of the FBP cation. Figs. 2.4a and b show the one-electron part of the derivative of the nuclear–electronic potential $v_{10}$ and RVCD $\bar{\eta}_{10}$, respectively. $v_{10}$ is large on the pyrrole rings while it is small on the C$_m$ and H atoms. In general, $\bar{\eta}_i$ is small in a region in which the overlap between $\Delta \rho$ and $v_{10}$ is small. For the $a(10)$ mode, since the distribution patterns of $\Delta \rho$ and $v_{10}$ are different, the overlap between $\Delta \rho$ and $v_{10}$ is small over the whole region. For example, around the C$_m$ atom, $\Delta \rho$ is large while $v_{10}$ is small; around the C$_{\alpha_x}$, C$_{\beta_x}$, C$_{\alpha_y}$, C$_{\beta_y}$ atoms, $v_{10}$ is large while $\Delta \rho$ is small; around the N$_x$ and N$_y$ atoms, $\Delta \rho$ and $v_{10}$ are not so large. In addition, around the H atoms, $\Delta \rho$ and $v_{10}$ are small. For these reasons, $\bar{\eta}_{10}$ is small over the whole region, which leads to the small $V_{10}$ value.
The AVCCs provide a quantitative discussion of the local vibronic couplings. Comparing the AVCCs in Fig. 2.4, the C$_{\alpha_x}$, C$_{\alpha_y}$, and N$_y$ atoms have large AVCCs. By contrast, the values for the other atoms are quite small. The sum of the AVCCs of the C$_{\alpha_x}$, C$_{\alpha_y}$, and N$_y$ atoms is $-1.694 \times 10^{-4}$ a.u., which corresponds to 97.9% of $V_{10}$ ($= -1.730 \times 10^{-4}$ a.u.). It should be emphasized that the strong localization of $\Delta \rho$ on the meso-carbon atoms is the major reason for the small AVCCs and consequently, the small $V_{10}$ value. The small displacement of the meso-carbon atoms, around which $\Delta \rho$ is quite large, is responsible for the weak vibronic coupling of the $a_g(10)$ mode. In a similar way, we can explain the small VCCs of the $a_g(13)$ and $a_g(14)$ modes, in which the meso-carbon atoms are not displaced largely.

Figs. 2.5a and b show $v_{15}$ and $\bar{\eta}_{15}$, respectively. In contrast to the $a_g(10)$, $a_g(13)$, and $a_g(14)$ modes, since the $a_g(15)$ mode involves the C$_{\alpha}$–C$_m$ stretching vibrations, the meso-carbon atoms are displaced largely. Hence, $v_{15}$ is large on the C$_{\alpha_x}$–C$_m$ and C$_{\alpha_y}$–C$_m$ bonds. However, around the C$_m$–H bond, $v_{15}$ is approximately antisymmetric with respect to the bond, while $\Delta \rho$ is approximately symmetric. Consequently, $\bar{\eta}_{15}$ cancels around the meso-carbon atoms and hence, their AVCCs are small. In addition, the antisymmetric distribution of $v_{15}$ causes the sign of the AVCCs of the $\beta$-carbon atoms (the positive AVCC values) to be opposite to those of the $\alpha$-carbon atoms (the negative AVCC values). These AVCCs are canceled out each other, and $V_{15}$ is reduced. In summary, for the $a_g(15)$ mode, although $\Delta \rho$ overlaps significantly with $v_{15}$ around the meso-carbon atoms, the cancellation of $\bar{\eta}_{15}$ occurs and $V_{15}$ is small since $v_{15}$ is approximately antisymmetric with respect to the C$_m$–H bonds. For the totally symmetric modes other than the $a_g(10)$, $a_g(13)$, $a_g(14)$, and $a_g(15)$ modes, small AVCCs of the meso-carbon atoms are responsible for the small VCCs of those modes. The strong localization of $\Delta \rho$ on the meso-carbon atoms weakens the vibronic couplings on the pyrrole rings.
Figure 2.4: (a) One-electron part of the derivative of the nuclear–electronic potential $v_{10}$ at the isosurface value of 0.01 a.u. (b) Reduced vibronic coupling density $\bar{\eta}_{10}$ at the isosurface value of $2.0 \times 10^{-5}$ a.u. Dark gray shows where values are negative; light gray shows where values are positive. Numbers denote the atomic vibronic coupling constants ($10^{-5}$ a.u.).
Figure 2.5: (a) One-electron part of the derivative of the nuclear–electronic potential $v_{15}$ at the isosurface value of 0.01 a.u. (b) Reduced vibronic coupling density $\bar{\eta}_{15}$ at the isosurface value of $2.0 \times 10^{-5}$ a.u. Dark gray shows where values are negative; light gray shows where values are positive. Numbers denote the atomic vibronic coupling constants ($10^{-5}$ a.u.).
2.5 Concluding remarks

We calculated the VCCs and RVCDs of the FBP cation at the UB3LYP/6-311+G(d) level of theory. FBP has the small VCCs as a π-conjugated molecule. VCD analysis reveals that the strong localization of the electron-density difference on the meso-carbon atoms leads to the small VCCs of the FBP cation. We can reduce the VCCs and improve the hole-transporting properties by controlling the electron-density difference. Following this guiding principle, we have already succeeded in theoretically designing an efficient electron-transporting molecule for OLEDs.\textsuperscript{23} Employing the VCD analysis, it is possible to design a porphyrin-based hole-transporting molecule by controlling its vibronic coupling.
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General Conclusion

In this thesis, we investigated the vibronic couplings in the charge-transporting molecules for organic light-emitting diodes (OLEDs), organic field-effect transistors (OFETs), and electrode-single molecule-electrode junctions employing the vibronic coupling density (VCD) analyses. We succeeded in theoretically designing novel hole- and electron-transporting molecules exhibiting efficient single molecule transport-properties compared with those of existing hole- and electron-transporting molecules. The main results are summarized as follows.

Part I deals with design of novel charge-transporting materials for OLEDs. In Chapter 1, we calculated the VCCs in the TPD cation from the evaluation of vibronic coupling integrals. The calculated constants were very small compared with other $\pi$ conjugated systems. The calculated constants were analyzed on the basis of the VCD. The VCD analysis clearly reveals that large contributions originate from the phenyl group and the tolyl group. The excess carrier density is accommodated on the nitrogen atoms. However, the density difference on the nitrogen atoms cannot contribute to the vibronic coupling, since the symmetric density distribution around the atoms are canceled. In addition, the hole transport property of the electrode-TPD molecule-electrode system was investigated using the non-equilibrium Green’s function (NEGF) theory. Reflecting the small coupling, the current suppression and power loss are less than 1/2 compared with other $\pi$ conjugated systems such as oligothiophenes.

In Chapter 2, we calculated the VCCs of TPA in the cation state and discussed their relative ordering by means of the VCD analysis. The small overlap between the electron-density difference $\Delta \rho$ and the derivative of the nuclear–electronic potential $v_i$ in the phenyl groups is responsible for the weak vibronic couplings in the TPA cation. The VCCs of the TPA cation are small. We calculated the reorganization energies $\Delta E_s$ for the effective modes for TPA cations and compared them with those for the TPD and biphenyl cations.
The tolyl and phenyl groups as well as the central biphenyl unit contribute to $\Delta E_s$ for the TPD cation. This is because $\Delta \rho$ of the TPD cation localizes on the N atoms, and the vibronic couplings in the biphenyl moiety is weak. The localization of $\Delta \rho$ on the N atoms leads to a small reorganization energy for TPD cation.

In Chapter 3, we calculated the VCDs of the biphenyl, fluorene, and carbazole cations. The VCD analysis reveals that strong localization of $\Delta \rho$ on the N atom leads to the small VCCs of carbazole. In general, localized $\Delta \rho$ on an atom decreases the vibronic coupling and enhance the hole mobility. Substituting the biphenyl or fluorenyl moieties in the molecule with the carbazolyl moiety can weaken the vibronic couplings in the molecule and improve the hole mobility. This guiding principle opens a new way for the molecular design of carrier-transporting materials based on the VCD analysis. Though the HF method gives qualitatively good results, it sometimes yields overestimated VCCs. This is because $\Delta \rho$ calculated by the HF method is highly delocalized over bonds, compared with the DFT method. Therefore, for carbazole, the HF method yields quantitatively good result, since $\Delta \rho$ in carbazole does not largely delocalized over the bonds.

In Chapter 4, we investigated the relation between the strength of vibronic coupling and the extent of $\Delta \rho$ distribution by choosing ethylene dimer as an example. We calculated and compared the VCCs of the state in which $\Delta \rho$ is delocalized over the two ethylene molecules and those in which it is strongly localized on one of the ethylene molecules. Our major finding is that the VCCs for the delocalized $\Delta \rho$ case are $1/\sqrt{2}$ of those for the localized $\Delta \rho$ case. In other words, the size of the vibronic coupling constants is inversely proportional to the square root of the number of the atoms over which $\Delta \rho$ is distributed. This finding may open the way to tuning vibronic coupling through controlling $\Delta \rho$ distribution and enable us to design functional materials such as charge-transporting molecules.

In Chapter 5, we theoretically designed a hole-transporting molecule, hexaaza[16]parabiphenylophane (HAPBP). HAPBP exhibits the weaker vibronic coupling and higher hole-transporting properties than the well-known hole-transporting materials, TPD, TAD, and $\alpha$-NPD. HAPBP has the smaller number of vibronically active mode than TPD, TAD, and $\alpha$-NPD because of its high symmetric structure. Furthermore, the VCCs of the HAPBP cation are smaller than those of the TPD, TAD, and $\alpha$-NPD cations because the electron-density difference of the HAPBP cation is localized on six N atoms equivalently and quite
small. The weak vibronic coupling of the HAPBP cation is due to the small number of vibronically active mode resulting from the selection rule for the vibronic coupling and the small VCCs originating from the symmetrically delocalized distributions of VCDs. In addition, HAPBP has the higher HOMO and LUMO energy levels than TPD, TAD, and α-NPD, suggesting that HAPBP exhibits superior hole-injecting and electron-blocking properties to TPD, TAD, and α-NPD. For these reasons, HAPBP is expected to be a candidate for a hole-transporting material.

In Chapter 6, we designed a boron-containing molecule with high-symmetry, hexaboracyclopahne (HBCP). The theoretically designed HBCP exhibits weaker vibronic coupling and higher electron-transporting property than mer-Alq3 and 3TPYMB. Furthermore, since the HOMO/LUMO energy level of HBCP is lower than that of 3TPYMB, HBCP can be a superior electron-injecting and hole-blocking material to 3TPYMB when mer-Alq3 is used as an emitting layer. Usually, amorphous materials have been used in OLEDs. HBCP might be highly crystalline in nature because of its high symmetry. Amorphous HBCP-based materials would be obtained, for example, by introducing bulky substituents into HBCP.

In Chapter 7, we investigated the vibronic couplings in the CBP and TPF cations on the basis of the VCD analysis. In spite of the bridge in TPF, the planarity of the central fluorenyl unit has little effect on the vibronic couplings in the TPF cation, while the bridges in CBP make increases of the maximum vibronic-coupling in the CBP cation. This effect comes from the deficiency of the electron-density difference on the central fluorenyl unit. We have discussed the effect of on-site Coulomb interactions, or electron-hole interactions on the electron-density difference using the Hubbard model. It is found that the difference of the on-site Coulomb interactions gives rise to the strong localization of the electron-density difference on the diphenylamino groups and the deficiency on the fluorenyl group in the TPF cation. They are responsible for the small VCCs in TPF. These finding will open a way to control vibronic couplings in a molecule using many-body interactions.

Part II deals with the VCD analyses of the molecular wires. In Chapter 1, we calculated the VCDs for α-nT (n = 2 − 9) and explained relative sizes of VCCs by means of the VCD analysis. The relative VCC sizes for α-2T and α-3T was investigated in detail using the VCD analysis. The VCD analysis reveals that the large distribution of the electron-
density difference on the C=C double bonds leads to the strong vibronic couplings of the C=C stretching modes. The experimental photoelectron spectrum of α-3T supports our conclusion that the C=C stretching modes have the large VCCs. For α-8T, the electron-density difference is distributed mainly in the central four thiophene rings, suggesting that the polaronic defect occurs in the four rings; for α-9T, the electron-density difference is distributed at most five thiophene rings, and hence, the polaron size is about five rings. Thus, the VCD analysis provides us a new insight into the reason for polaron size, and is a powerful tool for understanding transport properties of organic semiconductors and molecular wires.

In Chapter 2, we calculated the VCDs for Au$_2$DMcT and Au$_2$TTF-DT cations. The VCD analysis enables us to understand the relative order of the VCCs. For Au$_2$DMcT, since $\Delta \rho_{\text{HOMO}}$ is large on the C−N bond, the C−N stretching mode couples strongly to the electronic state; for Au$_2$TTF-DT, since $\Delta \rho_{\text{HOMO}}$ is large on the central C=C bond, the C=C stretching modes couple strongly to the electronic state. We calculated the IET spectra for Au/DMcT/Au and Au/TTF-DT/Au junctions using the NEGF theory. We calculated the IET spectrum for the Au/Th-DT/Au junction and compared it with that for the Au/DMcT/Au junction. Th-DT and DMcT can be distinguished using the IET spectroscopy by the peak of the C−C stretching mode. The VCD analysis can be an effective way to understand relative intensities in IET spectra.

Part III deals with miscellaneous applications of the VCD analysis. In Chapter 1, we introduced the reduced vibronic coupling density (RVCD) and the reduced atomic vibronic coupling density (RAVCD) to discuss the origin of vibronic couplings in a molecule. The RVCD and RAVCD are defined as subtractions of the components of the integrals of which yield zero from the VCD and AVCD. As an example, we presented AVCDs and RAVCDs for the C=C stretching mode of the BEDT-TTF cation. RAVCD exhibits the origin of the strongest vibronic coupling of the C=C stretching mode. The large $\Delta \rho$ on the C=C bond is responsible for the strong vibronic coupling. Using the reduced coupling densities, we can gain new physical insights more clearly than conventional VCD and AVCD. Furthermore, the RVCD analysis provides a new guiding principle of the molecular design for functional molecules, such as an organic superconductor, molecular wire, and so on.

In Chapter 2, we calculated the VCCs and RVCDs of the free-base porphin (FBP)
cation. FBP has the small VCCs as a \( \pi \)-conjugated molecule. VCD analysis reveals that the strong localization of \( \Delta \rho \) on the meso-carbon atoms leads to the small VCCs of the FBP cation. We can reduce the VCCs and improve the hole-transporting properties by controlling \( \Delta \rho \). Following this guiding principle, we have already succeeded in theoretically designing an efficient electron-transporting molecule for OLEDs in Chapters 5 and 6 of Part I. Employing the VCD analysis, it is possible to design a porphyrin-based hole-transporting molecule by controlling its vibronic coupling.

The aim of this thesis is to analyze vibronic couplings in a charge-transport process, derive guiding principles for designing effective charge-transporting molecules, and theoretically design novel charge-transporting molecules by controlling their vibronic couplings. We hope that findings in this thesis could give effective guiding principles for designing charge-transporting molecules and molecular wires, and form the basis for the \textit{vibronics}.