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Ionic multilayers at the free surface of an ionic liquid, trioctylmethylammonium bis(nonafluorobutanesulfonyl)amide, probed by x-ray reflectivity measurements
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The presence of ionic multilayers at the free surface of an ionic liquid, trioctylmethylammonium bis(nonafluorobutanesulfonyl)amide ([TOMA+]C4C4N−), extending into the bulk from the surface to the depth of ~60 Å has been probed by x-ray reflectivity measurements. The reflectivity versus momentum transfer (Q) plot shows a broad peak at Q ~ 0.4 Å−1, implying the presence of ionic layers at the [TOMA+]C4C4N− surface. The analysis using model fittings revealed that at least four layers are formed with the interlayer distance of 16 Å. TOMA+ and C4C4N− are suggested not to be segregated as alternating cationic and anionic layers at the [TOMA+]C4C4N− surface. It is likely that the detection of the ionic multilayers with x-ray reflectivity has been realized by virtue of the greater size of TOMA+ and C4C4N− and the high critical temperature of [TOMA+]C4C4N−.


I. INTRODUCTION

Ionic liquids (ILs) have attractive properties such as negligibly low vapor pressure, wide liquid ranges, reasonable ionic conductivity, and wide electrochemical window, which can lead to a vast range of applications.1–4 In many of those applications, the surface and interface of ILs are expected to play crucial roles. Anticipating unique structures and properties at the interfaces of ILs, extensive studies have been conducted in the past decade, using several surface-selective spectroscopic techniques,5–17 neutron reflectivity (NR)18 and x-ray reflectivity (XR)11,19–21 measurements, scanning probe microscopy,22,23 interfacial tension measurements,24–33 and molecular dynamics (MD) simulations.36–41 One of the intriguing features of the IL interfaces is the ion layers, which has been observed at the free surface of ILs by NR18 and XR11,19,21 and at the interface between ILs and a charged sapphire by XR.20,21 For the latter interface, the ion layers induced by the arrayed charges on the sapphire surface extend into bulk with a depth of several layers.20,21 The presence of such ionic multilayers has been proposed at the electrochemical interface of molten salts in 1960s,42,43 and of ILs recently.44,45 Such multilayer structures at the interface would show intriguing dynamics when it experiences perturbation. We recently found that interfacial tension at the interface between water and an IL, trioctylmethylammonium bis(nonafluorobutanesulfonyl)amide ([TOMA+]C4C4N−), exhibits a very slow relaxation when the electric potential difference across the interface is changed.35 The time constant of the relaxation process is of the order of minutes and is not simply proportional to the viscosity of ILs.46 This ultraslow relaxation suggests that the structure of the IL in the vicinity of the interface is highly ordered, possibly forming ionic multilayers composed of bulky TOMA+ and C4C4N− ions. Although several MD simulations predicted ionic multilayers at not only IL|solid but also IL|water and IL|air interfaces,36–38,41 it is still unclear whether the ionic multilayers are formed at such fluid interfaces. In this paper, we report clear evidence of the presence of the ionic multilayers at the free surface of [TOMA+]C4C4N−.

II. EXPERIMENTAL

A. Preparation of ionic liquid

[TOMA+]C4C4N− was prepared from trioctylmethylammonium chloride (Tokyo Chemical Industry) and hydrogen bis(nonafluorobutanesulfonyl)amide (Wako Pure Chemical Industries) by the method described elsewhere.47 The prepared [TOMA+]C4C4N− was then purified by charcoal/silica-gel column chromatography, according to the method presented by Earle et al.,48 which effectively remove trace
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impurities that hamper spectroscopic measurements. Impurities were not detected in $^1$H nuclear magnetic resonance (NMR) and $^{19}$F NMR spectra and x-ray fluorescence spectrum measured by a 400 MHz NMR spectrometer (EX-400, Jeol) and x-ray fluorescence analyzer (XGT-1000WR, Horiba), respectively.

**B. X-ray reflectivity measurement**

XR measurements were performed at the beamline 37XU$^{50}$ of SPring-8 using the liquid interface reflectometer$^{51,52}$ (Fig. 1). Brilliant undulator x-ray beam with a photon energy of 25 keV (wavelength, $\lambda$, of 0.50 Å) was irradiated to the $[\text{TOMA}^+][\text{C}_4\text{C}_4\text{N}^-]$ surface. The vertical width of the beam was set to be 20 μm with a slit. We made a PTFE trough that can be used for the IL surfaces (IL/air interface) and also IL/water interfaces (Fig. 1). The lower part of the inside of the trough was filled with IL and the upper part was either air or water. 40 ml of $[\text{TOMA}^+][\text{C}_4\text{C}_4\text{N}^-]$ was put into the lower part of the PTFE trough, which has an inner size of 60 × 40 × 16 mm$^3$ (width/depth/height, x-ray is in the direction of the long axis). The incident beam and the beam reflected at the $[\text{TOMA}^+][\text{C}_4\text{C}_4\text{N}^-]$ surface passed through two windows made on the wall of the upper part of the PTFE trough which were covered by 50 μm-thickness PET film (G2-50, Teijin DuPont Films). A flat surface is desirable for XR measurement where x-ray is irradiated to the surface at grazing angles. Since $[\text{TOMA}^+][\text{C}_4\text{C}_4\text{N}^-]$ is composed of hydrophobic ions, $[\text{TOMA}^+][\text{C}_4\text{C}_4\text{N}^-]$ wets the PTFE surface. The wetting prevented us to make a flat surface of $[\text{TOMA}^+][\text{C}_4\text{C}_4\text{N}^-]$ in the PTFE trough. To avoid this problem, a glass frame was put inside the PTFE trough (Fig. 1). The surface of the glass frame was made hydrophilic by soaking it in KOH-saturated ethanol overnight and washed with plenty of water before measurements. This combination of the PTFE trough and the glass frame enabled us to make a flat surface of $[\text{TOMA}^+][\text{C}_4\text{C}_4\text{N}^-]$, and also a flat interface between $[\text{TOMA}^+][\text{C}_4\text{C}_4\text{N}^-]$ and water. The incident angle, $\alpha$, was changed from 0.02° to 0.995°, which corresponds to the values of momentum transfer, $Q=(4\pi/\lambda)\sin \alpha$, from 0.01 to 0.44 Å.

The reflected x-ray beam was detected with a two-dimensional hybrid pixel array detector, PILATUS,$^{53}$ covering an area of 487 × 195 pixels with 172 μm/pixel. The reflectivity was evaluated by integrating the peak of the specularly reflected beam intensity after separating the peak from background and by normalizing the peak area by the intensity when the incident beam was directly irradiated to PILATUS. The integration area was 5 × 13 pixels (in the horizontal and vertical directions, respectively), the center of which was at the peak top. The pixel number in the vertical direction for the integration is important when analyzing data because it determines the resolution of the detector.$^{51,54,55}$ The full width of the half maximum of the peak was typically a few pixels. We estimated the angular dispersion caused by possible curvature of the surface by using a geometrical method proposed by Yano and Iijima$^{55}$ and found that the dispersion is negligibly small (less than 1% of $\alpha$). Yano and Iijima also demonstrated that this integration procedure enables us to successfully analyze the XR data.$^{55}$ The analysis using the other integration area led to the same results as those described below.

The accumulation time was 1 s at $Q<0.24$ Å$^{-1}$ and was 10 s at $Q\geq0.24$ Å$^{-1}$. Data from quadruple measurements were averaged and the standard deviation was evaluated. All measurements were performed at 300 ± 1 K. $[\text{TOMA}^+][\text{C}_4\text{C}_4\text{N}^-]$ is not hygroscopic because of its high hydrophobicity.$^{47}$ $[\text{TOMA}^+][\text{C}_4\text{C}_4\text{N}^-]$ employed was quasi-equilibrated with the ambient humidity. Reflectivity data did not change for 10 h, during which $[\text{TOMA}^+][\text{C}_4\text{C}_4\text{N}^-]$ remained at 300 K and the ambient humidity. No beam damage was detected for the surface and the bulk of $[\text{TOMA}^+][\text{C}_4\text{C}_4\text{N}^-]$ after the measurements. Least-squares fitting of models to the experimental data was performed using a software, SALS.$^{56}$

**III. RESULTS AND DISCUSSION**

Figure 2(a) shows the plots of the reflectivity ($R$) at the $[\text{TOMA}^+][\text{C}_4\text{C}_4\text{N}^-]$ surface against $Q$. Reflectivity data were obtained with the reasonable standard deviation values as low as reflectivity of $10^{-8}$ at $Q=0.44$ Å$^{-1}$. Also shown in Fig. 2(a) is the Fresnel reflectivity ($R_F$, solid curve) calculated with the density of $[\text{TOMA}^+][\text{C}_4\text{C}_4\text{N}^-]$, 1.281 g cm$^{-3}$, measured using a pycnometer and the atomic scattering factors of atoms constituting $[\text{TOMA}^+][\text{C}_4\text{C}_4\text{N}^-]$ at 25 keV$^{57,58}$. The Fresnel reflectivity is a hypothetical reflectivity when the surface is ideally flat without surface roughness or any surface structures including surface layering. Generally, surface roughness due to thermal capillary waves and molecular structures leads to smaller $R$ than $R_F$ at large $Q$.$^{59}$ In Fig. 2(a), the $R$ plot deviates from the $R_F$ curve to lower values at large $Q$, which is attributable to the roughness of the
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Figure 2. (a) Plot of x-ray reflectivity (R) vs momentum transfer (Q) with error bars of one standard deviation. The solid curve is the calculated Fresnel reflectivity (R_F) for ideally flat and structureless surface [φ=1 and σ_{cwT}=0 in Eq. (1)], and the dotted curve is the reflectivity for thermally fluctuated but structureless surface [φ=1 and σ_{cwT} is from Eq. (3)], log(R/R_F)exp(σ_{cwT}^2) vs Q^2 plot. The solid curves are from the model fittings for the DC and LC models (red and blue, respectively) to the experimental plots (open circles).

[TOMA^+][C_4C_1N^-] surface. Aside from the deviation from R_F, more importantly, one can see a convex feature around Q=0.4 Å^{-1}. A similar convex feature was observed at the free surface of liquids that form surface multilayers, indicating the existence of an oscillatory electron density multilayers at the surface of [TOMA^+][C_4C_1N^-] with an interlayer distance of 2π/0.4 ~ 16 Å. Another hypothetical reflectivity incorporating the surface roughness from the capillary wave theory (see below for the detail) but without any surface structures is also shown in Fig. 2(a) as a dotted curve. One can see that the experimental plots are higher than the dotted curve, which fact suggests that the surface multilayers enhance the reflectivity around Q=0.4 Å^{-1}.

For further quantitative analysis of the surface structure of [TOMA^+][C_4C_1N^-], fitting of several models to the reflectivity data was performed. Under the kinematic approximation neglecting multiple scattering, R/R_F as a function of Q can be written as follows.

\[ \frac{R}{R_F} = |\phi|^2 \exp[-\sigma_{cwT}^2 Q^2], \]

where \( \phi \) is the phase function, and \( \sigma_{cwT} \) is the electron density fluctuation due to thermal capillary waves derived from the capillary wave theory, \( \sigma_{cwT} \) may be written as

\[ \sigma_{cwT}^2 = \frac{k_B T}{2 \pi \gamma} \ln \left( \frac{q_{max}}{q_{res}} \right), \]

where \( k_B \) is the Boltzmann constant, \( T \) is the absolute temperature, \( \gamma \) is the surface tension, and \( q_{max} \) and \( q_{res} \) are the lower and upper cutoffs of the thermal capillary wave vector, respectively. The value of \( \gamma \) for the free surface of TOMA^+ and C_4C_1N^- was measured in the present study to be 21.9 mN m^{-1} at 300 K using a pendant drop method. The value of \( q_{max} \) was estimated to be 0.636 Å^{-1} from the experimental data using Eqs. (1)–(3). Box (slab) models up to four boxes did not reproduce the experimental plots (See Fig. S1 for the results with three-box and four-box models). On the other hand, the distorted crystal (DC) model and the liquid crystal (LC) model both of which incorporate surface multilayers, well reproduced the plots. The fitting results of the DC and LC models are shown as solid lines in Fig. 2(b). In the DC model, the total electron density profile is a superposition of the Gaussian electron density profile in each layer;

\[ \exp\left[-\frac{(z-n d_{DC})^2}{2 \sigma_{DC,n}^2}\right], \]

where \( d_{DC} \) is the interlayer distance and \( \sigma_{DC,n}^2 \) is the line width for the nth layer. The deeper the position of the layer into bulk, the wider the line width; \( \sigma_{DC,n}^2 = n \sigma_{DC,0}^2 + \sigma_{DC,0}^2 \), where \( \sigma_{DC,0}^2 \) is the line width for the topmost (0th) layer and \( \sigma_{DC} \) is a factor of the widening of the distribution. In the LC model, surface multilayers are represented as the oscillatory decaying function of the electron density;
where \( \Theta(z) \), \( A_{LC} \), \( d_{LC} \), \( \xi_{LC} \), \( \sigma_{LC} \), and \( z_{LC} \) are the Heaviside function, the amplitude of the oscillation, the period of the oscillation, the factor for the decay, the roughness and its location of the topmost layer due to the structure of ions, respectively, and \( \text{erf}(z) = (2/\sqrt{\pi}) \int_0^z e^{-t^2} dt \).

As shown in Fig. 2(b) the curves from the DC and LC models well reproduced the experimental data. The parameters obtained by fitting are listed in Tables I and II for the DC and LC models, respectively. The intrinsic electron density profiles using the parameters are shown as solid curves in Fig. 3. For both models, the oscillation of the electron density is discernible up to at least four layers. The distance between layers was evaluated to be \( \sim 16 \text{ Å} \) from \( d_{DC} = 15.45 \text{ Å} \) and \( d_{LC} = 16.2 \text{ Å} \). This value is about 50% greater than ionic diameters for \( \text{TOMA}^+ \) and \( \text{C}_4\text{C}_4\text{N}^- \), 10.48 and 9.46 Å, respectively, which are estimated by calculating molecular volume of the ion, \( V_i \), by GAUSSIAN 03,73 and by assuming spherical structure (\( V_i = (4/3)\pi r_i^3 \)). Since the actual shapes of \( \text{TOMA}^+ \) and \( \text{C}_4\text{C}_4\text{N}^- \) are nonspherical, the 50% greater \( d \) is probably due to the alignment of ions with their longer axis preferentially along the surface normal [Fig. 4(a)]. We also used the modified DC (MDC) model66,69 where the electron density, the line width, and the location of the topmost layer can be different from those in the DC model (see supporting information),72 but found negligible difference between the obtained electron density profiles from the DC and MDC models (Fig. S2).72 We used Akaike’s information criterion (AIC),74 a measure of likelihood of models, to find the best model among the DC, LC, and MDC models. We concluded that the LC and MDC models are the most adequate models for the present data (Table SI).72 although the electron density profile of the MDC model is almost the same as that of the DC model (Fig. S2).72

In the DC model, each layer has the same electron density when integrated [see Eq. (4)], which means no segregation of cations and anions between layers as shown in Fig. 4(a). Another possible model for the electron density at the \([\text{TOMA}^+][\text{C}_4\text{C}_4\text{N}^-]\) surface is the alternately charged layer (ACL) model where multilayers are alternately composed of cationic and anionic layers. The ACL model was proposed by Mezger et al.20,21 who recently found clear ACLs at the IL interface with a charged sapphire using X-ray measurements. The ACLs they found seem to be induced by negative charges on the sapphire by x-ray irradiation.20 Possible ionic arrangements using the ACL model are shown in Figs. 4(b) and 4(c) for the present case at the free surface of \([\text{TOMA}^+][\text{C}_4\text{C}_4\text{N}^-]\). The curve from the ACL model did not fit well to our data (Fig. S1).72 Note that \( d \) in Figs. 4(b) and 4(c) is not the interlayer distance but twice for the reflectivity peak to appear at \( Q = 2\pi d/\lambda \sim 0.4 \text{ Å} \) in Figs. 2(a) and 2(b). That is why in Figs. 4(b) and 4(c) ions are depicted as oriented with their long axis parallel to the surface plane, not to the surface normal. The orientation of the ions like Fig. 4(a) for the ACL model would result in a peak at \( Q = 0.2 \text{ Å} \) in Fig. 2(a) which is not the case with the present data.

An interesting question is why the ionic multilayers were clearly discerned at the free surface for \([\text{TOMA}^+][\text{C}_4\text{C}_4\text{N}^-]\) and not for other imidazolium-based ILs studied by XR and NR.11,18,19 First, the ionic size is large in the case of \([\text{TOMA}^+][\text{C}_4\text{C}_4\text{N}^-]\). Table III lists the diameters of IL-constituting ions for the ILs whose free surfaces have been studied by XR and NR. One can see that the sizes of \( \text{TOMA}^+ \) and \( \text{C}_4\text{C}_4\text{N}^- \) are 1.3–2 times greater than those of the imidazolium cations and the anions. The greater size leads to the

\[
\langle \rho(z) \rangle = \frac{1 + \text{erf} \left( \frac{z - z_{LC}}{\sqrt{2} \sigma_{LC}} \right)}{2} + A_{LC} \Theta(z) \sin \left( \frac{2\pi z}{d_{LC}} \right) \exp \left( -\frac{z}{\xi_{LC}} \right),
\]

\[
\text{TABLE II. Parameters obtained by fitting the curve from the LC model curve to XR data.}
\]

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( d_{LC} ) (Å)</td>
<td>16.2 ± 0.4</td>
</tr>
<tr>
<td>( \sigma_{LC} ) (Å)</td>
<td>1.9 ± 0.6</td>
</tr>
<tr>
<td>( \xi_{LC} ) (Å)</td>
<td>20 ± 2</td>
</tr>
<tr>
<td>( z_{LC} ) (Å)</td>
<td>−2.7 ± 0.8</td>
</tr>
<tr>
<td>( A_{LC} )</td>
<td>0.22 ± 0.06</td>
</tr>
<tr>
<td>( x^2 )</td>
<td>2.08</td>
</tr>
<tr>
<td>AIC</td>
<td>28.3</td>
</tr>
</tbody>
</table>

FIG. 3. Intrinsic electron density profiles at the surface of \([\text{TOMA}^+][\text{C}_4\text{C}_4\text{N}^-]\) using parameters obtained from the fitting of the DC and LC models (red and blue, respectively) listed in Tables I and II. Gaussian profiles (black dotted lines) correspond to the electron density of ion layers in the DC model. The profile from the LC model is shifted by +3.5 Å to ease the comparison of the two models.

FIG. 4. Simplified schematics of the ionic multilayers at the \([\text{TOMA}^+][\text{C}_4\text{C}_4\text{N}^-]\) surface. (a) Ionic layers without segregation of cations and anions between layers, (b) and (c) Ionic layers alternately composed of cations and anions. \( d \) is the distance ~16 Å of the repetition depth of the layering structure to show a reflectivity peak at \( Q = 0.4 \text{ Å}^{-1} \).
TABLE III. The ILs used for NR and XR measurements, the diameters of the cations and anions (2r_e, 2r_a) constituting the ILs, and critical temperatures (T_c) of the ILs.

<table>
<thead>
<tr>
<th>IL</th>
<th>Method</th>
<th>2r_c (Å)</th>
<th>2r_a (Å)</th>
<th>T_c (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[TOMA⁺][C₄C₄N⁻]</td>
<td>XR</td>
<td>10.48</td>
<td>9.26</td>
<td>1503.9</td>
</tr>
<tr>
<td>[C₄mim⁺][PF₆⁻]</td>
<td>NR</td>
<td>8.28</td>
<td>5.86</td>
<td>810.8</td>
</tr>
<tr>
<td>[C₄mim⁺][PF₆⁻]</td>
<td>NR, XR</td>
<td>7.16</td>
<td>5.86</td>
<td>719.4</td>
</tr>
<tr>
<td>[C₄mim⁺][BF₄⁻]</td>
<td>XR</td>
<td>7.16</td>
<td>4.95</td>
<td>643.2</td>
</tr>
<tr>
<td>[C₄mim⁺][I⁻]</td>
<td>XR</td>
<td>7.16</td>
<td>4.4</td>
<td>871.2</td>
</tr>
</tbody>
</table>

The present study.

1Estimated using the spreadsheet provided by Ref. 79.
2Reference 81.
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