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The presence of ionic multilayers at the free surface of an ionic liquid, trioctylmethylammonium bis(nonafluorobutanesulfonyl)amide \([\text{TOMA}^+][\text{C}_4\text{C}_4\text{N}^-]\), extending into the bulk from the surface to the depth of \(~60~\text{Å}\) has been probed by x-ray reflectivity measurements. The reflectivity versus momentum transfer \((Q)\) plot shows a broad peak at \(Q \approx 0.4~\text{Å}^{-1}\), implying the presence of ionic layers at the \([\text{TOMA}^+][\text{C}_4\text{C}_4\text{N}^-]\) surface. The analysis using model fittings revealed that at least four layers are formed with the interlayer distance of 16 Å. TOMA+ and C4C4N− are suggested not to be segregated as alternating cationic and anionic layers at the \([\text{TOMA}^+][\text{C}_4\text{C}_4\text{N}^-]\) surface. It is likely that the detection of the ionic multilayers with x-ray reflectivity has been realized by virtue of the greater size of TOMA+ and C4C4N− and the high critical temperature of \([\text{TOMA}^+][\text{C}_4\text{C}_4\text{N}^-]\).


I. INTRODUCTION

Ionic liquids (ILs) have attractive properties such as negligibly low vapor pressure, wide liquid ranges, reasonable ionic conductivity, and wide electrochemical window, which can lead to a vast range of applications.1–4 In many of those applications, the surface and interface of ILs are expected to play crucial roles. Anticipating unique structures and properties at the interfaces of ILs, extensive studies have been conducted in the past decade, using several surface-selective spectroscopic techniques,5–17 neutron reflectivity (NR)18 and x-ray reflectivity (XR)19–21 measurements, scanning probe microscopy,22,23 interfacial tension measurements,24–35 and molecular dynamics (MD) simulations.36–41 One of the intriguing features of the IL interfaces is the ion layers, which has been observed at the free surface of ILs by NR18 and XR19,20 and at the interface between ILs and a charged sapphire by XR.20,21 For the latter interface, the ion layers induced by the arrayed charges on the sapphire surface extend into bulk with a depth of several layers.20,21 The presence of such ionic multilayers has been proposed at the electrochemical interface of molten salts in 1960s42,43 and of ILs recently.44,45 Such multilayer structures at the interface would show intriguing dynamics when it experiences perturbation. We recently found that interfacial tension at the interface between water and an IL, trioctylmethylammonium bis(nonafluorobutanesulfonyl)amide \([\text{TOMA}^+][\text{C}_4\text{C}_4\text{N}^-]\), Scheme 1, exhibits a very slow relaxation when the electric potential difference across the interface is changed.35 The time constant of the relaxation process is of the order of minutes and is not simply proportional to the viscosity of ILs.46 This ultralow relaxation suggests that the structure of the IL in the vicinity of the interface is highly ordered, possibly forming ionic multilayers composed of bulky TOMA+ and C4C4N− ions. Although several MD simulations predicted ionic multilayers at not only IL|solid but also IL|water and IL|air interfaces,36–38,41 it is still unclear whether the ionic multilayers are formed at such fluid interfaces. In this paper, we report clear evidence of the presence of the ionic multilayers at the free surface of \([\text{TOMA}^+][\text{C}_4\text{C}_4\text{N}^-]\).

II. EXPERIMENTAL

A. Preparation of ionic liquid

\([\text{TOMA}^+][\text{C}_4\text{C}_4\text{N}^-]\) was prepared from trioctylmethylammonium chloride (Tokyo Chemical Industry) and hydrogen bis(nonafluorobutanesulfonamide) (Wako Pure Chemical Industries) by the method described elsewhere.47 The prepared \([\text{TOMA}^+][\text{C}_4\text{C}_4\text{N}^-]\) was then purified by charcoal/silica-gel column chromatography, according to the method presented by Earle et al.,48 which effectively remove trace
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SCHEME 1. Structure of \([\text{TOMA}^+][\text{C}_4\text{C}_4\text{N}^-]\)
impurities that hamper spectroscopic measurements. Impurities were not detected in 1H nuclear magnetic resonance (NMR) and 19F NMR spectra and x-ray fluorescence spectrum measured by a 400 MHz NMR spectrometer (EX-400, Jeol) and x-ray fluorescence analyzer (XGT-1000WR, Horiba), respectively.

B. X-ray reflectivity measurement

XR measurements were performed at the beamline 37XU of SPring-8 using the liquid interface reflectometer (Fig. 1). Brilliant undulator x-ray beam with a photon energy of 25 keV (wavelength, λ, of 0.50 Å) was irradiated to the [TOMA+]C4C4N− surface. The vertical width of the beam was set to be 20 μm with a slit. We made a PTFE trough that can be used for the IL surfaces (IL/air interface) and also IL/water interfaces (Fig. 1). The lower part of the inside of the trough was filled with IL and the upper part was either air or water. 40 ml of [TOMA+]C4C4N− was put into the lower part of the PTFE trough, which has an inner size of 60×40×16 mm3 (width/depth/height, x-ray is in the direction of the long axis). The incident beam and the beam reflected at the [TOMA+]C4C4N− surface passed through two windows made on the wall of the upper part of the PTFE trough which were covered by 50 μm-thickness PET film (G2-50, Teijin DuPont Films). A flat surface is desirable for XR measurements where x-ray is irradiated to the surface at grazing angles. Since [TOMA+]C4C4N− is composed of hydrophobic ions, [TOMA+]C4C4N− wets the PTFE surface. The wetting prevented us to make a flat surface of [TOMA+]C4C4N− in the PTFE trough. To avoid this problem, a glass frame was put inside the PTFE trough (Fig. 1). The surface of the glass frame was made hydrophilic by soaking it in KOH-saturated ethanol overnight and washed with plenty of water before measurements. This combination of the PTFE trough and the glass frame enabled us to make a flat surface of [TOMA+]C4C4N−, and also a flat interface between [TOMA+]C4C4N− and water. The incident angle, α, was changed from 0.02° to 0.995°, which corresponds to the values of momentum transfer, Q = (4π/λ) sin α, from 0.01 to 0.44 Å.

The reflected x-ray beam was detected with a two-dimensional hybrid pixel array detector, PILATUS, covering an area of 487×195 pixels with 172 μm/pixel. The reflectivity was evaluated by integrating the peak of the specularly reflected beam intensity after separating the peak from background and by normalizing the peak area by the intensity when the incident beam was directly irradiated to PILATUS. The integration area was 5×13 pixels (in the horizontal and vertical directions, respectively), the center of which was at the peak top. The pixel number in the vertical direction for the integration is important when analyzing data because it determines the resolution of the detector.

The full width of the half maximum of the peak was typically a few pixels. We estimated the angular dispersion caused by possible curvature of the surface by using a geometrical method proposed by Yano and Iijima and found that the dispersion is negligibly small (less than 1% of α). Yano and Iijima also demonstrated that this integration procedure enables us to successfully analyze the XR data. The analysis using the other integration area led to the same results as those described below.

The accumulation time was 1 s at Q<0.24 Å−1 and was 10 s at Q=0.24 Å−1. Data from quadruple measurements were averaged and the standard deviation was evaluated. All measurements were performed at 300±1 K. [TOMA+]C4C4N− is not hygroscopic because of its high hydrophobicity. [TOMA+]C4C4N− employed was quasiequilibrated with the ambient humidity. Reflectivity data did not change for 10 h, during which [TOMA+]C4C4N− remained at 300 K and the ambient humidity. No beam damage was detected for the surface and the bulk of [TOMA+]C4C4N− after the measurements. Least-squares fitting of models to the experimental data was performed using a software, SALS.

III. RESULTS AND DISCUSSION

Figure 2(a) shows the plots of the reflectivity (R) at the [TOMA+]C4C4N− surface against Q. Reflectivity data were obtained with the reasonable standard deviation values as low as reflectivity of 10−8 at Q=0.44 Å−1. Also shown in Fig. 2(a) is the Fresnel reflectivity (Rf, solid curve) calculated with the density of [TOMA+]C4C4N−, 1.281 g cm−3, measured using a pycnometer and the atomic scattering factors of atoms constituting [TOMA+]C4C4N− at 25 keV. The Fresnel reflectivity is a hypothetical reflectivity when the surface is ideally flat without surface roughness or any surface structures including surface layering. Generally, surface roughness due to thermal capillary waves and molecular structures leads to smaller R than Rf at large Q. In Fig. 2(a), the R plot deviates from the Rf curve to lower values at large Q, which is attributable to the roughness of the
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mental plots indicating the existence of an oscillatory electron density mul-

dication neglecting multiple scattering,

\[ \frac{R}{R_F} = |\phi|^2 \exp[-\sigma_{\text{CWT}}^2 Q^2], \]

\[ \sigma_{\text{CWT}}^2 = \frac{k_B T}{2\pi \gamma} \ln \left( \frac{q_{\text{max}}}{q_{\text{res}}} \right), \]

where \( z \) is a displacement along with the surface normal with \( z > 0 \) for the IL phase, \( \langle \rho(z) \rangle \) is an intrinsic electron density averaged in the \( xy \) direction (along the surface plane) at \( z \), and \( \rho_\infty \) is the electron density in the IL bulk. A surface rough-
ness due to thermal capillary waves derived from the capil-
ary wave theory, \( \sigma_{\text{CWT}} \), may be written as\(^{51,54}\)

\[ \phi = \int_{-\infty}^{\infty} \frac{d}{dz} \left( \frac{\langle \rho(z) \rangle}{\rho_\infty} \right) \exp[iQz]dz, \]

\[ \frac{d_{\text{DC}}}{\bar{D}} - \sigma_{\text{DC},0}, \]  
\[ \frac{d_{\text{DC}}}{\bar{D}} - \sigma_{\text{DC},0}, \]
\[ \chi^2, \]  
\[ \text{AIC}^b \]

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( d_{\text{DC}} ) (Å)</td>
<td>15.45 ± 0.10</td>
</tr>
<tr>
<td>( \sigma_{\text{DC},0} ) (Å)</td>
<td>5.08 ± 0.04</td>
</tr>
<tr>
<td>( \sigma_{\text{DC}} ) (Å)</td>
<td>3.35 ± 0.04</td>
</tr>
<tr>
<td>( \chi^2 )</td>
<td>4.1</td>
</tr>
<tr>
<td>( \text{AIC}^b )</td>
<td>41</td>
</tr>
</tbody>
</table>

| *Residual error.*  
| *AICs for the likelihood of models (Ref. 74). The lower the AIC values of models, the more the likelihood of the models.*  

\[ \sigma_{\text{CWT}}^2 = \frac{k_B T}{2\pi \gamma} \ln \left( \frac{q_{\text{max}}}{q_{\text{res}}} \right), \]

where \( k_B \) is the Boltzmann constant, \( T \) is the absolute tempera-
ture, \( \gamma \) is the surface tension, and \( q_{\text{max}} \) and \( q_{\text{res}} \) are the lower and upper cutoffs of the thermal capillary wave vector, respectively. The value of \( \gamma \) for the free surface of [TOMA\(^+\)][C\(_4\)C\(_4\)N\(^-\)] was measured in the present study to be 21.9 mN m\(^{-1}\) at 300 K using a pendant drop method.\(^{71}\) The value of \( q_{\text{max}} \) was estimated to be 0.636 Å\(^{-1}\) from \( q_{\text{max}} = \pi/\bar{D} \), where \( \bar{D} \) is the radius of the molecule constituting the liquid, and from \( r = 4.94 \) Å, the mean value of radii for TOMA\(^+\) and C\(_4\)C\(_4\)N\(^-\) (Table III). The value of \( q_{\text{res}} \) is a function of \( Q \),\(^{51}\) was evaluated from the sample-detector distance, 1012 mm, and the vertical spatial resolution of PI-
LATUS, 0.172 \times 13 mm\(^2\).\(^{51}\)

The \( \log([R/R_F]\exp(\sigma_{\text{CWT}}^2)) \) versus the \( Q^2 \) plot is shown in Fig. 2(b). The convex feature is prominent in Fig. 2(b) at \( Q^2 = 0.145 \) Å\(^{-2}\). We fitted several models of \( \langle \rho(z) \rangle / \rho_\infty \) to the experimental data using Eqs. (1)–(3). Box (slab) models up to four boxes did not reproduce the experimental plots (See Fig. S1\(^{72}\) for the results with three-box and four-box models). On the other hand, the distorted crystal (DC) model\(^{60,61}\) and the liquid crystal (LC) model\(^{60,61}\) both of which incorporate surface multilayers, well reproduced the plots. The fitting results of the DC and LC models are shown as solid lines in Fig. 2(b). In the DC model, the total electron density profile is a superposition of the Gaussian electron density profile in each layer;

\[ \frac{\langle \rho(z) \rangle}{\rho_\infty} = \frac{d_{\text{DC}}}{\bar{D}} \sum_{n=0}^{\infty} \frac{1}{2\pi \sigma_{\text{DC},n}^2} \exp \left[ -\frac{(z-n\bar{D})^2}{2\sigma_{\text{DC},n}^2} \right], \]

where \( d_{\text{DC}} \) is the interlayer distance and \( \sigma_{\text{DC,n}} \) is the line width for the \( n \)th layer. The deeper the position of the layer into bulk, the wider the line width; \( \sigma_{\text{DC},n} = n\sigma_{\text{DC},0}^2 + \sigma_{\text{DC},n}^2 \), where \( \sigma_{\text{DC},n} \) is the line width for the topmost (0th) layer and \( \sigma_{\text{DC}} \) is a factor of the widening of the distribution. In the LC model, surface multilayers are represented as the oscillatory decaying function of the electron density;
TABLE II. Parameters obtained by fitting the curve from the LC model curve to XR data.

<table>
<thead>
<tr>
<th>$d_{LC}$ (Å)</th>
<th>$\sigma_{LC}$ (Å)</th>
<th>$\xi_{LC}$ (Å)</th>
<th>$\zeta_{LC}$ (Å)</th>
<th>$\Lambda_{LC}$</th>
<th>$\chi^2$</th>
<th>AIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>16.2 ± 0.4</td>
<td>1.9 ± 0.6</td>
<td>20 ± 2</td>
<td>−2.7 ± 0.8</td>
<td>0.22 ± 0.06</td>
<td>2.08</td>
<td>28.3</td>
</tr>
</tbody>
</table>

$$\langle \rho(z) \rangle = \frac{1 + \text{erf} \left[ \frac{z - \zeta_{LC}}{2 \sigma_{LC}} \right]}{2} + A_{LC} \Theta(z) \sin \left[ \frac{2 \pi z}{d_{LC}} \right] \exp \left[ -\frac{z}{\xi_{LC}} \right] \text{erfc} \left[ \frac{z}{\xi_{LC}} \right],$$

where $\Theta(z)$, $A_{LC}$, $d_{LC}$, $\xi_{LC}$, and $\zeta_{LC}$ are the Heaviside function, the amplitude of the oscillation, the period of the oscillation, the factor for the decay, the roughness and its location of the topmost layer due to the structure of ions, respectively, and $\text{erf}(z) = (2/\sqrt{\pi}) \int_{0}^{z} e^{-t^2} dt$.

As shown in Fig. 2(b) the curves from the DC and LC models well reproduced the experimental data. The parameters obtained by fitting are listed in Tables I and II for the DC and LC models, respectively. The intrinsic electron density profiles using the parameters are shown as solid curves in Fig. 3. For both models, the oscillation of the electron density is discernible up to at least four layers. The distance between layers was evaluated to be ~16 Å from $d_{DC} = 15.45$ Å and $d_{LC} = 16.2$ Å. This value shows ~50% greater than the ion diameters for TOMA$^+$ and C$_4$C$_4$N$^−$, 10.48 and 9.46 Å, respectively, which are estimated by calculating molar volume of the ion, $V_i$, by GAUSSIAN 03, and by assuming spherical structure ($V_i = (4\pi/3)r_i^3$). Since the actual shapes of TOMA$^+$ and C$_4$C$_4$N$^−$ are nonspherical, the 50% greater $d$ is probably due to the alignment of ions with their longer axis preferentially along the surface normal [Fig. 4(a)]. We also used the modified DC (MDC) model$^{66,69}$ where the electron density, the line width, and the location of the topmost layer can be different from those in the DC model (see supporting information),$^{72}$ but found negligible difference between the obtained electron density profiles from the DC and MDC models (Fig. S2).$^{72}$ We used Akaike’s information criterion (AIC),$^{74}$ a measure of likelihood of models, to find the best model among the DC, LC, and MDC models. We concluded that the LC and MDC models are the most adequate models for the present data (Table SI),$^{72}$ although the electron density profile of the MDC model is almost the same as that of the DC model (Fig. S2).$^{72}$

In the DC model, each layer has the same electron density when integrated [see Eq. (4)], which means no segregation of cations and anions between layers as shown in Fig. 4(a). Another possible model for the electron density at the [TOMA$^+$$]$$[C_4C_4N^-]^{-}$ surface is the alternately charged layer (ACL) model where multilayers are alternately composed of cationic and anionic layers. The ACL model was proposed by Mezger et al.$^{20,21}$ who recently found clear ACLs at the IL interface with a charged sapphire using XR measurements. The ACLs found seem to be induced by negative charges on the sapphire by x-ray irradiation.$^{20}$ Possible ionic arrangements using the ACL model are shown in Figs. 4(b) and 4(c) for the present case at the free surface of [TOMA$^+$$]$$[C_4C_4N^-]^{-}$. The curve from the ACL model did not fit well to our data (Fig. S1).$^{72}$ Note that $d$ in Figs. 4(b) and 4(c) is not the interlayer distance but twice for the reflectivity peak to appear at $Q=2\pi d/\lambda \approx 0.4$ Å in Figs. 2(a) and 2(b). That is why in Figs. 4(b) and 4(c) ions are depicted as oriented with their long axis parallel to the surface plane, not to the surface normal. The orientation of the ions like Fig. 4(a) for the ACL model would result in a peak at $Q=0.2$ Å in Fig. 2(a) which is not the case with the present data.

An interesting question is why the ionic multilayers were clearly discerned at the free surface for [TOMA$^+$$]$$[C_4C_4N^-]^{-}$ and not for other imidazolium-based ILs studied by XR and NR.$^{11,18,19}$ First, the ionic size is large in the case of TOMA$^+$ and C$_4$C$_4$N$^−$ are 1.3–2 times greater than those of the imidazolium cations and the anions. The greater size leads to the
TABLE III. The ILs used for NR and XR measurements, the diameters of the cations and anions (2r_a, 2r_c) constituting the ILs, and critical temperatures (T_c) of the ILs.

<table>
<thead>
<tr>
<th>IL</th>
<th>Method</th>
<th>2r_a (Å)</th>
<th>2r_c (Å)</th>
<th>T_c (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[TOMA]^+][C_6C_4N^-]</td>
<td>XR^2</td>
<td>10.48^b</td>
<td>9.26^b</td>
<td>1503.9</td>
</tr>
<tr>
<td>[C_6mim]^+][PF_6]^-</td>
<td>NR^5</td>
<td>8.28^c</td>
<td>5.86^c</td>
<td>810.8</td>
</tr>
<tr>
<td></td>
<td>XR^k</td>
<td>7.16^k</td>
<td>4.95^k</td>
<td>643.2</td>
</tr>
<tr>
<td>[C_6mim]^+][BF_4]^-</td>
<td>XR^h</td>
<td>7.16^h</td>
<td>4.4^h</td>
<td>871.2</td>
</tr>
<tr>
<td>[C_6mim]^+][I]^-</td>
<td>XR^b</td>
<td>7.16^b</td>
<td>4.4^b</td>
<td>871.2</td>
</tr>
</tbody>
</table>

^2The present study.
^bEstimated from B3LYP/6-311+G** level calculation by GAUSSIAN 03 (Ref. 73).
^cEstimated from the spreadsheet provided by Ref. 79.
^dC_6mim is 1-alkyl-3-methylimidazolium, where n is the alkyl chain length.
^eReference 18.
^fReference 80.
^gReference 10.
^hReference 9.
^iReference 81.
^kReference 11.
^lReference 81.

greater interlayer distance, and therefore it is possible to see a reflectivity peak attributable to ionic multilayers at the smaller values of Q. Second, the critical temperature, T_c, of [TOMA]^+][C_6C_4N^-] is likely to be high. According to Monte Carlo simulation studies by Chacón et al.,^75-77 all kinds of liquids have a possibility to show multilayers at their free surface when the temperature is below ~0.2T_c. Although most of molecular liquids freeze at such a low temperature, Mo et al.\(^76\) showed that a molecular liquid, TEHOS, exhibits no evidence of freezing down to 190 K (corresponds to 0.2T_c). They observed a multilayer by XR below 230 K, 0.23T_c. The determination of T_c for ILs is difficult because they have negligible vapor pressure and most of them decompose at high temperatures below T_c. The T_c values estimated from the temperature dependence of the surface tension of ILs by Rebelo et al.\(^81\) and from the group contribution method by Valderrama and Robles\(^79,82\) are listed in Table III. The imidazolium-based ILs studied by XR and NR are likely to have T_c around 1000 K. Chacón’s criteria, ~0.2T_c, is around 200 K, which is much lower than the temperature for XR and NR measurements so far conducted.\(^11,18,19\) On the other hand, the T_c value for [TOMA]^+][C_6C_4N^-] from the group contribution method\(^79\) is estimated to be higher, ca. 1500 K (Table III). The temperature in the present measurements was 300 K, corresponding to 0.27T_c around the border of Chacón’s criteria\(^75-77\) and lower than 0.23T_c for TEHOS.\(^69,70\) Since the melting point of [TOMA]^+][C_6C_4N^-] is 272 K,\(^47\) XR measurements at temperatures lower than 300 K would show more pronounced ionic multilayers at the free surface of [TOMA]^+][C_6C_4N^-].

In our previous report of the ultrasound response of the interfacial tension at the [TOMA]^+][C_6C_4N^-]/water interface,\(^35\) we postulated the presence of the ionic multilayers to explain the observation that the inversion of the excess surface charge density by stepping the potential difference across the interface over the potential of zero charge gave rise to a transient increase in the interfacial tension by the transient neutralization of the excess surface charge. The ionic multilayers observed in the present study corroborate the previous postulation, as the rearrangement of the charge ordering over 60 Å from the surface, if exists also at [TOMA]^+][C_6C_4N^-]/water interface, should require substantial time for reaching a new equilibrium arrangements of TOMA^+ and C_6C_4N^- having long alkyl and perfluoralkyl chains.

IV. CONCLUSIONS

Clear evidence of the ionic multilayers extending into the bulk from the surface with a depth of ~60 Å was obtained at the free surface of [TOMA]^+][C_6C_4N^-], which is composed of bulky ions, probably having a high critical temperature. It is interesting to see if this kind of ionic multilayer at the free IL surface exists at other IL interfaces, such as IL/water, IL/organic solvent, and IL/electrode interfaces. From an electrochemical point of view, the response of the ionic multilayer structure against the modulation of the potential drop across the interface is very intriguing and is presumably relevant to a variety of electrochemical applications of ILs.

ACKNOWLEDGMENTS

The authors wish to thank Yohko F. Yano (Ritsumeikan University) for advising us on the data analysis. The authors are also grateful to Yuki Kitazumi and Toshiyuki Motokawa (Department of Energy and Hydrocarbon Chemistry, Graduate School of Engineering, Kyoto University) for their help in the surface tension (YK) and the x-ray reflectivity measurements (TM), respectively. This work has been performed with the approval of SPring-8 (Proposal No. 2008A1200). This work was partly supported by a Grant-in-Aid for Scientific Research (A) (Grant No. 21245021), a Grant-in-Aid for Priority Area (Grant No. 20031017), Grant-in-Aid for Young Research (Grant Nos. 18750062 and 21750075), and the Global COE Program “International Center for Integrated Research and Advanced Education in Materials Science” (Grant No. B-09) from the Ministry of Education, Culture, Sports, Science, and Technology, Japan.