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General Introduction

The aim of this thesis is to develop a parallel finite element solver for a three-dimensional (3-D) Stokes problem, by means of which numerical simulations of the Earth’s mantle convection problem can be realized. A mathematical model of the Earth’s mantle convection is described by the Rayleigh–Bénard equations with an infinite Prandtl number. These equations consist of the Stokes equations and the convection-diffusion equation with their nonlinear coupling. From the geometrical characteristics of the problems of the Earth’s mantle convection, we consider a specific Stokes problem, that is, the Stokes equations in a spherical shell domain with slip boundary conditions imposed.

Finite element methods (FEM) are widely used to solve elasticity problems and flow problems. FEM has the following advantages: (i) It is applicable to various domain shapes. (ii) It can treat many types of boundary conditions simply. (iii) It is obtained by discretization of a weak form, and the existence and uniqueness of a finite element solution is guaranteed in a mathematical framework of variational problems. Furthermore, it is possible to obtain an error estimate of the finite element solution. However, direct use of some techniques that are used in conventional finite element codes causes some difficulties in construction of the finite element solver for the Stokes problem.

For real 3-D computations, even with current computer resources, it is necessary to develop an efficient algorithm for fast computation with small memory requirements. It is also desirable that the algorithm be consistent with the framework of the finite element method and be easily implemented. The nature of easy implementation assists parallelization of the algorithm.

We describe five problems that may be caused by the techniques of conventional finite element codes and our remedies for each problem in the following.

(i) The Stokes equations are treated with a weak form of the saddle-point type. In the mixed finite element approximation, where the velocity and the pressure are discretized simultaneously, it is necessary to use a pair of elements satisfying the so-called inf-sup condition that ensures the solvability of the discretized equations. For this purpose, P2/P1 or iso-P2 P1/P1 elements are commonly used. However, these elements require considerable memory to store the stiffness matrix.

We use the same interpolation for both the velocity and pressure by P1 elements, where unknowns are approximated by piecewise polynomials of degree 1. This pair
of elements achieves the lowest computation cost, but it does not satisfy the inf-sup condition. Therefore, we employ a stabilization technique, such as the Galerkin least squares (GLS) type \[21\] or the penalty type \[12\].

(ii) Slip boundary conditions contain two types of boundary conditions: conditions on normal components of the velocity are classified as ‘essential boundary conditions’, and conditions on the shear stress as ‘natural boundary conditions’. To impose a Dirichlet boundary condition (a type of essential boundary conditions), a type of penalty method \[25\] is used, in which diagonal elements of the stiffness matrices are replaced by a large number. This method is not directly applicable to the slip boundary conditions, nor consistent with the framework of the finite element method.

(iii) It is necessary to eliminate rigid body rotations and pressure lifting from the solution of the Stokes problem. In conventional finite element codes, motions at some nodes are fixed to eliminate rigid body rotations, and a temporary solution is obtained \[5\]. To adjust the solution, another procedure that consists of restoring data from the kernel of the stiffness matrix is necessary. This procedure requires a condition on the kernel of the stiffness matrix. Unfortunately, in the case of the Stokes equations in a spherical shell domain with slip boundary conditions, this condition is not satisfied due to perturbations caused by the finite element approximation.

For remedies of (ii) and (iii), we introduce a unified procedure to satisfy the essential boundary conditions (e.g., a part of slip boundary conditions) and linear constraints (e.g., rigid body rotations and pressure lifting). A finite element solution is found in a subspace whose functions satisfy the essential boundary conditions and linear constraints. We call the subspace the ‘solution space’. The finite element equation is expressed by the discretized variational form in the solution space. This equation is rewritten in a matrix form using the stiffness matrix, which is defined independently on the all finite element nodes of the boundary conditions, and an orthogonal projection onto the solution space. The linear system obtained is solved in Krylov subspaces, which are included in the solution space.

(iv) A stiffness matrix obtained by a finite element discretization is symmetric, although it contains negative eigenvalues and is indefinite. The conjugate gradient (CG) method \[26\] is known as the simplest method of the Krylov subspace methods that are suitable for solving linear equations with large-scale sparse matrices. The CG method is commonly used for positive definite matrices, but it is not used for indefinite matrices due to the possibility of ‘breakdown’. The SYMMLQ or MINRES methods \[34\] with positive definite preconditioners or the generalized minimal residual (GMRES) method \[40\] with some preconditioners can be used. However, the GMRES method is designed for unsymmetric matrices and requires large memory storage.

We verify that when a breakdown does not occur, the preconditioned CG (PCG) method can find an appropriate solution in a Krylov subspace. From this investigation, we can employ an indefinite symmetric matrix as a preconditioner, which
improves the convergence of the CG method.

(v) To reduce memory requirements, some computational techniques were developed for domains having some form of symmetry or periodicity. When a domain has a periodicity, Zienkiewicz \[51\] reduced the problem to one in a unit subdomain, by assuming a periodic solution. When a domain has a symmetry, Bossavit \[8\] and Bonnet \[9\] developed a strategy without assuming symmetry of the solution. In their works, a continuous problem is reduced to a set of smaller problems. Here, every sub-problem should have the same type of boundary conditions imposed. This causes a restriction in the domain decomposition. For more drastic memory reduction, we require a more efficient algorithm.

We also use domain decomposition into congruent subdomains to reduce memory requirements. However, we decompose the stiffness matrix ignoring boundary conditions. Therefore, we can use a larger number of subdomains and more flexible decompositions than the previous methods. This idea can be adopted because, in our solver, the stiffness matrix is defined on the all finite element nodes independently of the boundary conditions, and because treatment of the boundary conditions is achieved by the projection operation.

Finally, as the purpose for this thesis, we apply our parallel finite element solver of the Stokes problem to the Earth’s mantle convection problem. Temperature-dependent viscosity is considered because of the complex rheological characteristics of the Earth’s mantle. Construction of the finite element scheme for the Rayleigh–Bénard equations, the mathematical justification of convergence of the scheme, and some numerical results have been reported in our papers \[43, 46, 47\]. To treat temperature-dependent viscosity, we extend the Stokes solver to the linear Stokes equations with variable viscosity. Using this solver, we can implement our scheme on parallel computers and obtain numerical results.

**Organization of the thesis**

In Chapter 1, stabilized finite element methods for the Stokes equations are reviewed. First, we describe an abstract framework of the finite element method and present a finite element equation in a discretized variational form. Second, we show stabilized finite element methods of the GLS type and the penalty type with finite element spaces where Dirichlet boundary conditions or slip boundary conditions are imposed.

In Chapter 2, we present a parallel solver for the Stokes equations. We construct the solver using the P1 finite element approximation, a finite element equation with the orthogonal projection onto the solution space, the preconditioned conjugate gradient method for indefinite symmetric matrices, and domain decomposition into congruent subdomains. Some numerical results are reported to show advantages of the developed parallel Stokes solver.

In Chapter 3, we show an application of our parallel Stokes solver to the Earth’s mantle convection problem. We review mathematical modeling of Earth’s mantle convection and present a finite element scheme with stabilization techniques.
An extension of the Stokes solver from constant viscosity to variable viscosity is discussed. Numerical results of the evolution problem of the Earth’s mantle convection are shown. Finally, the efficiencies of the parallel Stokes solver are presented.
Chapter 1

Stabilized Finite Element Method for the Stokes Equations

1.1 Introduction

In this chapter, we review stabilized finite element methods for the Stokes equations. The Stokes equations describe the motion of an incompressible fluid with slow flow speed. The equations are treated with a weak form of the saddle-point type. Here, an energy functional is minimized under the constraint of incompressibility. The key point to ensure the existence and uniqueness of a solution of the Stokes problem in the weak form is the so-called inf-sup condition \[23, 13, 10\]. Standard mixed finite elements are used to discretize the weak form of the saddle-point type, where \(P_2/P_1\) or iso-\(P_2P_1/P_1\) elements are commonly used. Here, velocity and pressure variables are approximated by \(P_2\) element or iso-\(P_2\) \(P_1\) element, and by \(P_1\) element, respectively. In the case of \(P_2\) element (piecewise quadratic element), a function is approximated by a polynomial of degree 2 in every simplex element, and in the case of \(P_1\) element (piecewise linear element) by a polynomial of degree 1. An iso-\(P_2\) \(P_1\) element is equal to a \(P_1\) element with half the size of simplexes and has the same degrees of freedom as a \(P_2\) element. Such a combination of elements \(P_2/P_1\) or iso-\(P_2P_1/P_1\) satisfies the inf-sup condition that is independent of the mesh size \[23, 13\].

Because we deal with 3-D problems, we should be attentive to computation costs. Stiffness matrices generated using \(P_2\) element or iso-\(P_2\) \(P_1\) element for the velocity have many nonzero components. This follows from the fact that ten nodes are considered in the case of a \(P_2\) element or an iso-\(P_2\) \(P_1\) element, whereas four nodes are used in the case of a \(P_1\) element. Therefore, there exist many nonzero entries in each row of the stiffness matrix. Consequently, the stiffness matrices require large memory storage. Construction and operations of the stiffness matrices require many arithmetic operations. We employ the same interpolation for both the velocity and pressure by a \(P_1/P_1\) element. However, it is well known that a \(P_1/P_1\) combination does not satisfy the inf-sup condition. Therefore, we must use
a stabilization technique of the Galerkin least squares (GLS) type [21, 27] or the penalty type [12]. In the GLS method, properly weighted least-squares terms of the strong form of the differential equations are added to the original weak form. In the penalty method, additional terms, similar to those in the GLS method are added. The weight in the stabilizing terms is set to be proportional to squares of the mesh size. With the stabilizing terms, the finite element equation concerning both the velocity and pressure satisfies the inf-sup condition, and an error estimate of the finite element solution is obtained.

It is also important to consider a numerical procedure to solve the finite element equations. A finite element equation is expressed by a discretized variational formulation in a subspace of the finite element space with total degrees of freedom. The variational equation consists of a bilinear form that satisfies the inf-sup condition. Essential boundary conditions including Dirichlet boundary conditions, and some linear constraints including elimination of the rigid body rotations etc., are built into the subspace. We call this subspace the ‘solution space’. A stiffness matrix is defined from the bilinear form with total degrees of freedom. In general, the stiffness matrix may be singular, even if the existence and uniqueness of the finite element solution is guaranteed by satisfaction of the inf-sup condition. In conventional codes of finite element methods, a regular coefficient matrix of the linear system is obtained by fixing some data on finite element nodes and removing some rows and columns of the stiffness matrix [5]. Then, the solution is adjusted by restoring data from the kernel of the stiffness matrix. This procedure is feasible under an assumption that the dimension of the image of the stiffness matrix is equal to the dimension of the solution space. In general cases, this assumption may not be satisfied. For example, perturbations due to approximations by the finite elements cause the inconvenience.

We derive a linear system by rewriting the discretized variational equation with the stiffness matrix and an orthogonal projection onto the solution space. We use a Krylov subspace method to solve this linear system. Krylov subspaces are generated with the stiffness matrix multiplied by the projection matrices from both sides and an initial residual, and are included in the solution space. We define regularity of a matrix in a subspace to ensure the existence and uniqueness of a solution of the finite element equation in the solution space. Using this formulation, we can avoid singular linear systems that cause some difficulties in Krylov subspace methods [32, 49].

Organization of this chapter

In Section 1.2, we describe the Stokes problems with Dirichlet boundary conditions or slip boundary conditions. In Section 1.3, we first review an abstract formulation of the finite element method. Second, we show an approximation property of the finite element solution. Third, we present a discretized equation expressed by a stiffness matrix with an orthogonal projection onto the solution space. In Section 1.4, we show the existence and uniqueness of a solution of the Stokes problem with either
boundary condition of two different types. In Section 1.5, we review the stabilization techniques of the GLS type and the penalty type for the Stokes problem. Following Franca–Stenberg [22], we show error estimates for both schemes.

Notations of vector and matrix

The $k$th component of the vector $\vec{u} \in \mathbb{R}^N$ is denoted by $[\vec{u}]_k$, where $N$ is a positive integer, and the component at the $(k,l)$ entry of matrix $A \in \mathbb{R}^{N \times N}$ is denoted by $[A]_{kl}$. We use the notation $(\vec{u}, \vec{v})_{\mathbb{R}^N}$ to represent the inner product of vectors $\vec{u}, \vec{v} \in \mathbb{R}^N$. We also use the standard notation $u \cdot v$ to represent the inner product of $\mathbb{R}^3$-valued functions $u$ and $v$.

1.2 Stokes problem in 3-D domain with Dirichlet or slip boundary conditions

Let $\Omega$ be a bounded domain in $\mathbb{R}^3$ and $\Gamma$ be its boundary. Let $n$ be the unit outer normal to the boundary. We consider the Stokes equations of velocity $u = (u_1, u_2, u_3)$ and pressure $p$ satisfying

$$
\begin{align*}
-2\nabla \cdot D(u) + \nabla p &= f \quad \text{in } \Omega, \quad (1.1a) \\
\nabla \cdot u &= 0 \quad \text{in } \Omega. \quad (1.1b)
\end{align*}
$$

Here $D(u)$ is the strain rate tensor

$$
[D(u)]_{ij} := \frac{1}{2}(\frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i})
$$

and

$$
[\nabla \cdot D(u)]_i := \sum_{j=1}^{3} \frac{\partial}{\partial x_j}[D(u)]_{ij}.
$$

We deal with the Stokes problem with either kind of the following boundary conditions.

**Problem 1.1** (Dirichlet Problem) Let $\Omega$ be a polyhedral bounded domain in $\mathbb{R}^3$. We consider the Stokes equations (1.1a) and (1.1b) in $\Omega$ with Dirichlet boundary conditions imposed on $\Gamma$,

$$
u = g \quad (1.2)
$$

where $g$ is a given $\mathbb{R}^3$-valued function on $\Gamma$ with

$$
\int_{\Gamma} g \cdot n \, ds = 0.
$$
Problem 1.2 (Slip Problem) Let $\Omega$ be a ball

$$\Omega := \{ x \in \mathbb{R}^3 ; |x| < R_2 \},$$

or a spherical shell domain

$$\Omega := \{ x \in \mathbb{R}^3 ; R_1 < |x| < R_2 \},$$

where $R_1$ and $R_2$ are positive constants. We consider the Stokes equations (1.1a) and (1.1b) in $\Omega$ with the slip boundary conditions imposed on $\Gamma$,

$$u \cdot n = g_n ,$$

$$n \times (Du n \times n) = g_t ,$$

where $g_n$ is a given real-valued function on $\Gamma$ with

$$\int_{\Gamma} g_n ds = 0 ,$$

and $g_t$ is a given $\mathbb{R}^3$-valued function on $\Gamma$ with

$$g_t \cdot n = 0 .$$

Our aim in this chapter is to review the framework of stabilized finite element methods and linear solvers for the Stokes problem. For this purpose, we assume that $\Omega$ is a polyhedral domain in Problem 1.1 to avoid complexities from approximation of the smooth domain by polyhedral domains, while we treat a spherical shell domain whose boundary is smooth in Problem 1.2. As in Problem 1.2, we can consider general domains in case of Dirichlet boundary conditions 15.

1.3 Abstract framework of finite element method

1.3.1 A bilinear form and finite element equations

Let $Z$ be a real Hilbert space with an inner product $(\cdot, \cdot)_Z$ and its corresponding norm $\| \cdot \|_Z$. Let $Y$ be a closed subspace of $Z$. Let $\alpha(\cdot, \cdot)$ be a continuous bilinear form on $Z$.

Assumption 1.1 The bilinear form $\alpha(\cdot, \cdot)$ satisfies the inf-sup condition on $Y$, i.e., there exists a positive constant $\alpha_0$ such that

$$\inf_{u \in Y} \sup_{v \in Y} \frac{\alpha(u, v)}{\|u\|_Z \|v\|_Z} \geq \alpha_0 ,$$

and

$$\inf_{v \in Y} \sup_{u \in Y} \frac{\alpha(u, v)}{\|u\|_Z \|v\|_Z} \geq \alpha_0 .$$
We consider a problem to find \( u \in Y \) satisfying
\[
\alpha(u, v) = (f, v)_Z
\] (1.6)
for all \( v \in Y \), where \( f \in Z \).

**Lemma 1.1** Under Assumption 1.1, there exists a unique solution of (1.6). Several proofs are found in [10, 13, 36].

Let \( h > 0 \) be a discretization parameter corresponding to a mesh size. For each \( h \), let \( Z_h \subset Z \) and \( Y_h \subset Y \) be finite-dimensional subspaces with \( Y_h \subset Z_h \). We suppose that \( \alpha_h(\cdot, \cdot) \) is a continuous bilinear form on \( Z \) satisfying the following property.

**Assumption 1.2** There exists a positive constant \( \alpha_1 \) such that for all positive number \( h \)
\[
\inf_{u_h \in Y_h} \sup_{v_h \in Y_h} \frac{\alpha_h(u_h, v_h)}{||u_h||_Z ||v_h||_Z} \geq \alpha_1.
\] (1.7)
We call (1.7) ‘stability inequality’.

We consider a finite element problem to find \( u_h \in Y_h \) satisfying
\[
\alpha_h(u_h, v_h) = (f, v_h)_Z,
\] (1.8)
for all \( v_h \in Y_h \), where \( f \in Z \).

**Lemma 1.2** Under Assumption 1.2, there exists a unique solution of (1.8).

*Proof.* Let \( A \) be a linear transformation from \( Y_h \) to \( Y_h \) defined by
\[
(Au_h, v_h)_Z = \alpha_h(u_h, v_h),
\]
for all \( u_h, v_h \in Y_h \). The injectivity of \( A \) follows from (1.7). Since \( Y_h \) is a finite-dimensional vector space, the injectivity leads to the surjectivity of \( A \). □

**Remark 1.1** Under Assumption 1.2, we also have
\[
\inf_{v_h \in Y_h} \sup_{u_h \in Y_h} \frac{\alpha_h(u_h, v_h)}{||u_h||_Z ||v_h||_Z} \geq \alpha_1.
\]

We make an assumption on the consistency of the finite element scheme:

**Assumption 1.3** Let \( u \in Y \) and \( u_h \in Y_h \) be solutions of the variational problem (1.6) and of the finite element problem (1.8), respectively. The bilinear form \( \alpha_h(\cdot, \cdot) \) satisfies
\[
\alpha_h(u - u_h, v_h) = 0
\]
for all \( v_h \in Y_h \).

We make another assumption.
**Assumption 1.4** There exists a positive constant $A_1$ such that for all positive number $h$, $u \in Y$, and $v_h \in Y_h$

$$\alpha_h(u, v_h) \leq A_1 ||u||_Z ||v_h||_Z.$$  

We have an extension of Céa’s lemma \[15\] \[16\].

**Theorem 1.1** Let $u \in Y$ and $v_h \in Y_h$ be solutions of the variational problem \[16\] and the finite element problem \[1.8\], respectively.

(i) Under Assumptions \[1.4\] and \[1.2\], the following estimate holds:

$$||u-u_h||_Z \leq \inf_{v_h \in Y_h} \left( ||u - v_h||_Z + \frac{1}{\alpha_1} \sup_{w_h \in Y_h} \frac{\alpha_h(u - v_h, w_h)}{||w_h||_Z} \right).$$

(ii) Under Assumptions \[1.4\], \[1.2\], and \[1.3\], the following estimate holds:

$$||u-u_h||_Z \leq \inf_{v_h \in Y_h} \left( ||u - v_h||_Z + \frac{1}{\alpha_1} \sup_{w_h \in Y_h} \frac{\alpha_h(u - v_h, w_h)}{||w_h||_Z} \right).$$

(iii) Under Assumptions \[1.4\], \[1.2\], \[1.3\], and \[1.4\], the following estimate holds:

$$||u-u_h||_Z \leq \inf_{v_h \in Y_h} ||u - v_h||_Z.$$

**Proof.** Let $v_h \in Y_h$. Then we have

$$||u-u_h||_Z \leq ||u - v_h||_Z + ||u_h - v_h||_Z$$

$$\leq ||u - v_h||_Z + \frac{1}{\alpha_1} \sup_{w_h \in Y_h} \frac{\alpha_h(u_h - v_h, w_h)}{||w_h||_Z}$$

$$\leq ||u - v_h||_Z + \frac{1}{\alpha_1} \sup_{w_h \in Y_h} \frac{\alpha_h(u - v_h, w_h)}{||w_h||_Z} + \frac{1}{\alpha_1} \sup_{w_h \in Y_h} \frac{\alpha_h(u - u_h, w_h)}{||w_h||_Z}.$$

This inequality leads to the desired results. $\square$

Let $g \in Z$ and $g_h \in Z_h$. We define a subset $Y(g) \subset Z$ and an affine finite element space $Y_h(g_h) \subset Z_h$ by

$$Y(g) := \{ u \in Z ; u = v + g, \; v \in Y \},$$

$$Y_h(g_h) := \{ u_h \in Z_h ; u_h = v_h + g_h, \; v_h \in Y_h \}.$$  

Let $f \in Z$. We consider a problem to find $u \in Y(g)$ satisfying

$$\alpha(u, v) = (f, v)_Z$$ \tag{1.9}$$

for all $v \in Y$.

**Lemma 1.3** Under Assumption \[1.4\], there exists a unique solution of \[1.9\].

The result follows from the linearity of the bilinear form $\alpha(\cdot, \cdot)$ and Lemma \[1.1\].
Corresponding finite element problem is to find \( u_h \in Y_h(g_h) \) satisfying

\[
\alpha_h(u_h, v_h) = (f, v_h)_Z
\]  \((1.10)\)

for all \( v_h \in Y_h \).

**Lemma 1.4** Under Assumption 1.2 there exists a unique solution of (1.10).

We make an assumption on the consistency in the same manner as Assumption 1.3:

**Assumption 1.5** Let \( u \in Y(g) \) be a solution of the variational problem (1.9) and \( u_h \in Y_h(g_h) \) be of the finite element problem (1.10), respectively. The bilinear form \( \alpha_h(\cdot, \cdot) \) satisfies

\[
\alpha_h(u - u_h, v_h) = 0
\]

for all \( v_h \in Y_h \).

**Theorem 1.2** Let \( u \in Y(g) \) and \( u_h \in Y_h(g_h) \) be solutions of the variational problem (1.9) and of the finite element problem (1.10), respectively.

(i) Under Assumptions 1.1 and 1.2 the following estimate holds:

\[
||u - u_h||_Z \leq \inf_{v_h \in Y_h(g_h)} \left( ||u - v_h||_Z + \frac{1}{\alpha_1} \sup_{w_h \in Y_h} \frac{\alpha_h(u - v_h, w_h)}{||w_h||_Z} \right) + \frac{1}{\alpha_1} \sup_{w_h \in Y_h} \frac{\alpha_h(u - u_h, w_h)}{||w_h||_Z}.
\]  \((1.11)\)

(ii) Under Assumptions 1.1, 1.2, and 1.5 the following estimate holds:

\[
||u - u_h||_Z \leq \inf_{v_h \in Y_h(g_h)} \left( ||u - v_h||_Z + \frac{1}{\alpha_1} \sup_{w_h \in Y_h} \frac{\alpha_h(u - v_h, w_h)}{||w_h||_Z} \right).
\]  \((1.12)\)

**Proof.** Let \( v_h \in Y_h(g_h) \). Since \( u_h - v_h \in Y_h \), we obtain desired estimates in the same manner as Theorem 1.1. \( \Box \)

These estimates are used to establish error estimates of stabilized finite element approximations to the Stokes problem described in Section 1.5 Theorem 1.4

1.3.2 Matrix formulation of finite element equation

Let \( n_Z := \dim Z_h \). We define an index set \( \Lambda_Z := \{1, 2, \ldots, n_Z\} \). Let \( \{\varphi_\alpha\}_{\alpha \in \Lambda_Z} \) be a finite element basis of \( Z_h \). We define a vector space \( \mathbf{Z} \) by \( \mathbf{Z} := \mathbb{R}^{n_Z} \). A finite element function \( v_h \in Z_h \) is expressed by a vector \( \mathbf{v} \in \mathbf{Z} \) and the finite element basis \( \{\varphi_\alpha\}_{\alpha \in \Lambda_Z} \):

\[
v_h = \sum_{\alpha \in \Lambda_Z} [\mathbf{v}]_\alpha \varphi_\alpha.
\]
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We prepare the following vector space and affine space:

\[ \vec{Y} := \{ \vec{y} \in \vec{Z} ; \sum_{\alpha \in \Lambda_Z} [\vec{y}]_\alpha \varphi_\alpha \in Y_h \} , \]  
\[ \vec{Y}(g) := \{ \vec{y} \in \vec{Z} ; \sum_{\alpha \in \Lambda_Z} [\vec{y}]_\alpha \varphi_\alpha \in Y_h(g) \} . \]  

Let \( P_{\vec{Y}} \) be the orthogonal projection of \( \vec{Z} \) onto \( \vec{Y} \),

\[(P_{\vec{Y}} \vec{u}, \vec{v})_{\mathbb{R}^n_Z} = (\vec{u}, \vec{v})_{\mathbb{R}^n_Z} \]

for all \( \vec{v} \in \vec{Y} \). Let \( \mathcal{A} \in \mathbb{R}^{n_Z \times n_Z} \) be a stiffness matrix and \( \vec{f} \in \mathbb{R}^{n_Z} \) be a load vector defined by

\[ [\mathcal{A}]_{\alpha \beta} := \alpha_h(\varphi_\beta, \varphi_\alpha) \quad (\alpha, \beta \in \Lambda_Z) , \]  
\[ [\vec{f}]_\alpha := (f, \varphi_\alpha)_Z \quad (\alpha \in \Lambda_Z) . \]

The finite element equation (1.10) is expressed by a matrix formulation, which is to find \( \vec{u} \in \vec{Y}(g) \) satisfying

\[(\mathcal{A} \vec{u}, \vec{v})_{\mathbb{R}^n_Z} = (\vec{f}, \vec{v})_{\mathbb{R}^n_Z} \]  
for all \( \vec{v} \in \vec{Y} \). Since (1.10) has a unique solution, (1.17) has a unique solution and the solution is obtained by the following way. Let \( \vec{u}_g \in \vec{Y}(g) \). We solve a problem to find \( \vec{u}_0 \in \vec{Y} \) satisfying

\[(\mathcal{A} \vec{u}_0, \vec{v})_{\mathbb{R}^n_Z} = (\vec{f} - \mathcal{A} \vec{u}_g, \vec{v})_{\mathbb{R}^n_Z} \]

for all \( \vec{v} \in \vec{Y} \). Then \( \vec{u}_0 + \vec{u}_g \in \vec{Y}(g) \) and it satisfies (1.17). The equation (1.18) can be written with the projection \( P_{\vec{Y}} \) as follows,

\[ P_{\vec{Y}} \mathcal{A} P_{\vec{Y}} \vec{u}_0 = P_{\vec{Y}}(\vec{f} - \mathcal{A} \vec{u}_g) \]  

1.3.3 Regularity of a matrix in a subspace

We define regularity of a matrix in a subspace. Let \( \mathcal{A} \) be an \( N \times N \) real matrix.

**Definition 1.1** Let \( \vec{V} \) be a subspace of \( \mathbb{R}^N \) with \( \text{dim} \vec{V} = m \). We define an \( m \times m \) matrix \( A_m \) by

\[ [A_m]_{ij} := ([\mathcal{A}]_{\alpha \beta})_{\mathbb{R}^N} \quad (1 \leq i, j \leq m), \]

where \( \{ \vec{v}^{(j)} \}_{j=1}^m \) is a basis of \( \vec{V} \). \( \mathcal{A} \) is called regular in \( \vec{V} \) if \( A_m \) is regular.

Let \( \mathcal{A} \) be regular in \( \vec{V} \). We consider a variational problem to find \( \vec{x} \in \vec{V} \) satisfying

\[(\mathcal{A} \vec{x}, \vec{y})_{\mathbb{R}^N} = (\vec{b}, \vec{y})_{\mathbb{R}^N} \]

(1.20)
for all \( \vec{y} \in \vec{V} \), where \( \vec{b} \in \mathbb{R}^N \). Let \( P_\vec{V} \) be the orthogonal projection of \( \mathbb{R}^N \) onto \( \vec{V} \),

\[
(P_\vec{V} \vec{u}, \vec{v})_{\mathbb{R}^N} = (\vec{u}, \vec{v})_{\mathbb{R}^N} \quad \text{for all} \quad \vec{v} \in \vec{V}.
\]

The variational problem (1.20) is equivalent to the problem to find \( \vec{x} \in \vec{V} \) satisfying

\[
P_\vec{V} AP_\vec{V} \vec{x} = P_\vec{V} \vec{b}.
\]  

(1.21)

**Proposition 1.1** Suppose that \( A \) be regular in \( \vec{V} \). Then the variational problem (1.20) has the unique solution that is expressed by \( \vec{x} = (P_\vec{V} AP_\vec{V})^\dagger P_\vec{V} \vec{b} \). Here \( M^\dagger \) is the pseudo-inverse (the Moore–Penrose inverse) \([24]\) of a matrix \( M \).

### 1.3.4 Solvers for finite element equation

Since the finite element equation (1.10) has a unique solution, the coefficient matrix of the linear system (1.19), \( P_\vec{Y} AP_\vec{Y} \) is regular in \( \vec{Y} \) and \( (P_\vec{Y} AP_\vec{Y})^\dagger P_\vec{Y} (\vec{f} - A \vec{u}_g) + \vec{u}_g \) is the solution of (1.17). We will make some comments on solvers of the linear system (1.19).

**Krylov subspace methods**

We note that the linear system (1.19) is considered in the space \( \vec{Y} \) and the matrix \( P_\vec{Y} AP_\vec{Y} \) is regular in \( \vec{Y} \). Krylov subspace methods are suitable for solving the linear system. The main procedure of the Krylov subspace methods consists of multiplications of the matrix by the vector. To obtain a product of the matrix \( P_\vec{Y} AP_\vec{Y} \) and a vector, it is sufficient to know the values of the stiffness matrix \( A \) and the way of operation of the projection \( P_\vec{Y} \). We need not to know the exact values of all entries of the matrix \( P_\vec{Y} AP_\vec{Y} \). In addition, we also need not to know any information on the kernel of the stiffness matrix \( A \). When the matrix \( A \) is symmetric, the conjugate gradient (CG) method \([26]\) is used. Otherwise, the bi-conjugate gradient (BiCG) method \([20]\), the generalized minimal residual (GMRES) method \([40]\), or the generalized conjugate residual (GCR) method \([19]\) is used. We employ the CG method to solve finite element equations of the Stokes problems. Details of the CG method for a symmetric matrix are discussed in Section 2.3.

**A solver by fixing some data on finite element nodes**

In conventional codes of finite element methods \([5]\), a regular coefficient matrix of the linear system is obtained by fixing some data on finite element nodes and removing some rows and columns of the stiffness matrix. Then, the solution is adjusted by restoring data from the kernel of the stiffness matrix. This procedure can be summarized as a general method to find a solution of the problem (1.18). We will precisely show the method for the problem with a symmetric matrix \( A \) in
Appendix A.1 This method is feasible under an assumption that the dimension of the image of the stiffness matrix is equal to the dimension of the solution space. We will show this condition is not satisfied in the Stokes equations in a spherical shell domain with slip boundary conditions imposed: the Slip Problem, in Appendix A.2. This is the reason why we use a Krylov subspace method.

1.4 A weak formulation of the Stokes problem

Bilinear forms and weak formulations

Let $H^m(\Omega)$ be the standard Sobolev space $[15, 23]$ with a nonnegative integer $m$, and its norm is denoted by $|| \cdot ||_m$. When $m = 0$, it is written as $L^2(\Omega)$. The symbols $L^2(\Omega)^3$ and $H^1(\Omega)^3$ denote the $\mathbb{R}^3$-valued function spaces whose components belong to $L^2(\Omega)$ and $H^1(\Omega)$, respectively. We use the same notation $(\cdot, \cdot ; \Omega)$ to represent the inner products in both $L^2(\Omega)$ and $L^2(\Omega)^3$, i.e., for $u, v \in L^2(\Omega)^3$ and $p, q \in L^2(\Omega)$,

\[
(u, v ; \Omega) := \int_{\Omega} u \cdot v \, dx , \\
(p, q ; \Omega) := \int_{\Omega} p q \, dx .
\]

We also use the same notation for the norm $|| \cdot ||_0$ in scalar- and vector-valued $L^2$-functions. We prepare the following bilinear forms: for $u, v \in H^1(\Omega)^3$, $q \in L^2(\Omega)$,

\[
a(u, v ; \Omega) := 2 \int_{\Omega} D(u) : D(v) \, dx , \\
b(v, q ; \Omega) := - \int_{\Omega} \nabla \cdot v q \, dx ,
\]

where

\[
D(u) : D(v) := \sum_{1 \leq i,j \leq 3} [D(u)]_{ij} [D(v)]_{ij} .
\]

We omit $\Omega$ if there is no confusion, e.g., we use $(\cdot, \cdot)$ in place of $(\cdot, \cdot ; \Omega)$ and $a(\cdot, \cdot)$ in place of $a(\cdot, \cdot ; \Omega)$. We prepare the following Hilbert spaces for both problems:

\[
X := H^1(\Omega)^3 , \\
Q := L^2_0(\Omega) = \{ q \in L^2(\Omega) ; (q, 1) = 0 \} .
\]

We use $L^2(\Omega)$-norm for $Q$.

In the Dirichlet Problem we define a subset $V(g)$ and a space $V$ by

\[
V(g) := \{ v \in X ; v = g \text{ on } \Gamma \} , \\
V := V(0) .
\]

We note that $V$ is equivalent to the space $H^1_0(\Omega)^3$. We use $H^1(\Omega)^3$-norm for $V$. 
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A variational formulation for Problem 1.1 is to find \((u, p) \in V(g) \times Q\) satisfying

\[
a(u, v) + b(v, p) = (f, v), \quad (1.25a) \\
b(u, q) = 0 \quad (1.25b)
\]

for all \((v, q) \in V \times Q\).

We note that the Dirichlet boundary conditions (1.2) is a type of essential boundary conditions, and it characterizes the subset \(V(g)\).

In the Slip Problem we define subsets \(W(g_n)\) and \(V(g_n)\) and spaces \(W\) and \(V\) by

\[
W(g_n) := \{ v \in X ; v \cdot n = g_n \text{ on } \Gamma \}, \\
W := W(0), \\
V(g_n) := \{ v \in W(g_n) ; (v, v^{(i)}) = 0 (i = 1, 2, 3) \}, \\
V := V(0),
\]

where \(v^{(i)}(x) := e^{(i)} \times x, i = 1, 2, 3\). Here \(e^{(i)}\) is the unit vector to the \(x_i\)-direction. We use \(H^1(\Omega)^3\)-norm for \(V\).

A variational formulation for Problem 1.2 is to find \((u, p) \in V(g_n) \times Q\) satisfying

\[
a(u, v) + b(v, p) = (f, v) + 2 \int_{\Gamma} g_t \cdot v \, ds, \quad (1.28a) \\
b(u, q) = 0 \quad (1.28b)
\]

for all \((v, q) \in V \times Q\).

We note that (1.3a) is a type of essential boundary conditions, and it characterizes the subset \(V(g_n)\), and that (1.3b) is a type of natural boundary conditions, and it is included in the right-hand term of (1.28a).

**Existence and uniqueness of the solution**

In the Dirichlet Problem we have two inequalities that ensure the existence and uniqueness of a solution of the Stokes problem. We assumed that in Problem 1.1 \(\Omega\) is the polyhedral bounded domain.

**Lemma 1.5** Let \(V\) and \(Q\) be spaces defined by (1.24) and (1.22), respectively.

(i) \(a(\cdot, \cdot)\) is coercive on \(V\), i.e., there exists a positive constant \(\alpha_0\) such that

\[
\inf_{v \in V} \frac{a(v, v)}{\|v\|_V^2} \geq \alpha_0.
\]

(ii) \(b(\cdot, \cdot)\) satisfies the inf-sup condition on \(Q \times V\), i.e., there exists a positive constant \(\beta_0\) such that

\[
\inf_{q \in Q} \sup_{v \in V} \frac{b(v, q)}{\|q\|_Q \|v\|_V} \geq \beta_0.
\]
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The coerciveness follows from Korn’s inequality \[18, 11\], i.e., there exists a positive constant \(c\) such that
\[
\int_{\Omega} D(v) : D(v) \, dx + ||v||_{0}^{2} \geq c ||v||_{1}^{2}
\]
for all \(v \in H^{1}(\Omega)^{3}\), and Poincaré’s inequality \[11\]. A proof of the inf-sup condition is found in \[23\].

In the Slip Problem the external force \(f \in L^{2}(\Omega)^{3}\) and the shear stress \(g_{\ell} \in H^{1/2}(\Omega)^{3}\) are assumed to satisfy a constraint,
\[
\int_{\Omega} f \cdot v^{(i)} \, dx + 2 \int_{\Gamma} g_{\ell} \cdot v^{(i)} \, ds = 0 \quad (i = 1, 2, 3),
\]
where \(v^{(i)}(x) = e^{(i)} \times x\).

**Remark 1.2**

(i) \(v^{(i)}, i = 1, 2, 3\), is a rigid body rotation and satisfies \(a(v^{(i)}, v^{(i)}) = 0\). The bilinear form \(a\) is not coercive on \(W\).

(ii) We have \(\nabla \cdot v^{(i)} = 0 \quad (i = 1, 2, 3)\).

We have the same results as in Lemma \[1.5\].

**Lemma 1.6** Let \(V\) and \(Q\) be spaces defined by \[1.27\] and \[1.22\], respectively.

(i) \(a(\cdot, \cdot)\) is coercive on \(V\).

(ii) \(b(\cdot, \cdot)\) satisfies the inf-sup condition on \(Q \times V\).

**Proof.** We will prove the coerciveness of \(a(\cdot, \cdot)\). Since the subspace \(\{w \in W \mid a(w, w) = 0\}\) is equal to the subspace: \(\text{span}\{v^{(1)}, v^{(2)}, v^{(3)}\}\), the coerciveness of \(a(\cdot, \cdot)\) follows from Korn’s inequality \[18, 11\], i.e., there exists a positive constant \(c\) such that
\[
a(v, v) \geq c ||v||_{1}^{2}
\]
for all \(v \in H^{1}(\Omega)^{3}/\mathcal{R}\), where \(\mathcal{R}\) is the set of rigid body motions,
\[
\mathcal{R} := \{v \in H^{1}(\Omega)^{3}; v(x) = a + b \times x, \ (a, b \in \mathbb{R}^{3})\}.
\]

We will prove the inf-sup condition. Let \(v\) be any function in \(H^{1}_{0}(\Omega)^{3}\). We decompose \(v\) as follows
\[
v = v_{0} + \sum_{i=1}^{3} c_{i} v^{(i)}, \quad c_{i} = \langle v, v^{(i)} \rangle / \langle v^{(i)}, v^{(i)} \rangle.
\]
Then we have \(v_{0} \in V\) and \(||v_{0}||_{V} \leq c ||v||_{V}\). Noting that \(\text{div} v^{(i)} = 0\), we obtain
\[
\inf_{q \in Q} \sup_{v \in H^{1}_{0}(\Omega)^{3}} \frac{b(v, q)}{||q||_{V} ||v||_{V}} \leq c \inf_{q \in Q} \sup_{v \in V} \frac{b(v, q)}{||q||_{V} ||v||_{V}}.
\]
The assertion follows from Lemma \[1.5\] (ii). \(\square\)
In both the Dirichlet Problem and Slip Problem, we define the following bilinear form: for \((u, p), (v, q) \in V \times Q\),

\[
A(u, p; v, q) := a(u, v) + b(v, p) + b(u, q).
\]

From Lemmas 1.5 and 1.6 we obtain the following result.

**Lemma 1.7** There exists a positive constant \(\alpha\) such that

\[
\inf_{(u, p) \in V \times Q} \sup_{(v, q) \in V \times Q} \frac{A(u, p; v, q)}{||((u, p)||_{V \times Q} ||(v, q)||_{V \times Q})} \geq \alpha.
\]

Its proof is found in [10].

We note that the bilinear form \(A(\cdot; \cdot)\) is symmetric. The existence and uniqueness of a solution of the Stokes problems follows from Lemma 1.7.

**Theorem 1.3**

(i) For every \(f \in L^2(\Omega)^3\) and \(g \in H^{3/2}(\Gamma)^3\), there exists a unique solution of (1.25) and it satisfies (1.1) and (1.2).

(ii) For every \(f \in L^2(\Omega)^3\) and \(g_t \in H^{1/2}(\Gamma)^3\) satisfying (1.29), and \(g_n \in H^{3/2}(\Gamma)\), there exists a unique solution of (1.28) and it satisfies (1.1) and (1.3).

Here \(H^{m-1/2}(\Gamma)\) is a Sobolev space on the boundary to which the trace of a function in \(H^m(\Omega)\) belongs.

**Remark 1.3** In Theorem 1.3 we consider a smooth solution whose regularity is higher than a weak solution of the Stokes problem with a variational form. Such higher regularity of the solution is required in stabilization techniques for finite element approximations, which will be described in Section 1.5.

### 1.5 A P1/P1 finite element approximation with stabilization technique of Galerkin least squares type or penalty type

Because our problem is considered in three dimension, we should be attentive to computation costs. We employ an economical element combination, P1/P1, where both the velocity and pressure are approximated by piecewise polynomials of degree 1. Note that the number of degrees of freedom of P1 (linear tetrahedral element) in \(\Omega\) is smaller than that of P0 (constant tetrahedral element). While the P1/P1 element for the Stokes equations may much reduce memory requirements in comparison with other elements such as P2/P1 element and iso-P2 P1/P1 element, it does not satisfy the inf-sup condition that allows to solve the discretized Stokes problem [23]. We, therefore, employ a stabilization technique of the Galerkin least squares (GLS) type [21, 27] or the penalty type [12]. We note that in case of P1 element, the Douglas–Wang method [17], which is also a stabilized finite element method, is equivalent to the GLS method.
In the Dirichlet Problem, let $T_h$ be a partition of $\bar{\Omega}$ by tetrahedra, where $h$ is the maximum diameter of tetrahedral elements. In the Slip Problem, let $\Omega_h$ be a polyhedral approximation to $\Omega$ and $T_h$ be a partition of $\bar{\Omega}_h$ by tetrahedra. We consider a regular family of partitions $\{T_h\}_{h \downarrow 0}$, i.e., there exists a positive constant $\sigma_0$ such that for all $h > 0$ every element $K \in T_h$ contains a sphere with diameter $\rho_K \geq h_K / \sigma_0$, where $h_K$ is the diameter of $K$. The boundary of $\Omega_h$ is denoted by $\Gamma_h$.

Let $L_1^1(\Omega)$ be the P1 finite element space defined by

$$L_1^1(\Omega) := \{v \in C^0(\bar{\Omega}) ; v|_K \in P^1(K), K \in T_h\},$$

where $P^1$ is the set of polynomials of degree 1. Degrees of freedom of P1 element are numbers of the vertices of tetrahedra. We call each vertex of the tetrahedra "node". Each P1 finite element function $\psi^{(k)}(k = 1, \ldots, 4)$ in an element $K \in T_h$ is expressed as

$$\psi^{(k)}(x) = a_0^{(k)} + a_1^{(k)}[x]_1 + a_2^{(k)}[x]_2 + a_3^{(k)}[x]_3,$$

and satisfies that

$$\psi^{(k)}(P_l) = \delta_{kl},$$

where $\{P_l\}_{l=1}^4$ are nodes of $K$. Figure 1.1 shows nodes of the P1 element in three dimension.

In the Dirichlet Problem we introduce finite element spaces $X_h$, $V_h$, and $Q_h$ corresponding to $X$, $V$, and $Q$, respectively,

$$S_h := L_1^1(\Omega),$$

$$X_h := S_h^3,$$

$$V_h(g) := \{v_h \in X_h ; v_h(P) = g(P) \ (\forall P)\},$$

$$V_h := V_h(0),$$

$$Q_h := \{q_h \in S_h ; (q_h, 1) = 0\},$$

where $P$ stands for a node on $\Gamma$.  

**Figure 1.1.** Nodes of a P1 element in three dimension
Lemma 1.8 Let $V_h$ and $Q_h$ be finite element spaces defined by (1.31) and (1.32), respectively. If $u \in H^2(\Omega)^3 \cap H^1_0(\Omega)^3$ and $p \in H^1(\Omega) \cap L^2_0(\Omega)$, interpolation errors by $V_h$ and $Q_h$ are estimated by

$$\inf_{v_h \in V_h} ||u - v_h||_1 \leq c h ||u||_2,$$

$$\inf_{q_h \in Q_h} ||p - q_h||_0 \leq c h ||p||_1,$$

where each $c$ is a constant independent of $h$. Here $L^2_0(\Omega)$ is defined in (1.22).

In the Slip Problem we use finite element spaces $\tilde{W}_h, \tilde{V}_h$, and $\tilde{Q}_h$ corresponding to $W, V,$ and $Q$, respectively,

$$\tilde{S}_h := L^1_0(\Omega_h),$$

$$\tilde{X}_h := \tilde{S}_h^3,$$

$$\tilde{W}_h(g_n) := \left\{ v_h \in \tilde{X}_h ; (v_h \cdot n_\Omega)(P) = g_n(P) (\forall P) \right\},$$

$$\tilde{W}_h := \tilde{W}_h(0),$$

$$\tilde{V}_h(g_n) := \left\{ v_h \in W_h(g_n) ; (v_h, v^{(i)})_h = 0 (i = 1, 2, 3) \right\},$$

$$\tilde{V}_h := \tilde{V}_h(0),$$

$$\tilde{Q}_h := \left\{ q_h \in \tilde{S}_h ; (q_h, 1)_h = 0 \right\},$$

where $P$ stands for a node on $\Gamma_h$, $n_\Omega$ is the unit outer normal to $\Gamma$. Since we use the P1 element, every node $P$ on $\Gamma_h$ is on $\Gamma$. Here every integral over $\Omega$ is replaced by that over $\Omega_h$. We express such integrals by adding the subscript $h$. For example, we use $a_h(\cdot, \cdot)$ in place of $a(\cdot, \cdot ; \Omega_h)$ and $(\cdot, \cdot)_h$ in place of $(\cdot, \cdot ; \Omega_h)$.

We note that the rigid body rotation $v^{(i)}$, $i = 1, 2, 3$, belongs to $\tilde{W}_h$.

Remark 1.4 Verfürth [48] introduced a Lagrange multiplier to impose the slip boundary conditions. We simply impose the slip boundary conditions at nodes by using the normal vector to the exact domain, which does not deteriorate the convergence rate.

To describe stabilized finite element schemes we prepare a bilinear form for $p, q \in H^1(\Omega)$,

$$d(p, q) := \sum_{K \in T_h} h^2_K(\nabla p, \nabla q ; K),$$

where $h_K$ is the diameter of $K$. We recall that $(\cdot, \cdot ; K)$ is the $L^2$-inner product on element $K$. We define a semi-norm $| \cdot |_h$ for $H^1(\Omega)$ by

$$|q|_h := d(q, q)^{1/2}.$$
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Lemma 1.9
(i) We have the following estimate:
\[ |q_h|_h \leq c \| q_h \|_0 \]  
\[ (1.36) \]
for \( q_h \in S_h \), where \( c \) is a constant independent of \( h \).
(ii) If \( p \in H^1(\Omega) \), an interpolation error is estimated by
\[ \inf_{q_h \in S_h} |p - q_h|_h \leq c h \| p \|_1, \]
\[ (1.37) \]
where \( c \) is a constant independent of \( h \).

Stabilized finite element methods

We define the following bilinear forms: for \((u_h, p_h), (v_h, q_h) \in X_h \times S_h\),
\[
A^\text{GLS}_\delta(u_h, p_h; v_h, q_h) := a(u_h, v_h) + b(v_h, p_h) + b(u_h, q_h) - \delta \sum_{K \in T_h} h_K^2 \left( 2 \nabla \cdot D(u_h) + \nabla p_h, 2 \nabla \cdot D(v_h) + \nabla q_h; K \right),
\]
\[
A^\text{Penalty}_\delta(u_h, p_h; v_h, q_h) := a(u_h, v_h) + b(v_h, p_h) + b(u_h, q_h) - \delta d(p_h, q_h),
\]
where each \( \delta \) is a positive constant. Since \( u_h \) and \( v_h \) belong to the P1 finite element space, \( \nabla \cdot D(u_h) \) and \( \nabla \cdot D(v_h) \) vanish. We have
\[ A^\text{Penalty}_\delta(u_h, p_h; v_h, q_h) = A^\text{GLS}_\delta(u_h, p_h; v_h, q_h), \]
for all \((u_h, p_h), (v_h, q_h) \in X_h \times S_h\). Therefore, we write the bilinear form without the symbols “Penalty” or “GLS” as \( A_\delta(u_h, p_h; v_h, q_h) \).

In the Dirichlet Problem we define functionals \( F^\text{GLS}_\delta \) and \( F^\text{Penalty}_\delta \) on \( X_h \times S_h \) by
\[
F^\text{GLS}_\delta(v_h, q_h) := (f, v_h) - \delta \sum_{K \in T_h} h_K^2 (f, \nabla q_h; K),
\]
\[ (1.38) \]
\[
F^\text{Penalty}_\delta(v_h, q_h) := (f, v_h).
\]
\[ (1.39) \]
A stabilized finite element problem of the GLS type for \((1.1)\) and \((1.2)\) is to find \((u_h, p_h) \in V_h(g) \times Q_h\) satisfying
\[
A_\delta(u_h, p_h; v_h, q_h) = F^\text{GLS}_\delta(v_h, q_h)
\]
\[ (1.40) \]
for all \((v_h, q_h) \in V_h \times Q_h\), and that of the penalty type for \((1.1)\) and \((1.2)\) is to find \((u_h, p_h) \in V_h(g) \times Q_h\) satisfying
\[
A_\delta(u_h, p_h; v_h, q_h) = F^\text{Penalty}_\delta(v_h, q_h)
\]
\[ (1.41) \]
for all \((v_h, q_h) \in V_h \times Q_h\).
In the Slip Problem we consider the same finite element approximations as (1.40) and (1.41) to (1.1) and (1.3). Here we use bilinear forms \( a_h(\cdot, \cdot) \), \( b_h(\cdot, \cdot) \), \( d_h(\cdot, \cdot) \), the inner product \( (\cdot, \cdot)_h \) on the domain approximated by the polyhedron: \( \Omega_h \), and functionals \( F^\text{GLS}_h \) and \( F^\text{Penalty}_h \) defined by

\[
F^\text{GLS}_h(v_h, q_h) := (f, v_h)_h + 2 \int_{\Gamma_h} g_t \cdot v_h \, ds - \delta \sum_{K \in T_h} h^2_K (f, \nabla q_h; K),
\]

\[
F^\text{Penalty}_h(v_h, q_h) := (f, v_h)_h + 2 \int_{\Gamma_h} g_t \cdot v_h \, ds.
\]

A solution should be found in \( \tilde{V}_h(g_n) \times \tilde{Q}_h \).

Error estimates of finite element solutions

Following Franca–Stenberg [22], we will review error estimates for the GLS method and the penalty method of the Stokes problems.

**Lemma 1.10**

(i) \( a(\cdot, \cdot) \) is uniformly coercive i.e., there exists a positive constant \( \alpha_0 \) such that for all positive number \( h \)

\[
\inf_{v_h \in \tilde{V}_h} \frac{a(v_h, v_h)}{||v_h||^2_1} \geq \alpha_0.
\]

(ii) \( b(\cdot, \cdot) \) satisfies the uniform weak inf-sup condition, i.e., there exist positive constants \( \beta_0 \) and \( \beta_1 \) such that for all positive number \( h \) and \( q_h \in Q_h \)

\[
\sup_{v_h \in \tilde{V}_h} \frac{b(v_h, q_h)}{||v_h||_1} \geq \beta_0 ||q_h||_0 - \beta_1 |q_h|_h.
\]

Since \( V_h \subset V \), (i) is trivial. A proof of the uniform weak inf-sup condition (ii) is found in [22].

In the Slip Problem almost same results on the coerciveness and the uniform weak inf-sup condition hold on function spaces \( \tilde{V}_h \) defined in (1.34) and \( \tilde{Q}_h \) defined in (1.35).

**Lemma 1.11**

(i) There exist positive constants \( \alpha_0 \) and \( h_0 \) such that for all \( h \in (0, h_0) \)

\[
\inf_{v_h \in \tilde{V}_h} \frac{a_h(v_h, v_h)}{||v_h||^2_1} \geq \alpha_0.
\]

(ii) There exist positive constants \( \beta_0, \beta_1 \), and \( h_0 \) such that for all \( h \in (0, h_0) \) and \( q_h \in Q_h \)

\[
\sup_{v_h \in \tilde{V}_h} \frac{b_h(v_h, q_h)}{||v_h||_1} \geq \beta_0 ||q_h||_0 - \beta_1 |q_h|_h.
\]

A proof of the uniform coerciveness of \( a_h(\cdot, \cdot) \) is found in [44] and a proof of the uniform weak inf-sup condition of \( b_h(\cdot, \cdot) \) is found in [46].
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Proposition 1.2 We have

\[ A_\delta(v_h, q_h; v_h, -q_h) \geq \alpha_0 ||v_h||_1^2 + \delta |q_h|^2_h, \]  

for all \( v_h \in V_h \) and \( q_h \in Q_h \).

Lemma 1.12
(i) \( A_\delta(\cdot, \cdot; \cdot, \cdot) \) is uniformly bounded, i.e., there exists a positive constant \( A_1 \) such that for all positive \( h \) and \((u_h, p_h), (v_h, q_h) \in V_h \times Q_h \) that

\[ A_\delta(u_h, p_h; v_h, q_h) \leq A_1 ||(u_h, p_h)||_{V \times Q} ||(v_h, q_h)||_{V \times Q}. \]

(ii) \( A_\delta(\cdot, \cdot; \cdot, \cdot) \) satisfies a stability inequality, i.e., there exists a positive constant \( \alpha_1 \) such that for all positive \( h \)

\[ \inf_{(u_h, p_h) \in V_h \times Q_h} \sup_{(v_h, q_h) \in V_h \times Q_h} \frac{A_\delta(u_h, p_h; v_h, q_h)}{||u_h||_{V \times Q} ||v_h||_{V \times Q}} \geq \alpha_1. \]

Proof. The uniform boundedness (i) is easily obtained from the Schwarz inequality and (1.36). The stability inequality (ii) follows from the uniform coerciveness of \( a(\cdot, \cdot) \), the uniform weak inf-sup condition of \( b(\cdot, \cdot) \), the inequality (1.42), and the uniform boundedness (i). A complete proof is found in [22]. □

Theorem 1.4
(i) There exists a unique solution \((u_h, p_h) \in V_h(g) \times Q_h\) of the problem (1.40) or (1.41) for all positive \( \delta \).

(ii) Let \((u, p) \in H^2(\Omega)^3 \times H^1(\Omega)\) be the solution of (1.11) and (1.12). Let \((u_h, p_h) \in V_h(g) \times Q_h\) be the solution of the problem (1.40) or (1.41). There exists a positive constant \( c \) such that for all positive \( h \)

\[ ||u - u_h||_1 + ||p - p_h||_0 \leq c h \{ ||u||_2 + ||p||_1 \}. \]

Proof. Existence of a unique solution of problem (1.40) or (1.41) follows from Lemma 1.12 (ii) and Lemma 1.4. 

In case of the GLS type, let \((u_h, p_h) \in V_h(g) \times Q_h\) be the solution of (1.40). Let \( v_h \in V_h(g) \) and \( q_h \in Q_h \) be arbitrary functions. We have a consistency property on
the bilinear form $A^\text{GLS}_\delta(\cdot, \cdot)$ as follows:

$$A^\text{GLS}_\delta(u - u_h, p - p_h; v_h, q_h)$$

$$= a(u, v_h) + b(v_h, p) + b(u, q_h)$$

$$- \delta \sum_{K \in T_h} h_K^2 (2 \nabla \cdot D(u) + \nabla p, 2 \nabla \cdot D(v_h) + \nabla q_h; K)$$

$$- \left\{ a(u_h, v_h) + b(v_h, p_h) + b(u_h, q_h) - \delta \sum_{K \in T_h} h_K^2 (2 \nabla \cdot D(u) + \nabla p_h, 2 \nabla \cdot D(v_h) + \nabla q_h; K) \right\}$$

$$= (f, v_h) - \delta \sum_{K \in T_h} h_K^2 (2 \nabla \cdot D(u) + \nabla p, 2 \nabla \cdot D(v_h) + \nabla q_h; K)$$

$$- \left\{ (f, v_h) - \delta \sum_{K \in T_h} h_K^2 (f, 2 \nabla \cdot D(v_h) + \nabla q_h; K) \right\}$$

$$= -\delta \sum_{K \in T_h} h_K^2 (2 \nabla \cdot D(u) + \nabla p - f, 2 \nabla \cdot D(v_h) + \nabla q_h; K)$$

$$= 0.$$ 

Here the last equality is obtained from the fact that $(u, p) \in H^2(\Omega)^3 \times H^1(\Omega)$ is the solution of (1.1) and (1.2). Using the Schwarz inequality on the inner product on each element $K$, we obtain

$$\sup_{(w_h, r_h) \in V_h \times Q_h} \frac{A^\text{GLS}_\delta(u - v_h, p - q_h; w_h, r_h)}{||(w_h, r_h)||_{V \times Q}}$$

$$\leq A_2 \left(||(u - v_h, p - q_h)||_{V \times Q} + h||\nabla \cdot D(u)||_0 + |p - q_h|_h\right), \quad (1.43)$$

where $A_2$ is dependent on $\delta$, but independent of $h$. Combining Lemma 1.12 (ii) and the inequality (1.43), we obtain the following estimate from Theorem 1.2 (ii).

$$||(u - u_h, p - p_h)||_{V \times Q} \leq \left(1 + \frac{A_2}{\alpha_1}\right) ||(u - v_h, p - q_h)||_{V \times Q} + \frac{A_2}{\alpha_1} \left( h||\nabla \cdot D(u)||_0 + |p - q_h|_h\right).$$

The assertion follows from Lemma L.8 and Lemma L.9 (ii).

In case of the penalty type, let $(u_h, p_h) \in V_h(g) \times Q_h$ be the solution of (1.11). Let $v_h \in V_h(g)$ and $q_h \in Q_h$ be arbitrary functions. Then we have

$$A_\delta(u - u_h, p - p_h; v_h, q_h) = -\delta d(p, q_h).$$

Using the Schwarz inequality on the inner product on each element $K$, we obtain

$$|A_\delta(u - u_h, p - p_h; v_h, q_h)| \leq \delta|d(p, q_h)|$$

$$\leq \delta \left\{ \sum_{K \in T_h} h_K^2 (\nabla p, \nabla p; K) \right\}^{1/2}|q_h|_h$$

$$\leq c_0 h||\nabla p||_0||q_h||_0,$$
where $c_0 > 0$. Here the last inequality follows from the inequality (1.36). We have

$$
\sup_{(w_h,r_h) \in V_h \times Q_h} \frac{A_2(u - v_h, p - q_h; w_h, r_h)}{||(w_h, r_h)||_{V \times Q}} \leq A_3 \left(||(u - v_h, p - q_h)||_{V \times Q} + |q - q_h|_h\right),
$$

where $A_3$ is dependent on $\delta$, but independent of $h$. From Theorem 1.2 (i), we get

$$
||(u - u_h, p - p_h)||_{V \times Q} \leq \left(1 + \frac{A_3}{\alpha_1}\right) ||(u - v_h, p - q_h)||_{V \times Q} + \frac{A_3}{\alpha_1} |q - q_h|_h + h \frac{c_0}{\alpha_1} ||\nabla p||_0.
$$

This estimate leads to the desired result. □

In the Slip Problem, a similar result as Theorem 1.4 holds.

**Theorem 1.5**

(i) There exists a positive constant $h_0$ such that for all $h \in (0, h_0]$, problem (1.40) or (1.41) has a unique solution $(u_h, p_h) \in \tilde{V}(g_n) \times \tilde{Q}_h$.

(ii) Let $(u, p) \in H^2(\Omega)^3 \times H^1(\Omega)$ be the solution of (1.1) and (1.3). There exist positive constants $c$ and $h_0$ such that for all $h \in (0, h_0]$,

$$
||u - u_h||_1 + ||p - p_h||_0 \leq c h \{||u||_2 + ||p||_1\}.
$$

**Remark 1.5** We note that the weak form of the Stokes equations is of a saddle-point type, while the discretized variational problem with stabilization terms is not. The stability inequality in Lemma 1.12 (ii) plays a key role to guarantee the existence and uniqueness of the solution of the discretized variational problem.

### 1.6 Summary

In this chapter we have reviewed stabilized finite element methods for the Stokes equations with Dirichlet boundary conditions or slip boundary conditions. Considering the cost of 3-D computation, we used P1/P1 finite element approximation to the Stokes problem. Because P1/P1 combination does not satisfy the inf-sup condition, a stabilization technique of the GLS type or the penalty type was used. We have presented an abstract formulation of the finite element method including stabilization techniques, and have shown a finite element equation by discretized variational form in the solution space with stiffness matrix on the whole nodes. Unfortunately, the conventional solver in finite element codes has application limitations to finite element equations and is not applicable to general problems. Therefore, we use a Krylov subspace method that is applicable to any cases of finite element equations and is suitable for large-scale 3-D problems. We will show details of the solver for the Stokes problems in the next chapter.
Chapter 2

Parallel Solver for the Stokes Equations by Domain Decomposition and Iterative Methods

2.1 Introduction

Because it is required to produce a finite element solution of a large-scale 3-D problem in reasonable computation time with current computer resources, the solver should perform fast computation with small memory storage. Therefore, it is very important to construct an efficient solver for the finite element equations. It is also necessary that its algorithm should be simple for ease of implementation, and should be applicable to various problems. In the Stokes problem, several types of boundary conditions appear. An answer for fast computation is to use the conjugate gradient (CG) method [26], which has low computation cost and can be parallelized easily. We add projection operations to the CG method to treat boundary conditions and linear constraints. The CG method with a projection also satisfies the requirement for ease of implementation. To reduce memory requirements, we use a domain decomposition into congruent subdomains.

Conjugate gradient method with orthogonal projection

Using mixed finite element methods, the matrix form of the Stokes problem is written as

\[
\begin{pmatrix}
A & B^T \\
B & 0
\end{pmatrix}
\begin{pmatrix}
\tilde{u} \\
\tilde{p}
\end{pmatrix} =
\begin{pmatrix}
\tilde{f} \\
0
\end{pmatrix},
\]

where stiffness matrices \( A \) and \( B \) correspond to bilinear forms \( a(\cdot, \cdot) \) and \( b(\cdot, \cdot) \), respectively, and a load vector \( \tilde{f} \) corresponds to an external force. By elimination
of velocity, we obtain a linear system of pressure

\[ S\vec{p} = \vec{g}, \]

where \( S \) is a Schur complement defined by \( BA^{-1}B^T \) and \( \vec{g} = BA^{-1}\vec{f} \). When the kernel of the transposed matrix \( B^T \) is an empty set, \( S \) is positive definite and the CG method is applicable to the linear system. An efficient preconditioner is proposed in [16]. This method is called the pressure-matrix method [36]. We implemented this method on a parallel computer for 2-D problems [41]. The pressure-matrix method is also applicable to finite element equations obtained using stabilization techniques. However, there are two difficulties with this method. One is how to construct the matrix \( A \) that is positive definite and the matrix \( B \) whose transposed matrix \( B^T \) has the zero-dimension kernel with low computational cost for various types of boundary conditions. Unfortunately, in the problem considered in a spherical shell domain with the slip boundary conditions imposed, the kernel of the coefficient matrix of the Stokes problem has a dimension of four, corresponding to rigid body rotations and pressure lifting. The other difficulty is that, in a solver that consists of nested loops, an outer loop for pressure and an inner loop for velocity, execution of the nested loop may be slower than a single loop combining velocity and pressure.

We present a solver for the Stokes problems in the framework described in Section 1.3.2 where a discretized variational equation in the solution space is considered. Our solver deals with the discretized equations expressed with a stiffness matrix that is defined on all finite element nodes independently of the boundary conditions, and an orthogonal projection onto the solution space. In the solution space for the Stokes equations in a spherical shell domain with slip boundary conditions imposed, normal components of the velocity on the boundary nodes vanish and the rigid body rotations and pressure lifting are eliminated. Unfortunately, the generalized solver of conventional finite element codes, which is described precisely in Appendix A.1, is not applicable to the Stokes problem with slip boundary conditions. The solver can be applied under the condition that the dimension of the image of the matrix should be equal to the dimension of the solution space. However, this condition is not satisfied in the case of the Stokes problem with slip boundary conditions, because of perturbation from approximations by finite elements. On the other hand, our solver can deal with different types of boundary conditions in the same framework, and can be applied to the Stokes problem with slip boundary conditions.

Because the coefficient matrix of the Stokes problem with both unknown velocity and pressure is symmetric, although it is indefinite, we use the CG method. We also employ a preconditioning technique to improve the convergence of the CG method. Here an indefinite matrix is used as a preconditioning matrix. It is known that some algorithms can solve linear systems with indefinite symmetric matrices. The SYMMLQ and MINRES methods have been developed [34]; in these algorithms some preconditioners with positive definite matrices are applicable. For linear systems with unsymmetric matrices, the CSBCG method [4] has been proposed as a variant of the bi-conjugate gradient (BiCG) method [20] to avoid a kind of ‘break-
down’ in the execution of the method, and it is applicable to symmetric matrices. Such breakdowns of the BiCG method were investigated by Saad \cite{Saad39} and Joubert \cite{Joubert31}. The CG method consists of the simplest procedure in the Krylov subspace methods, however, it may stop without finding any solution of a linear equation with an indefinite matrix. Following works of Saad and Joubert, we obtain a necessary and sufficient condition for no-breakdown of the preconditioned CG (PCG) method. We verify that when a breakdown does not occur, the PCG method can find a solution in a Krylov subspace.

A domain decomposition into congruent subdomains

For domains having some form of symmetry or periodicity, several computational techniques have been developed to reduce the memory requirements. When a domain has a form of periodicity, by assuming a periodic solution, Zienkiewicz \cite{Zienkiewicz51} reduced the problem to one in a unit subdomain. When a domain has a form of symmetry, Bossavit \cite{Bossavit8} presented a strategy to reduce the size of a finite element problem by the group representation theory. Bonnet \cite{Bonnet9} extended this to the boundary integral equation method. In their approaches, no symmetry is assumed for the solution, although there is a restriction in the domain decomposition. Every subproblem should have the same type of boundary conditions imposed. We assume that a domain is decomposed into congruent subdomains that are images of a reference domain transformed by orthogonal matrices. Decompositions of the finite element matrix are performed independently of the boundary conditions. Therefore, more flexible decompositions can be adopted. Because the boundary conditions are treated by the projection operation, this strategy of the decomposition can be adopted. Unfortunately, multiplications of the orthogonal matrix at each nodal point, which cause additional costs, are necessary to transform stiffness matrices for velocity unknowns. If a domain has a form of symmetry, it can be decomposed into congruent subdomains that are transformed by orthogonal matrices whose components consist of $-1$, $0$, and $1$. Using this domain decomposition, the finite element matrices in the transformed subdomains are expressed by a sub-matrix in the reference subdomain by renumbering indices and changing signs. By this property, a finite element matrix in the whole domain can be produced from a sub-matrix in the reference subdomain. Therefore, we can drastically reduce the memory requirements using the domain decomposition into congruent subdomains.

Organization of this chapter

In Section 2.2, we present the finite element equation with an orthogonal projection for the Stokes problem with Dirichlet boundary conditions or slip boundary conditions. Second, we show the construction of orthogonal projections for both boundary conditions. In Section 2.3, we investigate the preconditioned conjugate gradient (PCG) method for indefinite symmetric matrices. We will show that with successful execution of the PCG method, a solution is obtained in a Krylov subspace.
Then, we introduce a preconditioner to the finite element equations of the Stokes problems and demonstrate the convergence of the PCG method by numerical experiments. In Section 2.4, we show an algorithm to reduce the memory requirements for the stiffness matrices using domain decomposition into congruent subdomains. The properties of the transformation of the scalar- and vector-valued finite element bases and the finite element matrices are presented. We show numerical results of reducing the memory for stiffness matrix in a spherical shell domain. In Section 2.5, we present a parallel computation algorithm for a multiplication of a matrix by a vector using domain decomposition into congruent subdomains. We show that the domain decomposition algorithm is useful not only in parallel computation with a shared-memory parallel computer, but also in serial computations with workstations and vector computers.

2.2 Finite element equation with orthogonal projection that deals with boundary conditions and linear constraints

2.2.1 Finite element basis and finite element matrices

Finite element basis

Let \( n_G \) be the number of nodes in \( \Omega \). We define an index set \( \Lambda_G := \{1, 2, \ldots, n_G\} \) and denote a node by \( P_\mu \) for \( \mu \in \Lambda_G \). Let \( \Lambda_G \subset \Lambda_G \) be an index set of node on the boundary \( \Gamma \):

\[
P_\mu \in \Gamma \quad (\mu \in \Lambda_G).
\]

We set \( n_\Gamma := \#\Lambda_G \), where \# stands for the total number of elements of the set. Let \( \Lambda_S \) be an index set defined by \( \{1, 2, \ldots, n_S\} \), where \( n_S = n_G \) and \( \{\psi_\mu\}_{\mu \in \Lambda_S} \) be a finite element basis of \( S_h \) (scalar-valued P1 finite element space, see Section 1.5 for its definition). The finite element basis satisfies

\[
\psi_\mu(P_\nu) = \delta_{\mu \nu} \quad (\mu, \nu \in \Lambda_G),
\]

where \( \delta_{\mu \nu} \) is the Kronecker delta. Let \( \Lambda_X := \{1, 2, \ldots, n_X\} \) be an index set and \( \{\varphi_\alpha\}_{\alpha \in \Lambda_X} \) be a finite element basis of \( X_h \) (vector-valued P1 finite element space). We associate a pair \( [\alpha_0, k] \) of a node index and a component index with an index \( \alpha \in \Lambda_X \) and identify them as

\[
\alpha = [\alpha_0, k] \quad (\alpha_0 \in \Lambda_G, \ k \in \{1, 2, 3\}).
\]

The basis of \( X_h \) satisfies

\[
[\varphi_\alpha(P_\beta)]_l = \delta_{\alpha \beta} \quad (\alpha, \beta = [\beta_0, l] \in \Lambda_X).
\]

We note that the vector-valued basis is expressed by the scalar-valued basis as

\[
[\varphi_\alpha]_l = \delta_{k l} \psi_{\alpha_0} \quad (\alpha = [\alpha_0, k] \in \Lambda_X, l = 1, 2, 3).
\]
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Finite element matrices

Let $A, B, D, M_1$ and $M_0$ be stiffness and mass matrices defined by

\begin{align}
[A]_{\alpha \beta} &:= a(\varphi_\beta, \varphi_\alpha; \Omega), \\
[B]_{\mu \beta} &:= b(\varphi_\beta, \psi_\mu; \Omega), \\
[M_1]_{\alpha \beta} &:= (\varphi_\beta, \varphi_\alpha; \Omega), \\
[D]_{\mu \nu} &:= d(\psi_\nu, \psi_\mu; \Omega), \\
[M_0]_{\mu \nu} &:= (\psi_\nu, \psi_\mu; \Omega).
\end{align}

We note that the sizes of matrices $A, B, M_1, D$, and $M_0$ are $n_X \times n_X$, $n_S \times n_X$, $n_X \times n_S$, and $n_S \times n_S$, respectively. In the Slip Problem, the stiffness and mass matrices are computed in $\Omega_h$. The stiffness and mass matrices are independent of the boundary conditions, therefore each matrix is generated by the same procedure in both the Dirichlet Problem and Slip Problem except for the difference of the domains concerned, $\Omega$ and $\Omega_h$.

2.2.2 Solution space for a finite element equation

Case of Dirichlet boundary conditions

In the Dirichlet Problem we define an index set $\Lambda_D$ for the Dirichlet data on the boundary by

$$\Lambda_D := \{\beta = [\beta_0, \beta_1] \in \Lambda_X; \beta_0 \in \Lambda_\Gamma, \beta_1 \in \{1, 2, 3\}\}.$$  
We put $n_D := \#\Lambda_D = 3n_\Gamma$. We define an affine space $\bar{V}(g)$, and vector spaces $\bar{V}$ and $\bar{Q}$ by

$$\bar{V}(g) := \{\bar{v} \in \mathbb{R}^{n_X}; (\bar{v}, \bar{v}^{(\beta)})_{\mathbb{R}^{n_X}} = [g(P_{\beta_0})]_{\beta_1}, (\beta \in \Lambda_D)\},$$

$$\bar{V} := \bar{V}(0),$$

$$\bar{Q} := \{\bar{q} \in \mathbb{R}^{n_S}; (\bar{q}, M_0 \bar{1})_{\mathbb{R}^{n_S}} = 0\},$$

corresponding to the finite element affine space $V_h(g)$ and the finite element spaces $V_h$ and $Q_h$, respectively. Dimensions of $\bar{V}$ and $\bar{Q}$ are denoted by $n_V$ and $n_Q$, respectively. We note that $n_V = n_X - n_D$ and $n_Q = n_S - 1$. Here $\bar{v}^{(\beta)} \in \mathbb{R}^{n_X}$ is a unit vector: $[\bar{v}^{(\beta)}]_\gamma = \delta_{\beta \gamma}$, and $\bar{1} = (1, 1, \ldots, 1)^T$. Let $P_{\bar{V}}$ and $P_{\bar{Q}}$ be the orthogonal projections defined by

$$P_{\bar{V}} \bar{u}, \bar{v})_{\mathbb{R}^{n_X}} = (\bar{u}, \bar{v})_{\mathbb{R}^{n_X}} \text{ for all } \bar{v} \in \bar{V},$$

$$P_{\bar{Q}} \bar{p}, \bar{q})_{\mathbb{R}^{n_S}} = (\bar{p}, \bar{q})_{\mathbb{R}^{n_S}} \text{ for all } \bar{q} \in \bar{Q}.$$  
The projections are expressed as

$$P_{\bar{V}} \bar{u} = \bar{u} - \sum_{\beta \in \Lambda_D} (\bar{u}, \bar{v}^{(\beta)})_{\mathbb{R}^{n_X}} \bar{v}^{(\beta)},$$

$$P_{\bar{Q}} \bar{p} = \bar{p} - (\bar{p}, \bar{m})_{\mathbb{R}^{n_S}} \bar{m},$$
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For the penalty type method we set

\[ f_1 = 0 \]

Case of slip boundary conditions

In the Slip Problem we prepare vectors \( \{ \vec{n}^{(j)} \}_{j \in \Lambda_T} \subset \mathbb{R}^{n_x} \) corresponding to the unit outer normal \( n_\Omega \in \mathbb{R}^3 \) to the boundary and \( \{ \vec{v}^{(j)} \}_{j=1,2,3} \subset \mathbb{R}^{n_x} \) corresponding to the rigid body rotations defined by

\[
\begin{align*}
\vec{n}^{(j)}|_\alpha &= \delta_{j \alpha_0} n_\Omega(P_j)_{\alpha_1} \\
\vec{v}^{(j)}|_\alpha &= [v^{(j)}(P_{\alpha_0})]_{\alpha_1} \\
\end{align*}
\]

We note that

\[(\vec{n}^{(i)}, \vec{n}^{(j)})_{\mathbb{R}^{n_x}} = \delta_{ij} \quad (i, j \in \Lambda_T).\]

We define affine spaces \( \hat{W}(g_n), \hat{V}(g_n) \) and vector spaces \( \hat{W}, \hat{V}, \) and \( \hat{Q} \) by

\[
\begin{align*}
\hat{W}(g_n) &= \{ \vec{v} \in \mathbb{R}^{n_x} ; (\vec{v}, \vec{n}^{(j)})_{\mathbb{R}^{n_x}} = g_n(P_j) \quad (j \in \Lambda_T) \} \\
\hat{W} &= \hat{W}(0) \\
\hat{V}(g_n) &= \{ \vec{v} \in \hat{W}(g_n) ; (M_1 \vec{v}, \vec{v}^{(j)})_{\mathbb{R}^{n_x}} = 0 \quad (j \in \{1, 2, 3\}) \} \\
\hat{V} &= \hat{V}(0) \\
\hat{Q} &= \{ \vec{q} \in \mathbb{R}^{n_s} ; (M_0 \vec{q}, \vec{1})_{\mathbb{R}^{n_s}} = 0 \}.
\end{align*}
\]

Dimensions of \( \hat{V} \) and \( \hat{Q} \) are denoted by \( n_V \) and \( n_Q \), respectively. We note that \( n_V = n_X - n_T - 3 \) and \( n_Q = n_S - 1 \). Let \( P_{\hat{V}} \) and \( P_{\hat{Q}} \) be the orthogonal projections defined by

\[
\begin{align*}
(P_{\hat{V}} \vec{u}, \vec{v})_{\mathbb{R}^{n_x}} &= (\vec{u}, \vec{v})_{\mathbb{R}^{n_x}} \quad \text{for all } \vec{v} \in \hat{V}, \\
(P_{\hat{Q}} \vec{p}, \vec{q})_{\mathbb{R}^{n_s}} &= (\vec{p}, \vec{q})_{\mathbb{R}^{n_s}} \quad \text{for all } \vec{q} \in \hat{Q}.
\end{align*}
\]

Let vectors \( \{ \vec{w}^{(j)} \}_{j=1,2,3} \) satisfy

\[
\begin{align*}
\text{span}\{\vec{n}^{(i)}\}_{i \in \Lambda_T}, \{\vec{w}^{(j)}\}_{j=1,2,3} &= \text{span}\{\vec{n}^{(i)}\}_{i \in \Lambda_T}, \{M_1 \vec{v}^{(j)}\}_{j=1,2,3}, \\
(\vec{w}^{(j)}, \vec{n}^{(i)})_{\mathbb{R}^{n_x}} &= 0 \quad (j = 1, 2, 3, i \in \Lambda_T), \\
(\vec{w}^{(j)}, \vec{w}^{(i)})_{\mathbb{R}^{n_x}} &= \delta_{ij} \quad (i, j = 1, 2, 3),
\end{align*}
\]

where \( \vec{m} := M_0 \vec{1}/||M_0 \vec{1}||_{\mathbb{R}^{n_S}} \). For the GLS type method, we define load vectors \( \vec{f}_1 \in \mathbb{R}^{n_x} \) and \( \vec{f}_2 \in \mathbb{R}^{n_s} \) by

\[
\begin{align*}
[\vec{f}_1]_\alpha &= (f, \varphi_\alpha) \\
[\vec{f}_2]_\mu &= -\delta \sum_{K \in \mathcal{T}_h} h_K^2 (f, \nabla \psi_\mu ; K) \quad (\mu \in \Lambda_S).
\end{align*}
\]
and let $\vec{m} := \frac{M_0}{||M_0||_{R^N_S}}$. Here $\{\vec{w}^{(j)}\}_{j=1,2,3}$ can be generated by the Gram–Schmidt orthogonization process. Then the projections are expressed as

$$P_{\vec{V}}\vec{u} = \vec{u} - \sum_{i \in \Lambda} (\vec{u}, \vec{n}^{(i)})_{R^n_X} \vec{n}^{(i)} - \sum_{1 \leq j \leq 3} (\vec{u}, \vec{w}^{(j)})_{R^n_X} \vec{w}^{(j)},$$

$$P_{\vec{Q}}\vec{p} = \vec{p} - (\vec{p}, \vec{m})_{R^n_S} \vec{m}.$$  

We define load vectors $\vec{f}_1 \in R^{n_X}$ and $\vec{f}_2 \in R^{n_S}$ for the GLS type method by

$$[f_1]_{\alpha} := (f, \varphi_\alpha)_h + 2 \int_{\Gamma_h} g_t \cdot \varphi_\alpha \, ds \quad (\alpha \in \Lambda_X),$$

$$[f_2]_{\mu} := -\delta \sum_{K \in T_h} h_K^2 (f, \nabla \psi_\mu; K) \quad (\mu \in \Lambda_S).$$

For the penalty type method we set $\vec{f}_2 = 0$.

2.2.3 A Finite element equation of the Stokes problem

The stabilized finite element method (1.40) or (1.41) is equivalent to a problem to find $(\vec{u}, \vec{p}) \in \vec{V}(g) \times \vec{Q}$ satisfying

$$\begin{align*}
(A\vec{u}, \vec{v})_{R^n_X} + (B\vec{v}, \vec{p})_{R^n_S} &= (f_1, \vec{v})_{R^n_X}, \quad (2.6a) \\
(B\vec{u}, \vec{q})_{R^n_S} - \delta(D\vec{p}, \vec{q})_{R^n_S} &= (f_2, \vec{q})_{R^n_S}, \quad (2.6b)
\end{align*}$$

for all $(\vec{v}, \vec{q}) \in \vec{V} \times \vec{Q}$. In the penalty method $\vec{f}_2 = 0$. This pair of the equations can be rewritten in a matrix form including the orthogonal projections, as to find $(\vec{u}_0, \vec{p}) \in \vec{V} \times \vec{Q}$ satisfying

$$\begin{pmatrix}
P_{\vec{V}} & 0 \\
0 & P_{\vec{Q}}
\end{pmatrix}
\begin{pmatrix}
A & B^T \\
B & -\delta D
\end{pmatrix}
\begin{pmatrix}
P_{\vec{V}} & 0 \\
0 & P_{\vec{Q}}
\end{pmatrix}
\begin{pmatrix}
\vec{u}_0 \\
\vec{p}
\end{pmatrix}
= \begin{pmatrix}
P_{\vec{V}}(f_1 - A\vec{u}_g) \\
P_{\vec{Q}}(f_2 - B\vec{u}_g)
\end{pmatrix}, \quad (2.7)$$

where $\vec{u}_g$ belongs to $\vec{V}(g)$. Then, $(\vec{u}, \vec{p}) = (\vec{u}_0 + \vec{u}_g, \vec{p})$ is a solution of the problem (2.6).

We define an $(n_X + n_S) \times (n_X + n_S)$ matrix $\mathcal{A}$ to represent the coefficient matrix in the linear system (2.7),

$$\mathcal{A} := \begin{pmatrix}
P_{\vec{V}} & 0 \\
0 & P_{\vec{Q}}
\end{pmatrix}
\begin{pmatrix}
A & B^T \\
B & -\delta D
\end{pmatrix}
\begin{pmatrix}
P_{\vec{V}} & 0 \\
0 & P_{\vec{Q}}
\end{pmatrix}.$$

We can find numbers of positive, zero and negative eigenvalues of $\mathcal{A}$. Let $\{\lambda_i\}$ be eigenvalues of $\mathcal{A}$. 
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Proposition 2.1
(i) $A$ is regular in $\vec{V} \times \vec{Q}$.
(ii) It holds that
\[
\begin{align*}
\# \{ \lambda_i > 0 \} &= n_V, \\
\# \{ \lambda_i = 0 \} &= (n_X + n_S) - (n_V + n_Q), \\
\# \{ \lambda_i < 0 \} &= n_Q. 
\end{align*}
\]
Here $n_V = n_X - n_D$ in the Dirichlet Problem, $n_V = n_X - n_T - 3$ in the Slip Problem, and $n_Q = n_S - 1$ in both cases.

Proof. The statement (i) follows from the property of the linear system of finite element equations in the abstract framework described in Section 1.3.4. We will prove only (ii). Since $A$ is regular in $\vec{V}$ and $D$ is regular in $\vec{Q}$, we have
\[
(P_{\vec{V}} A P_{\vec{V}}) (P_{\vec{V}} A P_{\vec{V}}) = P_{\vec{V}}, \quad (P_{\vec{Q}} D P_{\vec{Q}}) (P_{\vec{Q}} D P_{\vec{Q}}) = P_{\vec{Q}}.
\]
Therefore we obtain
\[
A = \begin{pmatrix}
P_{\vec{V}} A P_{\vec{V}} & P_{\vec{V}} B^T P_{\vec{Q}} \\
P_{\vec{Q}} B P_{\vec{V}} & -\delta P_{\vec{Q}} D P_{\vec{Q}}
\end{pmatrix}
= \begin{pmatrix}
I_{n_X} & 0 & (P_{\vec{V}} A P_{\vec{V}}) (P_{\vec{V}} A P_{\vec{V}}) \\
(P_{\vec{Q}} B P_{\vec{V}}) (P_{\vec{V}} A P_{\vec{V}})^T & I_{n_S} & 0 & 0 & -S_D \\
0 & 0 & I_{n_X} & 0 & (P_{\vec{V}} A P_{\vec{V}}) (P_{\vec{V}} B^T P_{\vec{Q}})
\end{pmatrix},
\]
where $I_n$ is the identity matrix in $\mathbb{R}^n$ and $S_D$ is a Schur complement matrix of $A$ defined as
\[
S_D := \delta P_{\vec{Q}} D P_{\vec{Q}} + (P_{\vec{Q}} B P_{\vec{V}}) (P_{\vec{V}} A P_{\vec{V}}) (P_{\vec{V}} B^T P_{\vec{Q}}).
\]
Since $A$ is positive definite on $\vec{V}$ and $D$ is positive definite on $\vec{Q}$, $S_D$ is positive definite on $\vec{Q}$ for $\delta > 0$. The assertion follows from the Sylvester law of inertia [24].

\[\square\]

Remark 2.1 We employ a preconditioned conjugate gradient method to solve equation (2.7). The computation procedure of the CG method consists of scalar-vector multiplication, matrix-vector multiplication, vector addition, and inner product of vectors. Therefore it need not know exactly each entry of the matrix, in fact, it is sufficient to get the values of matrix-vector products. Of course, we can get each element of an $(n_V + n_Q) \times (n_V + n_Q)$ matrix from the matrix $A$ with an appropriate basis of $R(A)$. We note that the obtained matrix is regular and we can use a direct method to solve such a linear system with the matrix. However, that procedure is very costly and not suitable for large-scale computation from the viewpoint of both memory requirements and computation speed. In our approach, the stiffness matrix is generated on all finite element nodes and operations of orthogonal projection are performed by procedures of inner product. Therefore, our solver is simple and easy to implement. Efficiency in the large-scale computing will be shown in Sections 2.5.2 and 3.7.
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Remark 2.2 We note that the generalized version of a finite element solver in conventional codes, which is described as Algorithm A.1 in Appendix A.1, is applicable to the finite element equation of the Dirichlet Problem, but it is not applicable to the Slip Problem. Algorithm A.1 is feasible under an assumption on the dimension of the stiffness matrix. In the Slip Problem, this condition is not satisfied due to the following reason. To satisfy the assumption, surface integrations of outer normal components of finite element base functions should vanish. The spherical shell domain is approximated by a polyhedral domain in the Slip Problem. Hence, the integration is considered on the surface of the polyhedron that differs from the smooth surface of the spherical shell domain. Due to this perturbation caused by the approximation of the domain, the surface integrations of outer normal components of the finite element base functions do not vanish. Details are shown in Appendix A.2.
2.3 Preconditioned conjugate gradient solver for the Stokes equations

2.3.1 Preconditioned CG solver for indefinite linear systems

In this section we omit the symbol “vec” from the vector and the subscript $\mathbb{R}^N$ from the inner product of vectors, i.e., we write $u$ in place of $\vec{u}$ and $(\cdot, \cdot)$ in place of $(\cdot, \cdot)_{\mathbb{R}^N}$.

Let $A$ be an $N \times N$ real symmetric matrix with $\text{dim} R(A) = M$, where $0 < M \leq N$. We note that $A$ may be indefinite, i.e., it may have positive, zero, and negative eigenvalues. Let $b \in R(A)$. We consider the problem to find $x \in R(A)$ satisfying

$$Ax = b \quad (2.8)$$

There exists a unique solution $x = A^\dagger b \in R(A)$. Here $A^\dagger$ is the pseudo-inverse (the Moore–Penrose inverse) of $A$. Let $P$ be the orthogonal projection of $\mathbb{R}^N$ onto $R(A)$,

$$(Pu, v) = (u, v) \quad \text{for all } v \in R(A).$$

Let $Q$ be an $N \times N$ real symmetric matrix with $R(Q) = R(A)$. We call $Q$ ‘preconditioner’. It is desirable that $QA$ approximates $P$ and $AQ$ approximates $P$ in real computations. We study an algorithm to solve the linear system $(2.8)$ with preconditioner $Q$.

Algorithm 2.1 PCG Algorithm

\begin{align*}
x_0 & \in R(A), \\
r_0 & := b - Ax_0, \\
p_0 & := Qr_0, \\
do & \ n = 0, 1, \ldots, \text{until } r_n = 0 \\
\alpha_n & := (Qr_n, r_n)/(Ap_n, p_n), \\
x_{n+1} & := x_n + \alpha_n p_n, \\
r_{n+1} & := r_n - \alpha_n Ap_n, \\
\beta_n & := (Qr_{n+1}, r_{n+1})/(Qr_n, r_n), \\
p_{n+1} & := Qr_{n+1} + \beta_n p_n, \\
enddo.
\end{align*}

Usually the preconditioned CG method is used to solve a linear system with a positive definite matrix. A preconditioning matrix $Q$ is also selected as a positive definite matrix. The convergence of the CG method for the positive definite matrix is shown in many text books, e.g. in [2, 24]. For the linear system with the symmetric matrix including positive and zero eigenvalues, behavior of the convergence of the CG method is reported in [32]. For the linear system with the symmetric matrix
including positive and negative eigenvalues, the SYMMLQ and MINRES methods are developed \[34\], where preconditioners with positive definite matrices are applicable. Algorithm 2.1 restricted to the symmetric positive definite matrices \(A\) and \(Q\) is found in \[3\]. However, in our study, we apply the CG method with an indefinite symmetric preconditioner to a linear system with an indefinite symmetric matrix. The idea of use of indefinite matrix as a preconditioner is found in the paper on the CSBCG method \[4\].

The preconditioned CG method for a general symmetric matrix is regarded as a variant of the bi-conjugate gradient (BiCG) method \[20\]. We recall the BiCG method to solve \(Ax = b\).

**Algorithm 2.2 BiCG Algorithm**

\[
\begin{align*}
& x_0 : \text{ initial vector}, \\
& r_0 := b - Ax_0, \\
& r_0^* : \text{ initial 'shadow' residual}, \\
& p_0 := r_0, \\
& p_0^* := r_0^*, \\
& \text{do } n = 0, 1, \ldots, \text{ until } r_n = 0 \\
& \alpha_n := (r_n, r_n^*)/(A p_n, p_n^*), \\
& x_{n+1} := x_n + \alpha_n p_n, \\
& r_{n+1} := r_n - \alpha_n A p_n, \\
& r_{n+1}^* := r_{n+1}^* - \alpha_n A^T p_n^*, \\
& \beta_n := (r_{n+1}, r_{n+1}^*)/(r_n, r_n^*), \\
& p_{n+1} := r_{n+1} + \beta_n p_n, \\
& p_{n+1}^* := r_{n+1}^* + \beta_n p_n^*, \\
& \text{enddo.}
\end{align*}
\]

The procedure of the PCG Algorithm is equivalent to the BiCG method with selection of the initial 'shadow' residual \(r_0^* = Q^\dagger r_0\), for the linear system \(QAx = Qb\).

It is clear from rewriting \(r_n\) by \(Q r_n\) and \(p_n^*\) by \(Q^\dagger p_n^*\).

The linear system is rewritten by using the initial vector \(x_0\) and the initial residual \(r_0\) as the problem to find \(y \in R(A)\) satisfying

\[Ay = b - Ax_0 = r_0.\]  
(2.9)

A solution \(x_0 + y\) is equal to the solution of \[2.8\]. The Krylov subspace is defined with \(A, b,\) and \(n\) by

\[K_n(A, b) := \text{span}[b, Ab, \ldots, A^{n-1}b].\]
Let \( N_1 \) be a number defined by

\[
N_1(QA, Qr_0) := \min \{n; \ K_n(QA, Qr_0) = K_{n+1}(QA, Qr_0)\}.
\]

**Remark 2.3**

(i) We note that

\[
K_1(QA, Qr_0) \subset K_2(QA, Qr_0) \subset \cdots \subset K_{N_1}(QA, Qr_0) = K_{N_1+1}(QA, Qr_0) = \cdots
\]

and \( K_{N_1}(QA, Qr_0) \) is the largest Krylov subspace generated by \( QA \) and \( Qr_0 \).

(ii) We have the following relations in Krylov subspaces generated by \( AQ \) and \( r_0 \):

\[
K_1(AQ, r_0) \subset K_2(AQ, r_0) \subset \cdots \subset K_{N_1}(AQ, r_0) = K_{N_1+1}(AQ, r_0) = \cdots
\]

Here \( K_{N_1}(AQ, r_0) \) is the largest Krylov subspace.

**Proposition 2.2** There exist \( \{\gamma_i\}_{i=0}^{N_1-1} \) with \( \gamma_0 \neq 0 \), satisfying

\[
(QA)^{N_1-1}r_0 = \sum_{i=0}^{N_1-1} \gamma_i(AQ)^i r_0.
\]

**Proof.** We will show it by a contradiction. We assume that \( \gamma_0 = 0 \). Then we would have

\[
(QA)^{N_1-1}r_0 = \sum_{i=1}^{N_1-1} \gamma_i(AQ)^i r_0.
\]

Multiplying \( Q^\dagger A^\dagger \) on both sides, we could get

\[
(QA)^{N_1-1}r_0 = \sum_{i=1}^{N_1-1} \gamma_i(AQ)^i r_0 \in K_{N_1-1}(AQ, r_0).
\]

This contradicts the fact that \( K_{N_1}(AQ, r_0) \) is the largest Krylov subspace generated by \( AQ \) and \( r_0 \). \( \square \)

**Lemma 2.1** A solution of (2.9) is found in the largest Krylov subspace:

\[
A^\dagger r_0 \in K_{N_1}(QA, Qr_0).
\]

**Proof.** Since \( \gamma_0 \neq 0 \), from Proposition 2.2, we have

\[
r_0 = \frac{1}{\gamma_0} \left\{ (AQ)^{N_1}r_0 - \sum_{i=1}^{N_1-1} \gamma_i (AQ)^i r_0 \right\}.
\]

Multiplying \( A^\dagger \) to both sides, we obtain

\[
A^\dagger r_0 = \frac{1}{\gamma_0} \left\{ (QA)^{N_1-1}Qr_0 - \sum_{i=1}^{N_1-1} \gamma_i (QA)^i r_0 \right\} \in K_{N_1}(QA, Qr_0). \square
\]
Lemma 2.2 Suppose that matrix $A$ be regular in $K_{N_1}(QA, Qr_0)$. Let $u \in K_{N_1}(QA, Qr_0)$ be a solution of the problem satisfying

$$(Au - r_0, y) = 0 \quad \text{for all } y \in K_{N_1}(QA, Qr_0). \quad (2.10)$$

Then $u$ satisfies

$$(Au - r_0, y) = 0 \quad \text{for all } y \in R(A).$$

Proof. A vector $u_1 = A^+r_0 \in K_{N_1}(QA, Qr_0)$ satisfies

$$(Au_1 - r_0, y) = 0 \quad \text{for all } y \in R(A).$$

From $K_{N_1}(QA, Qr_0) \subset R(A)$, we have

$$(Au_1 - r_0, z) = 0 \quad \text{for all } z \in K_{N_1}(QA, Qr_0).$$

Since the problem $(2.10)$ has a unique solution, we have $u_1 = u$. \(\Box\)

The *PCG Algorithm* may stop without finding the solution of $(2.9)$, $A^+r_0$, due to division by zero. Since $A$ and $Q$ are indefinite, $(Ap_n, p_n)$ and $(Qr_{n+1}, r_{n+1})$ may vanish. We call such a situation ‘breakdown’ of the *PCG Algorithm*. We are going to show a necessary and sufficient condition for no-breakdown of the *PCG Algorithm*.

Lemma 2.3 Let $n$ be a number equal to or smaller than $N_1(QA, Qr_0)$. Assume that for all number $l \ (0 \leq l < n)$,

$$(Ap_l, p_l) \neq 0 \quad \text{and} \quad (Qr_l, r_l) \neq 0.$$\]

Then for all number $m \ (1 \leq m \leq n)$ the followings hold:

(a) $(r_m, z) = 0 \quad \text{for all } z \in K_m(QA, Qr_0)$,

(b) $(Ap_m, z) = 0 \quad \text{for all } z \in K_m(QA, Qr_0)$,

(c) span$[Qr_0, Qr_1, \ldots Qr_m] = \text{span}[p_0, p_1, \ldots p_m] = K_{m+1}(QA, Qr_0)$.\]

Proof. We will prove it by induction. When $n = 1$, we can show (a), (b), and (c) as follows. We first obtain (a),

$$(r_1, Qr_0) = (r_0 - \alpha_0 Ap_0, Qr_0)$$

$$= (r_0, Qr_0) - \alpha_0 (Ap_0, Qr_0)$$

$$= (Qr_0, r_0) - \frac{(Qr_0, r_0)}{(Ap_0, p_0)} (Ap_0, p_0)$$

$$= 0.$$
Second, we obtain (b), by virtue of symmetry of both $A$ and $Q$,

$$(Ap_1, Qr_0) = (Qr_1 + \beta_0 p_0, Ap_0)$$

$$= (Qr_1 + \beta_0 p_0, \frac{1}{\alpha_0} (r_0 - r_1))$$

$$= \frac{1}{\alpha_0} (Qr_1, r_0) - \frac{\beta_0}{\alpha_0} (p_0, r_1)$$

$$= \frac{1}{\alpha_0} (r_1, Qr_0) - \frac{\beta_0}{\alpha_0} (r_1, Qr_0)$$

$$= 0.$$

Here $\alpha_0 \neq 0$ from the assumption with $n = 1$, i.e., $(Ap_0, p_0) \neq 0$ and $(Qr_0, r_0) \neq 0$.

Finally, we note that (c) follows from definitions of $r_1$, $p_0$, and $p_1$, and that $\alpha_0 \neq 0$. We assume that when $n = k$, (a), (b), and (c) are valid. Since (c) holds when $m = k$, any $z \in K_{k+1}(QA, Qr_0)$ is expressed by

$$z = z_0 + \gamma_1 p_k,$$

where $z_0 \in K_k(QA, Qr_0)$ and $\gamma_1 \in \mathbb{R}$. We first show that (a) holds for $m = k + 1$. We note that $Ap_{k+1}$ is orthogonal to both $z_0$ and $p_k$. In fact, we have, by virtue of (a) when $m = k + 1$ and (b) when $m = k$,

$$(r_{k+1}, z_0) = (r_k - \alpha_k Ap_k, z_0)$$

$$= (r_k, z_0) - \alpha_k (Ap_k, z_0)$$

$$= 0.$$

Further, we have, by virtue of (a) when $m = k$ and (c) when $m = k - 1$,

$$(r_{k+1}, p_k) = (r_k, p_k) - \alpha_k (Ap_k, p_k)$$

$$= (r_k, p_k) - \frac{(Qr_k, r_k)}{(Ap_k, p_k)} (Ap_k, p_k)$$

$$= (r_k, Qr_k + \beta_{k-1} p_{k-1}) - (Qr_k, r_k)$$

$$= \beta_{k-1} (r_k, p_{k-1})$$

$$= 0.$$

Second, we show that (b) holds for $m = k + 1$. We note that $Ap_{k+1}$ is orthogonal to both $z_0$ and $p_k$. In fact, we have, by virtue of (a) when $m = k + 1$ and (b) when $m = k$,

$$(Ap_{k+1}, z_0) = (A(Qr_{k+1} + \beta_k p_k), z_0)$$

$$= (r_{k+1}, QA z_0) + \beta_k (Ap_k, z_0)$$

$$= 0.$$
Further, we have, by virtue of (a) when $m = k + 1$ and (c) when $m = k$,

$$(Ap_{k+1}, p_k) = (Qr_{k+1}, Ap_k) + \beta_k(Ap_k, p_k)$$

$$= (Qr_{k+1}, 1/\alpha_k (r_k - r_{k+1})) + \beta_k(Ap_k, p_k)$$

$$= 1/\alpha_k (r_{k+1}, Qr_k) - (Ap_k, p_k)/(Qr_{k+1}, r_{k+1}) + (Qr_{k+1}, r_{k+1})(Ap_k, p_k)$$

$$= 0.$$

Finally, we note that (c) follows from definitions of $r_{m+1}$ and $p_{m+1}$ and that $\alpha_m \neq 0$. □

**Lemma 2.4** Let $n$ be a number that satisfies $0 \leq n < N_1$. Then following two statements are equivalent.

(a) $(Ap_l, p_l) \neq 0$ and $(Qr_l, r_l) \neq 0$ $(0 \leq l \leq n)$.

(b) $A$ is regular in $K_{l+1}(AQ, Qr_0)$ and $Q$ is regular in $K_{l+1}(AQ, r_0)$ $(0 \leq l \leq n)$.

**Proof.** We assume that (a) holds. Then, we have $A$ is regular in $K_{l+1}(AQ, Qr_0)$. Since $K_{l+1}(QA, Qr_0) = \operatorname{span}[p_0, p_1, \ldots, p_l]$, any $y \in K_{l+1}(QA, Qr_0)$ is expressed by

$$y = \sum_{j=0}^l \alpha_j p_j.$$

From Lemma 2.3, we have

$$(Ay, p_k) = (A \sum_{j=0}^l \alpha_j p_j, p_k) = \sum_{j=0}^l \alpha_j (Ap_j, p_k) = \alpha_k(Ap_k, p_k),$$

for all $k$ $(0 \leq k \leq l)$. By the assumption $(Ap_k, p_k) \neq 0$ for all $k$ $(0 \leq k \leq l)$, we get $y = 0$ as a solution of the problem to find vector $y \in K_{l+1}(QA, Qr_0)$ satisfying

$$(Ay, z) = 0 \quad \text{for all } z \in K_{l+1}(QA, Qr_0).$$

Therefore, we can obtain that $A$ is regular in $K_{l+1}(QA, Qr_0)$. The regularity of $Q$ in $K_{l+1}(AQ, r_0)$ is obtained in the same manner.

We assume that (b) holds. We show that (a) holds by induction. When $n = 0$, by definition of $p_0 = Qr_0$, we have $(Ap_0, p_0) \neq 0$. For $0 \leq l \leq n$, we assume that (a) and (b) are equivalent, and for $l = n + 1$, (b) holds. $(Ap_{n+1}, p_{n+1}) = 0$ leads to a contradiction as follows. Any $z \in K_{n+2}(QA, Qr_0)$ is expressed by

$$z = z_0 + \gamma_1 p_{n+1},$$

where $z_0 \in K_{n+1}(QA, Qr_0)$ and $\gamma_1 \in \mathbb{R}$. By Lemma 2.3 we would get

$$(Ap_{n+1}, z) = 0 \quad \text{for all } z \in K_{n+2}(QA, Qr_0).$$

Since $A$ is regular in $K_{n+2}(QA, Qr_0)$, we would obtain that $p_{n+1} = 0$. This contradicts (c) with $m = n + 1$ in Lemma 2.3. We also find $(Qr_l, r_l) \neq 0$ in the same manner. □
Following Saad [39] and Joubert [31], we define moment matrices to describe a necessary and sufficient condition for no-breakdown of the PCG Algorithm.

**Definition 2.1** Let $m$ be a number $(1 \leq m \leq N_1)$. We define $m \times m$ moment matrices $A_m$ and $B_m$ by

\[ [A_m]_{ij} := ((QA)^{i+j-1}Qr_0, r_0) \quad (1 \leq i, j \leq m), \]

\[ [B_m]_{ij} := ((QA)^{i+j-2}Qr_0, r_0) \quad (1 \leq i, j \leq m). \]

Let $a_m := \det A_m$ and $b_m := \det B_m$.

**Proposition 2.3** Let $m$ be a number $(1 \leq m \leq N_1)$.

(i) $a_m \neq 0$ if and only if $A$ is regular in $K_m(QA, Qr_0)$,

(ii) $b_m \neq 0$ if and only if $Q$ is regular in $K_m(AQ, r_0)$.

**Proof.** Since $\{(QA)^{j-1}Qr_0\}_{j=1}^m$ is a basis of $K_m(QA, Qr_0)$ for $1 \leq m \leq N_1$, we have

\[ \det (QA, Qr_0) = \det \left( \{(QA)^{i+j-1}Qr_0, r_0\}_{i,j=1}^m \right). \]

This relation means (i). We also obtain (ii) in the same manner. □

We get a necessary and sufficient condition for no-breakdown of the PCG Algorithm.

**Theorem 2.1** Let $x_0 \in R(A)$. Suppose that $a_m \neq 0$ and $b_m \neq 0$ for all $m$ $(1 \leq m \leq N_1)$. Then the PCG Algorithm does not break down and $x_{N_1}$ is a solution of $Ax = b$ in $R(A)$,

\[ x_{N_1} = A^T(b - Ax_0) + x_0. \]

A sufficient condition of no-breakdown of the BiCG method is known.

**Theorem 2.2** (Joubert [31]) Let $A$ be an $N \times N$ real regular matrix with at least one real eigenvalue. Let $N_0$ be a number defined by $N_0(A, y) = \min \{ n ; K_n(A, y) = K_{n+1}(A, y) \}$. Let $k$ be a positive integer. Then

\[ \det [y, A^T y, \ldots, (A^T)^{m-1}y]^T A^k[y, Ay, \ldots, A^{m-1}y] \neq 0 \]

for almost every vector $y \in \mathbb{R}^N$, where $1 \leq m \leq N_0$.

**Theorem 2.3** Let $Q$ be positive definite on $R(Q)$. Then for almost every vector $x_0 \in R(A)$, the PCG Algorithm does not break down.

**Proof.** There exists a Cholesky decomposition $Q = WW^T$, where $W$ is a real matrix and $R(W) = R(Q)$. We have

\[ [A_m]_{ij} = ((WW^TA)^{i+j-1}W, r_0) = ((W^TA)^{i+j-1}W^T r_0, r_0). \]

Since $W^TA$ is real symmetric, all eigenvalues of $W^TA$ are real. Using Theorem 2.2, we obtain the desired result. □
2.3.2 Convergence history of preconditioned CG solver of the Stokes equations

In this section, we will observe the convergence of the PCG Algorithm for the finite element equations of the Dirichlet Problem by a numerical experiment.

In the PCG Algorithm, we have three requirements for the preconditioner $Q$. The first requirement is that $R(Q) = R(A)$, and the second is that both $QA$ and $AQ$ should approximate $P$. The third is the following. Construction of $Q$ and multiplication of $Q$ by a vector should be performed with low computation cost. Incomplete Cholesky decomposition [24] is widely used as a preconditioner for the CG method to solve a linear system with a positive definite matrix, because it meets the second and third requirements. We add the orthogonal projection to a matrix of incomplete Cholesky decomposition operation to meet the first requirement.

We recall the finite element equation of the Stokes problem with the Dirichlet boundary condition (2.7), to find $(\vec{u}_0, \vec{p}) \in \vec{V} \times \vec{Q}$ satisfying

$$PA_0P\begin{pmatrix} \vec{u}_0 \\ \vec{p} \end{pmatrix} = P\begin{pmatrix} \vec{f}_1 - A\vec{u}_g \\ \vec{f}_2 - B\vec{u}_g \end{pmatrix},$$

where $A_0 := \begin{pmatrix} A & B^T \\ B & -\delta D \end{pmatrix}$, $P := \begin{pmatrix} P_V & 0 \\ 0 & P_Q \end{pmatrix}$, and $\vec{u}_g$ belongs to $\vec{V}(g)$.

We present a practical version of the PCG Algorithm for the problem (2.8).

**Algorithm 2.3**

$$x_0 \in R(A),$$
$$r_0 := P(b - Ax_0),$$
$$p_0 := Qr_0,$$

do $n = 0, 1, \ldots$, until $r_n = 0$

$$\alpha_n := (Qr_n, r_n)/(Ap_n, p_n),$$
$$x_{n+1} := P(x_n + \alpha_n p_n),$$
$$r_{n+1} := P(r_n - \alpha_n Ap_n),$$
$$\beta_n := (Qr_{n+1}, r_{n+1})/(Qr_n, r_n),$$
$$p_{n+1} := P(Qr_{n+1} + \beta_n p_n),$$
endo.

Here we apply projection $P$ to updated vectors to keep them in $R(A)$. In case of the Stokes problem, $R(A)$ is equal to the solution space $\vec{V} \times \vec{Q}$. By this procedure we can avoid instability caused by accumulations of round-off errors.
We consider two types of preconditioners:

\[ Q_1 := \mathcal{P} \begin{pmatrix} \tilde{A}^{-1} & 0 \\ 0 & \frac{1}{\delta} \tilde{D}^{-1} \end{pmatrix} \mathcal{P}, \]

\[ Q_2 := \mathcal{P} \tilde{A}_0^{-1} \mathcal{P}, \]

where \( \tilde{M} \) stands for an incomplete modified Cholesky decomposition of a matrix \( M \), i.e., a product of a lower triangular matrix \( L_M \) and a diagonal matrix \( D_M \) is close to the original matrix \( M \),

\[ L_M D_M L_M^T = \tilde{M} \sim M. \]

We note that \( Q_1 \) is positive definite on \( \vec{V} \times \vec{Q} \) and \( Q_2 \) is indefinite. We have more freedom in construction of preconditioner in the class of indefinite symmetric matrices than in the class of positive definite matrices.

We consider a test problem of the \textit{Dirichlet Problem}, and set \( \Omega := \{ x \in \mathbb{R}^3; 0.5 < |x| < 1 \} \). Suppose it has the solution:

\[ u = \begin{pmatrix} \sin x_1 - x_1 \cos x_2, \\ 2(\sin x_2 - x_2 \cos x_3), \\ 2 \sin x_3 - x_3(\cos x_2 + \cos x_1) \end{pmatrix}, \]

\[ p = \sin x_1 + \sin x_2 + \sin x_3 + c. \]

Dirichlet data are naturally chosen to be compatible with the solution. We employ the stabilized finite element method of the penalty type (1.41) and set the stability parameter \( \delta \) to be 0.1.

Figure 2.1 shows a mesh of tetrahedra of a spherical shell domain with 117,540 nodes and 664,320 elements. An eighth part of the shell is cut off to show an interior mesh. Table 2.1 shows degrees of freedom of the problem obtained from discretization using the mesh. Table 2.2 shows an error of the finite element solution. Figures 2.2 and 2.3 show convergence histories of the \textit{PCG Algorithm} with preconditioner \( Q_1 \) and \( Q_2 \), respectively. In both cases of preconditioners, the \textit{PCG Algorithm} converges without breakdown. Some oscillation of residuals is observed in both convergence histories. We note that, in the CG method for indefinite matrices without any preconditioner, the convergence with similar oscillation is reported [35]. After 200 times iteration we have obtained a numerical solution with relative residual of \( 10^{-8} \). We can conclude that Algorithm 2.3 is very efficient to solve the Stokes equations.
Figure 2.1. Mesh of tetrahedra of a spherical shell domain with 117,540 nodes and 664,320 elements

<table>
<thead>
<tr>
<th>$n_X$</th>
<th>$n_S$</th>
<th>$n_X + n_S$</th>
<th>$n_V + n_Q$</th>
</tr>
</thead>
<tbody>
<tr>
<td>352,620</td>
<td>117,540</td>
<td>470,160</td>
<td>436,979</td>
</tr>
</tbody>
</table>

Table 2.1. Degrees of freedom of the Stokes problem

Table 2.2. Error of FEM solution

| $h$     | $||u - u_h||_1 / ||u||_1$ | $||p - p_h||_0 / ||p||_0$ |
|---------|----------------------------|----------------------------|
| $7.5207 \times 10^{-2}$ | $4.0151 \times 10^{-2}$ | $1.8363 \times 10^{-2}$ |
Figure 2.2. Convergence history of the PCG Algorithm with preconditioner $Q_1$

Figure 2.3. Convergence history of the PCG Algorithm with preconditioner $Q_2$
2.4 Domain decomposition into congruent subdomains

In this section, we present a method to reduce memory requirements for finite element matrices, which consists of domain decomposition into congruent subdomains.

2.4.1 A class of orthogonal transformations and domain decomposition into congruent subdomains

Let $R$ be an orthogonal matrix that is a product of a diagonal matrix $S = \text{diag}\{\epsilon_k\}_{1 \leq k \leq 3}$ with $\epsilon_k = 1$ or $-1$ and a permutation matrix $P$,

$$R = S \cdot P \ .$$

(2.11)

We call $S$ ‘sign matrix’. Let $F$ be an affine transformation in $\mathbb{R}^3$ defined by

$$F(x) := R \cdot x + c,$$

where $c \in \mathbb{R}^3$ is a displacement vector. Let $\Omega$ be a domain in $\mathbb{R}^3$ and $\Omega'$ be the image of $\Omega$ by $F$. Let $p$ and $u$ be scalar- and vector-valued functions of $x \in \Omega$, respectively. We define the transformed scalar- and vector-valued functions of $x' := F(x) \in \Omega'$ by

$$p' := p \circ F^{-1},$$

$$u' := R(u \circ F^{-1}).$$

Let $\nabla'$ be the nabla operator in $x'$ and $D'(u')$ be the tensor corresponding to $D(u)$.

Lemma 2.5 We have

$$\nabla' p' = R \nabla p \ ,$$

$$\nabla' \cdot u' = \nabla \cdot u \ ,$$

$$D'(u') = R \cdot D(u) \cdot R^{-1} \ ,$$

$$D'(u') : D'(v') = D(u) : D(v) \ .$$

(2.12)

(2.13)

(2.14)

(2.15)

Recall that

$$D(u) : D(v) = \sum_{1 \leq i,j \leq 3} [D(u)]_{ij} [D(v)]_{ij} \ .$$

We decompose the domain $\Omega$ into $p$ non-overlapping subdomains $\{\Omega^{(i)}\}_{0 \leq i < p}$,

$$\tilde{\Omega} = \bigcup_{0 \leq i < p} \tilde{\Omega}^{(i)}, \quad \Omega^{(i)} \cap \Omega^{(j)} = \emptyset \quad (0 \leq i < j < p) \ .$$

Here $\tilde{\Omega}$ means the closure of $\Omega$. We call $\Omega^{(0)}$ ‘reference subdomain’.
Assumption 2.1 Every $\Omega^{(i)}$ ($i = 1, 2, \ldots, p-1$) is an image of the reference subdomain $\Omega^{(0)}$ by an affine transformation $F^{(i)}$ with an orthogonal matrix $R^{(i)} = S^{(i)} P^{(i)}$ and a displacement $c^{(i)} \in \mathbb{R}^3$. Here $S^{(i)}$ is a sign matrix,

$$[S^{(i)}]_{k l} := \delta_{k l} \epsilon^{(i)}_k,$$

and $P^{(i)}$ is a permutation matrix.

We set the sign matrix $S^{(0)}$ and the permutation matrix $P^{(0)}$ to be equal to the identity matrix.

Let $T_h^{(0)}$ be the partition of $\bar{\Omega}^{(0)}$ by tetrahedra. Let $T_h^{(i)}$ be the partition of $\bar{\Omega}^{(i)}$, which is obtained by the partition $T_h^{(0)}$ and the affine transformation $F^{(i)}$ as follows

$$T_h^{(i)} = \{K' \in T_h ; K' = F^{(i)}K, \forall K \in T_h^{(0)} \} \quad (1 \leq i < p).$$

Assumption 2.2 A union of partitions $\bigcup_{i=0}^{p-1} T_h^{(i)}$ is a partition of $\bar{\Omega}$.

We suppose that a domain $\Omega$ is decomposable into subdomains satisfying Assumption 2.1 and a partition of the domain satisfies Assumption 2.2.

Let $\Lambda_G^{(i)} \subset \Lambda_G$ ($\#\Lambda_G^{(i)} = n_G^{(0)}$) be an index set of the nodes in $\bar{\Omega}^{(i)}$ for $i = 0, 1, \ldots, p-1$. We assume that $\Lambda_G^{(0)} := \{1, 2, \ldots, n_G^{(0)}\}$. We define a bijection $f^{(i)}$ from $\Lambda_G^{(0)}$ onto $\Lambda_G^{(i)}$,

$$f^{(i)}(\mu^{(0)}) = \mu^{(i)} \quad (\mu^{(0)} \in \Lambda_G^{(0)} ; \mu^{(i)} \in \Lambda_G^{(i)}).$$

by $x(P^{(i)}\mu^{(i)}) = F^{(i)}x(P^{(i)}\mu^{(0)})$. The bijection $f^{(0)}$ is identical on $\Lambda_S^{(0)}$. We define an index set corresponding to the $i$th subdomain,

$$\Lambda_S^{(i)} := \Lambda_G^{(i)} \quad (0 \leq i < p),$$

$$\Lambda_X^{(i)} := \{\alpha \in \Lambda_X ; \alpha = [\alpha_0, k], \alpha_0 \in \Lambda_G^{(i)}, k \in \{1, 2, 3\} \} \quad (0 \leq i < p).$$

We note that $\#\Lambda_S^{(i)} = n_G^{(0)}$ and $\#\Lambda_X^{(i)} = 3n_G^{(0)}$ for $i = 0, 1, \ldots, p-1$, and $\Lambda_X^{(0)} = \{1, 2, \ldots, n_X^{(0)} (= 3n_G^{(0)})\}$. We define a bijection $f_X^{(i)}$ from $\Lambda_X^{(0)}$ onto $\Lambda_X^{(i)}$ by

$$f_X^{(i)}(\alpha) = [f^{(i)}(\alpha_0^{(0)}), \sigma^{(i)}(\alpha)^{(0)}] = [\alpha_0^{(i)}, k^{(i)}] \quad (\alpha^{(0)} = [\alpha_0^{(0)}, k^{(0)}] \in \Lambda_X^{(0)}),$$

for $i = 0, 1, \ldots, p-1$. Here $\sigma^{(i)}$ is a permutation defining $P^{(i)}$,

$$[P^{(i)}]_{\sigma^{(i)}(k) l} = 1.$$

We note that

$$[R^{(i)}]_{\sigma^{(i)}(k) l} = \epsilon^{(i)}_{\sigma^{(i)}(k) l} \delta_k l \quad (k, l \in \{1, 2, 3\}).$$
2.4.2 Finite element bases and matrices in subdomains

We have relations between a finite element base function in the reference subdomain and that in transformed subdomains in both scalar- and vector-valued cases. We recall that \( \{ \phi_\mu \}_{\mu \in \Lambda_\Sigma} \) is a scalar-valued finite element basis of \( S_h \) and \( \{ \varphi_\alpha \}_{\alpha \in \Lambda_X} \) is a vector-valued finite element basis of \( X_h \).

**Lemma 2.6** Let \( \mu^{(i)} = f^{(i)}(\mu^{(0)}) \) for \( \mu^{(0)} \in \Lambda_\Sigma^{(0)} \) and \( \alpha^{(i)} = [\alpha^{(i)}_0, k^{(i)}] = f^{(i)}(\alpha^{(0)}) \) for \( \alpha^{(0)} = [\alpha^{(0)}_0, k^{(0)}] \in \Lambda_X^{(0)}, \) respectively. Then we have

\[
\begin{align*}
\psi_{\mu^{(i)}} &= \psi_{\mu^{(0)}} \circ F^{(i)-1}, \\
\varphi_{\alpha^{(i)}} &= \epsilon_{k^{(i)}}^{(i)} R^{(i)}(\varphi_{\alpha^{(0)}} \circ F^{(i)-1}).
\end{align*}
\]

**Proof.** The relation between the scalar-valued base functions is trivial. We prove the relation between vector-valued base functions. We have

\[
\begin{align*}
\left[ \epsilon_{k^{(i)}}^{(i)} R^{(i)}(\varphi_{\alpha^{(0)}} \circ F^{(i)-1}) \right]_n &= \epsilon_{k^{(i)}}^{(i)} \sum_{1 \leq m \leq 3} [R^{(i)}]_{nm} [\varphi_{\alpha^{(0)}} \circ F^{(i)-1}]_m \\
&= \sum_{1 \leq m \leq 3} [R^{(i)}]_{nm} \epsilon_{k^{(i)}}^{(i)} \delta_{k^{(0)}} \cdot m (\psi_{\alpha^{(0)}} \circ F^{(i)-1}) \\
&= \sum_{1 \leq m \leq 3} [R^{(i)}]_{nm} [R^{(i)}]_{k^{(i)} m} (\psi_{\alpha^{(0)}} \circ F^{(i)-1}) \\
&= \delta_{n k^{(0)}} \psi_{\alpha^{(0)}} \\
&= \left[ \varphi_{\alpha^{(0)}, k^{(0)}} \right]_n,
\end{align*}
\]

for \( n = 1, 2, 3. \) \( \square \)

Let \( A^{(i)}, B^{(i)}, D^{(i)}, M_1^{(i)}, \) and \( M_0^{(i)} \) be stiffness sub-matrices and mass sub-matrices in \( \Omega^{(i)} \) defined by

\[
\begin{align*}
[A^{(i)}]_{\alpha^{(i)}, \beta^{(i)}} := a(\varphi_{\beta^{(i)}}, \varphi_{\alpha^{(i)}}; \Omega^{(i)}) & \quad (\alpha^{(i)}, \beta^{(i)} \in \Lambda_X^{(i)}), \\
[B^{(i)}]_{\mu^{(i)}, \beta^{(i)}} := b(\varphi_{\beta^{(i)}}, \psi_{\mu^{(i)}}; \Omega^{(i)}) & \quad (\mu^{(i)} \in \Lambda_\Sigma^{(i)}, \beta^{(i)} \in \Lambda_X^{(i)}), \\
[M_1^{(i)}]_{\alpha^{(i)}, \beta^{(i)}} := \left( \varphi_{\beta^{(i)}}, \varphi_{\alpha^{(i)}}; \Omega^{(i)} \right) & \quad (\alpha^{(i)}, \beta^{(i)} \in \Lambda_X^{(i)}), \\
[D^{(i)}]_{\mu^{(i)}, \nu^{(i)}} := d(\psi_{\nu^{(i)}}, \psi_{\mu^{(i)}}; \Omega^{(i)}) & \quad (\mu^{(i)}, \nu^{(i)} \in \Lambda_\Sigma^{(i)}), \\
[M_0^{(i)}]_{\mu^{(i)}, \nu^{(i)}} := \left( \psi_{\nu^{(i)}}, \psi_{\mu^{(i)}}; \Omega^{(i)} \right) & \quad (\mu^{(i)}, \nu^{(i)} \in \Lambda_\Sigma^{(i)}).
\end{align*}
\]

We have relations on stiffness and mass matrices between the reference subdomain and other subdomains.
Theorem 2.4 Let \( \alpha^{(i)} = [\alpha_0^{(i)}, k^{(i)}] \in \Lambda_X^{(0)}, \beta^{(i)} = [\beta_0^{(i)}, l^{(i)}] \in \Lambda_X^{(0)}, \) and \( \mu^{(i)}, \nu^{(i)} \in \Lambda_S^{(0)} \). We have

\[
A^{(i)}_{\alpha^{(i)} \beta^{(i)}} = \epsilon_{k^{(i)}}^{(i)} [A^{(0)}]_{\alpha^{(0)} \beta^{(0)}} \epsilon_{l^{(i)}}^{(i)}, \\
B^{(i)}_{\mu^{(i)} \beta^{(i)}} = [B^{(0)}]_{\mu^{(0)} \beta^{(0)}} \epsilon_{l^{(i)}}^{(i)}, \\
M_1^{(i)}_{\alpha^{(i)} \beta^{(i)}} = [M_1^{(0)}]_{\alpha^{(0)} \beta^{(0)}}, \\
D^{(i)}_{\mu^{(i)} \nu^{(i)}} = [D^{(0)}]_{\mu^{(0)} \nu^{(0)}}, \\
M_0^{(i)}_{\mu^{(i)} \nu^{(i)}} = [M_0^{(0)}]_{\mu^{(0)} \nu^{(0)}},
\]

where \( \alpha^{(i)} = [\alpha_0^{(i)}, k^{(i)}] = f_X^{(i)}(\alpha^{(0)}), \beta^{(i)} = [\beta_0^{(i)}, l^{(i)}] = f_X^{(i)}(\beta^{(0)}), \mu^{(i)} = f^{(i)}(\mu^{(0)}), \) \( \text{and} \ \nu^{(i)} = f^{(i)}(\nu^{(0)}). \)

Proof. We will prove the relation between the vector-valued stiffness matrices. We obtain

\[
A^{(i)}_{\alpha^{(i)} \beta^{(i)}} = 2 \int_{\Omega^{(i)}} D(\varphi_{\beta^{(i)}}(x)) : D(\varphi_{\alpha^{(i)}}(x))dx \\
= 2 \int_{\Omega^{(i)}} D(\epsilon_{k^{(i)}}^{(i)} R(\varphi_{\beta^{(0)}}(F^{-1}(x))) : D(\epsilon_{l^{(i)}}^{(i)} R(\varphi_{\alpha^{(0)}}(F^{-1}(x))))dx \\
= \epsilon_{k^{(i)}}^{(i)} \epsilon_{l^{(i)}}^{(i)} 2 \int_{\Omega^{(0)}} D(\varphi_{\beta^{(0)}}(x)) : D(\varphi_{\alpha^{(0)}}(x))|\det R|dx \\
= \epsilon_{k^{(i)}}^{(i)} [A^{(0)}]_{\alpha^{(0)} \beta^{(0)}} \epsilon_{l^{(i)}}^{(i)}.
\]

The relation between the vector-valued mass matrices is also obtained:

\[
M_1^{(i)}_{\alpha^{(i)} \beta^{(i)}} = \epsilon_{l^{(i)}}^{(i)} \epsilon_{k^{(i)}}^{(i)} \int_{\Omega^{(0)}} \varphi_{[l^{(0)}, \alpha^{(0)}]}(x) \cdot \varphi_{[k^{(0)}, \beta^{(0)}]}(x) dx \\
= \epsilon_{l^{(i)}}^{(i)} \epsilon_{k^{(i)}}^{(i)} \int_{\Omega^{(0)}} \sum_{1 \leq s \leq 3} \delta_{l^{(0)} s} \delta_{k^{(0)} s} \psi_{\alpha^{(0)}}(x) \psi_{\beta^{(0)}}(x) dx \\
= [M_1^{(0)}]_{[\alpha^{(0)}, k^{(0)}] [\beta^{(0)}, l^{(0)}]}.
\]

Relations between the scalar-valued stiffness and mass matrices are trivial. \( \Box \)

Transformation of finite element matrices are given by renumbering indices and changing sings. We will introduce a strategy to restore values of the whole matrix from values of the sub-matrix in the reference subdomain.

For \( \mu \in \Lambda_S \) and \( \alpha \in \Lambda_X \) we define \( I(\mu) \) and \( I(\alpha) \) by

\[
I(\mu) := \{ j \in \{0, 1, \ldots, p - 1 \} ; \ \mu \in f^{(j)}(\Lambda_S^{(0)}) \}, \\
I(\alpha) := \{ j \in \{0, 1, \ldots, p - 1 \} ; \ \alpha \in f^{(j)}(\Lambda_X^{(0)}) \}.
\]

For \( \mu \in \Lambda_S \) and \( j \in I(\mu) \) we define \( \tilde{\mu}^{(j)} \in \Lambda_S^{(0)} \) as a unique element satisfying \( f^{(j)}(\tilde{\mu}^{(j)}) = \mu \). Similarly for \( \alpha \in \Lambda_X \) and \( j \in I(\alpha) \) we define \( \tilde{\alpha}^{(j)} \in \Lambda_X^{(0)} \) by \( f^{(j)}(\tilde{\alpha}^{(j)}) = \alpha \).
Theorem 2.5 Let $\mu, \nu \in \Lambda_S$ and $\alpha = [\alpha_0, k], \beta = [\beta_0, l] \in \Lambda_X$. We have

\begin{align}
[A]_{\alpha \beta} &= \sum_{j \in I(\alpha) \cap I(\beta)} \epsilon_k^{(j)} [A^{(0)}]_{\tilde{\alpha}(\beta) \tilde{\beta}(j)} \epsilon_l^{(j)}, \\
[B]_{\mu \beta} &= \sum_{j \in I(\mu) \cap I(\beta)} [B^{(0)}]_{\tilde{\mu}(\beta) \tilde{\beta}(j)} \epsilon_l^{(j)}, \\
[M_1]_{\alpha \beta} &= \sum_{j \in I(\alpha) \cap I(\beta)} [M_1^{(0)}]_{\tilde{\alpha}(\beta) \tilde{\beta}(j)}, \\
[D]_{\mu \nu} &= \sum_{j \in I(\mu) \cap I(\nu)} [D^{(0)}]_{\tilde{\mu}(\nu) \tilde{\nu}(j)}, \\
[M_0]_{\mu \nu} &= \sum_{j \in I(\mu) \cap I(\nu)} [M_0^{(0)}]_{\tilde{\mu}(\nu) \tilde{\nu}(j)}.
\end{align}

**Proof.** We prove only relation (2.18a). By definition of the stiffness matrix (2.3a), we have

\[ [A]_{\alpha \beta} = \sum_{0 \leq j < p} a(\varphi_{\beta}, \varphi_{\alpha}; \Omega^{(j)}) \]

\[ = \sum_{j \in I(\alpha) \cap I(\beta)} a(\varphi_{\beta}, \varphi_{\alpha}; \Omega^{(j)}) \]

\[ = \sum_{j \in I(\alpha) \cap I(\beta)} \epsilon_k^{(j)} [A^{(0)}]_{\tilde{\alpha}(\beta) \tilde{\beta}(j)} \epsilon_l^{(j)}. \]

Other relations are obtained similarly. \(\Box\)

Let $u \in \mathbb{R}^{n_X}$ be a given vector. The product of $A$ and $u$ is calculated in three steps. We prepare work-vectors $\{\vec{v}^{(i)}\}_{0 \leq i < p}, \{\vec{w}^{(i)}\}_{0 \leq i < p} \subset \mathbb{R}^{n_X} (0)$.

**Algorithm 2.4**

**Step 1.** Decompose the vectors into sub-vectors with signs: for $j = 0, 1, \ldots, p - 1$,

\[ [\vec{v}^{(j)}]_{\delta} := \epsilon_n^{(j)} [\vec{u}]_{f_X^{(j)}(\delta)} \quad (\delta = [\delta_0, n] \in \Lambda_X^{(0)}), \]

where $f_X^{(j)}(\delta) = \delta' \in \Lambda_X$.

**Step 2.** Calculate matrix-vector products in subdomains : for $j = 0, 1, \ldots, p - 1$,

\[ \vec{w}^{(j)} := A^{(0)} \vec{v}^{(j)}. \]

**Step 3.** Change signs and sum up the values on the interfaces of subdomains :

\[ [A \vec{u}]_{\alpha} := \sum_{j \in I(\alpha)} \epsilon_k^{(j)} [\vec{w}^{(j)}]_{\tilde{\alpha}(j)}, \]

where $\alpha = [\alpha_0, k] \in \Lambda_X$ and $\tilde{\alpha}^{(j)} \in \Lambda_X^{(0)}$. 49
In this algorithm we only need to store \( A^{(0)} \) and \( \{ e^{(j)}_k \}_{k=1,2,3, j=0,\ldots,p-1} \). Therefore, memory requirement for a finite element solver is reduced drastically. The matrix-vector multiplication is a main operation in the execution of the CG method.

### 2.4.3 Efficient memory reduction in a spherical shell domain

We consider a spherical shell domain

\[ \Omega := \{ x \in \mathbb{R}^3 ; R_1 < |x| < R_2 \} , \]

which appears in the problem of Earth’s mantle convection. Details of the numerical simulation of the problem are described in Section 3.

**Proposition 2.4** An available number of subdomains produced by transformations \((2.11)\) is one of 2, 3, 4, 6, 8, 12, 16, 24, and 48.

**Proof.** The number of combination of three nonzero entries of such matrices is 6 and the number of combination of signs at three entries is \( 2^3 \), because each entry can take only \(-1\) or 1. Hence, the maximum number of the subdomains is 48. Examples of reference subdomains and generators of the orthogonal matrices are listed in Table 2.3. □

Figure 2.4 shows a partition of a spherical shell domain with data listed in Table 2.4 and a domain decomposition when \( p = 48 \). The reference subdomain is cut off and every subdomain is shifted slightly to show the decomposition clearly.

From the relation between total matrices and sub-matrices, the size of memory requirements in \( p \) subdomains would reduce to \( 1/p \) of that in a whole domain without decomposition. In reality, however, we must keep additional storage in renumbering the indices. We are going to see the practical reduction rates.

Since finite element matrices are sparse, it is efficient to store only nonzero components. We employ the Compressed Row Storage (CRS) format. Let \( A \) be an \( n_X \times n_X \) finite element matrix and \( n_A \) be a number of nonzero components of \( A \). The CRS format uses three vectors \( \vec{v}_A \in \mathbb{R}^{n_A} \), \( \vec{c}_A \in \mathbb{N}^{n_A} \), and \( \vec{r}_A \in \mathbb{N}^{n_A+1} \).

Nonzero components of \( A \) are stored in \( \vec{v}_A \), and information on rows and columns in \( \vec{r}_A \) and \( \vec{c}_A \), respectively. In detail, \( \vec{r}_A \) is set to be the total number of nonzero components in rows of \( A \) with indices from 1 to \( i-1 \). Let \( [A]_{ij} \) be \( k \)th nonzero component in \( i \)th row. Then we set \( [\vec{v}_A]_l = [A]_{ij} \) and \( [\vec{c}_A]_l = j \), where \( l = [\vec{r}_A]_{i+k} \). In usual computation, 8 and 4 bytes are necessary to store a real number with double precision for values of the matrix and an integer for an index, respectively. Therefore, to store the matrix \( A \) by the CRS format, \( 12n_A + 4(n_X + 1) \) bytes are required.
Table 2.3. Examples of decompositions of a spherical shell domain into congruent subdomains ($p$: number of subdomains).

<table>
<thead>
<tr>
<th>$p$</th>
<th>reference subdomain</th>
<th>generator of $R^{(i)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>$\Omega_2^{(0)} := {x \in \Omega ; x_3 &gt; 0}$</td>
<td>$A_3$</td>
</tr>
<tr>
<td>3</td>
<td>$\Omega_3^{(0)} := {x \in \Omega ; x_1 &gt; x_2, x_1 &gt; x_3}$</td>
<td>$B$</td>
</tr>
<tr>
<td>4</td>
<td>$\Omega_4^{(0)} := {x \in \Omega ; x_2 &gt; 0, x_3 &gt; 0}$</td>
<td>$A_2, A_3$</td>
</tr>
<tr>
<td>6</td>
<td>$\Omega_6^{(0)} := {x \in \Omega ; x_1 &gt;</td>
<td>x_2</td>
</tr>
<tr>
<td>8</td>
<td>$\Omega_8^{(0)} := {x \in \Omega ; x_i &gt; 0 (i = 1, 2, 3)}$</td>
<td>$A_1, A_2, A_3$</td>
</tr>
<tr>
<td>12</td>
<td>$\Omega_{12}^{(0)} := {x \in \Omega ; x_1 &gt;</td>
<td>x_2</td>
</tr>
<tr>
<td>16</td>
<td>$\Omega_{16}^{(0)} := {x \in \Omega ; x_i &gt; 0 (i = 1, 2, 3), x_2 &gt; x_3}$</td>
<td>$A_1, A_2, A_3, C$</td>
</tr>
<tr>
<td>24</td>
<td>$\Omega_{24}^{(0)} := {x \in \Omega ; x_i &gt; 0 (i = 1, 2, 3), x_1 &gt; x_2, x_1 &gt; x_3}$</td>
<td>$A_1, A_2, A_3, B$</td>
</tr>
<tr>
<td>48</td>
<td>$\Omega_{48}^{(0)} := {x \in \Omega ; x_i &gt; 0 (i = 1, 2, 3), x_1 &gt; x_2, x_1 &gt; x_3, x_2 &gt; x_3}$</td>
<td>$A_1, A_2, A_3, B, C$</td>
</tr>
</tbody>
</table>

Matrices $A_0, A_1, A_2, A_3, B,$ and $C$ are defined by

\[
A_0 = \begin{pmatrix} -1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & -1 \end{pmatrix}, \quad A_1 = \begin{pmatrix} -1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad A_2 = \begin{pmatrix} 1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad A_3 = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & -1 \end{pmatrix},
\]

\[
B = \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 1 & 0 & 0 \end{pmatrix}, \quad C = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 1 & 0 \end{pmatrix}.
\]

Table 2.4. Mesh data of a spherical shell domain ($n_G$: numbers of nodes, $n_E$: numbers of elements, $n_S$: degrees of freedom of scalar-valued unknowns, $n_X$: degrees of freedom of scalar-valued unknowns)

<table>
<thead>
<tr>
<th>$n_G$</th>
<th>$n_E$</th>
<th>$n_S$</th>
<th>$n_X$</th>
</tr>
</thead>
<tbody>
<tr>
<td>324,532</td>
<td>1,868,544</td>
<td>324,532</td>
<td>973,596</td>
</tr>
</tbody>
</table>
Figure 2.4. A domain decomposition of a spherical shell into 48 subdomains.
Since \( A^{(0)} \), \( M_1^{(0)} \), \( D^{(0)} \), and \( M_0^{(0)} \) are symmetric matrices, the numbers of their nonzero components to be stored are as follows,

\[
\begin{align*}
 n_{A^{(0)}} & := \sum_{1 \leq i \leq n_X^{(0)}} \# \{ j \in A_X^{(0)} ; [A^{(0)}]_{ij} \neq 0, \ j \leq i \}, \\
 n_{B^{(0)}} & := \sum_{1 \leq i \leq n_S^{(0)}} \# \{ j \in A_X^{(0)} ; [B^{(0)}]_{ij} \neq 0 \}, \\
 n_{M_1^{(0)}} & := \sum_{1 \leq i \leq n_X^{(0)}} \# \{ j \in A_X^{(0)} ; [M_1^{(0)}]_{ij} \neq 0, \ j \leq i \}, \\
 n_{D^{(0)}} & := \sum_{1 \leq i \leq n_S^{(0)}} \# \{ j \in A_S^{(0)} ; [D^{(0)}]_{ij} \neq 0, \ j \leq i \}, \\
 n_{M_0^{(0)}} & := \sum_{1 \leq i \leq n_S^{(0)}} \# \{ j \in A_S^{(0)} ; [M_0^{(0)}]_{ij} \neq 0, \ j \leq i \}.
\end{align*}
\]

We note that \( n_{M^{(0)}} = n_{D^{(0)}} \), and \( n_{M_1^{(0)}} = 3n_{M_0^{(0)}} \). In order to practice Algorithm \[.4\] we need integer vectors to realize the bijections \( f^{(j)}, \ f_X^{(j)} \) and to store signs \( \{ \epsilon_k \}_{1 \leq k \leq 3} \) for each \( j \). Therefore, we need the following amounts of memory in bytes for \( p \geq 2 \):

\[
\begin{align*}
 m_A(p) & := 12n_{A^{(0)}} + 4(n_X^{(0)} + 1) + 4p(n_X^{(0)} + 3), \\
 m_B(p) & := 12n_{B^{(0)}} + 4(n_S^{(0)} + 1) + 4p(n_S^{(0)} + n_X^{(0)} + 3), \\
 m_{M_1}(p) & := 12n_{M_1^{(0)}} + 4(n_X^{(0)} + 1) + 4pn_X^{(0)}, \\
 m_D(p) & := 12n_{D^{(0)}} + 4(n_S^{(0)} + 1) + 4pn_S^{(0)}, \\
 m_{M_0}(p) & := 12n_{M_0^{(0)}} + 4(n_S^{(0)} + 1) + 4pn_S^{(0)}.
\end{align*}
\]

For \( p = 1 \), they are

\[
\begin{align*}
 m_A(p) & := 12n_A + 4(n_X + 1), \\
 m_B(p) & := 12n_B + 4(n_S + 1), \\
 m_{M_1}(p) & := 12n_{M_1} + 4(n_X + 1), \\
 m_D(p) & := 12n_D + 4(n_S + 1), \\
 m_{M_0}(p) & := 12n_{M_0} + 4(n_S + 1).
\end{align*}
\]

We note that \( m_{M_0}(p) = m_D(p) \) for \( p \geq 1 \). We evaluate reduction rate of memory requirement for a matrix \( C \) by \( m_{C}(p)/m_{C}(1) \).

Now we employ the P1 element. In Table \[.4\] we gave parameters for mesh of tetrahedra of a spherical shell domain. Figure \[.5\] shows the number of nodes and the numbers of of nonzero components of the stiffness and mass matrices in the reference subdomain against the number of subdomains. Figure \[.6\] shows the
sizes of memory requirements for stiffness and mass matrices against the number of the subdomains. The third terms of (2.22) show the memory requirements for processes of renumbering indices and changing signs. The sizes of index array $4_{p_n}^{(0)}$ and $4_{p_n}^{(0)}$ increase slightly as the number of subdomains becomes large because there are overlaps of nodes on the interface. Therefore reduction rate of memory requirements does not vary linearly, which are observed most clearly in case of the matrix $B$ in Figure 2.6. With 48 subdomains, reduction rate for the matrix $B$ is $1/17.8$.

2.5 Parallel computation

2.5.1 Parallel computation of matrix-vector product

By Algorithm 2.4, a matrix-vector multiplication can be computed with work-vectors in subdomains, and the sub-matrix in the reference subdomain. This algorithm is not only efficient in reducing memory requirements but also in parallel computation. We consider an implementation of Algorithm 2.4 on some parallel computers with shared memory.

We define an interface among the subdomains by

$$F := \bigcup_{0 \leq i < j < p} \partial \Omega^{(i)} \cap \partial \Omega^{(j)} ,$$

(2.24)

where $\partial \Omega^{(i)}$ denotes the boundary of $\Omega^{(i)}$. We decompose index set $\Lambda^{(i)}$ into a union of node indices in subdomain and that on the interface as follows. We define index sets $\Lambda_{X,I}^{(i)}$ and $\Lambda_{X,B}^{(i)}$ by

$$\Lambda_{X,I}^{(i)} := \{ \alpha = [\alpha_0, \alpha_1] \in \Lambda^{(i)}_X ; P_{\alpha_0} \in \Omega^{(i)} \cup (\partial \Omega^{(i)} \setminus F) , \; \alpha_1 \in \{1, 2, 3\} \} ,$$

(2.25)

$$\Lambda_{X,B}^{(i)} := \{ \alpha = [\alpha_0, \alpha_1] \in \Lambda^{(i)}_X ; P_{\alpha_0} \in \partial \Omega^{(i)} \cap F , \; \alpha_1 \in \{1, 2, 3\} \} ,$$

(2.26)

where $P_{\alpha_0}$ is a node with index $\alpha_0$. We set

$$\Lambda_{X,I} := \bigcup_{0 \leq i < p} \Lambda_{X,I}^{(i)} ,$$

(2.27)

$$\Lambda_{X,B} := \bigcup_{0 \leq i < p} \Lambda_{X,B}^{(i)} .$$

(2.28)

We have

$$I(\alpha) = \{i\} \quad \text{for} \; \alpha \in \Lambda_{X,I}^{(i)} ,$$

$$\#I(\alpha) > 1 \quad \text{for} \; \alpha \in \Lambda_{X,B}^{(i)} .$$

Then, Step 3 of Algorithm 2.4 is divided into two procedures:

$$[A d^{(i)}][\alpha^{(i)}] := \epsilon_{\mu_{(j)}}^{(i)} [w^{(j)}]_{\alpha^{(j)}} \quad (\alpha^{(j)} = [\alpha_0^{(j)}, \mu_{(j)}] \in \Lambda^{(j)}_{X,I} , \; j = 0, \ldots, p - 1) ,$$

(2.29)
Figure 2.5. Numbers of nonzero components of matrices and nodes in the reference subdomain in case of the spherical shell domain (A, B, M1, D denote the numbers of nonzero components of the stiffness and mass matrices $n_{A^{(0)}}$, $n_{B^{(0)}}$, $n_{M_1^{(0)}}$, and $n_{D^{(0)}}$, respectively, and N denotes the node number $n_{G^{(0)}}$.)

Figure 2.6. Memory requirements to store matrices in case of the spherical shell domain (A, B, M1, D denote the sizes of memory requirements $m_A(p)$, $m_B(p)$, $m_{M_1}(p)$, $m_D(p)$, respectively.)
and

\[ [A \vec{u}]_\alpha := \sum_{j \in I(\alpha)} \epsilon^{(j)}_k [\vec{w}^{(j)}]_{\tilde{\alpha}(j)} \quad (\alpha = [\alpha_0, k] \in \Lambda_{X, B}). \tag{2.30} \]

Procedure (2.29) are executable independently among subdomains. For parallel execution of (2.30), we prepare a decomposition of the index set \( \Lambda_{X, B} \),

\[ \Lambda_{X, B} = \bigcup_{0 \leq i \leq P-1} \Lambda^{(i), P}_{X, B}, \quad \Lambda^{(i), P}_{X, B} \cap \Lambda^{(j), P}_{X, B} = \emptyset \quad (0 \leq i < j < P - 1), \]

where \( P \) is a positive integer. We note that

\[ \Lambda_{X, B} = \bigcup_{0 \leq i \leq p-1} \Lambda^{(i)}_{X, B}, \]

while indices \( \{\Lambda^{(i)}_{X, B}\}_{0 \leq i < p-1} \) are overlapping.

Now we present a parallel version of Algorithm 2.4. We suppose that the number of processors \( P \) is a divisor of subdomain number \( p \). We put \( m := p / P \).

**Algorithm 2.5**

\[
\begin{align*}
\text{parallel do } r = 0, \ldots, P - 1 \\
& \text{do } s = 0, \ldots, m - 1 \\
& \quad j := r \times m + s; \\
& \quad [\vec{v}^{(j)}]_\delta := \epsilon^{(j)}_n [\vec{u}^{(j)}]_{f^{(j)}(\delta)} \quad (\delta = [\delta_0, n] \in \Lambda^{(0)}_X); \\
& \quad \vec{w}^{(j)} := A^{(0)} \vec{v}^{(j)}; \\
& \quad [A \vec{u}]_{\alpha(j)} := \epsilon^{(j)}_k [\vec{w}^{(j)}]_{\tilde{\alpha}(j)} \quad (\alpha(j) \in \Lambda^{(j)}_{X, I}); \\
& \text{ enddo} \\
& \text{ enddo} \\
& \text{barrier} \\
\text{parallel do } r = 0, \ldots, P - 1 \\
& \quad [A \vec{u}]_\alpha := \sum_{j \in I(\alpha)} \epsilon^{(j)}_k [\vec{w}^{(j)}]_{\tilde{\alpha}(j)} \quad (\alpha = [\alpha_0, k] \in \Lambda^{(r), P}_{X, B}); \\
& \text{ enddo}.
\end{align*}
\]

In Algorithm 2.5 “barrier” stands for a synchronization among parallel processes. Every process will wait until completion of other processes. Since we use parallel computers with shared memory, there is no requirement for data transfer, which is, however, critical operation in parallel computers with distributed memory.

**Remark 2.4** Since we take number \( P \) to be a divisor of \( p \), Algorithm 2.5 has almost perfect load balance.
2.5.2 Parallel efficiency on shared-memory computer

We have implemented Algorithm 2.5 on two kinds of parallel computers with shared memory using OpenMP parallel library [33]. We show results of parallel computation on Fujitsu GP7000F and Compaq GS320 in Computing and Communication Center, Kyushu University. Both computers are equipped with 32 processors.

Let \( p \) be a processor number and let \( t(p) \) be elapsed time with \( p \) processors. We evaluate speed-up ratio in parallel execution by \( t(1)/t(p) \) and parallel efficiency by \( t(1)/(pt(p)) \), respectively.

In Figures 2.7 and 2.8 we give computation time for the matrix-vector multiplication of a stiffness matrix in the Stokes problem by a vector corresponding to both velocity and pressure unknowns. Stiffness matrix \( \mathcal{A} \) is generated by using the finite element mesh in Figure 2.4 with parameter listed in Table 2.4. Length of the vector is \( n_X + n_S = 1,298,128 \). In the spherical shell domain, the maximum number of subdomains is 48 from Proposition 2.4. In this computation, the domain is divided into the union of 48 subdomains and numbers of processors is taken as divisors of 48 less than 32, i.e. 1, 2, 3, 4, 6, 8, 12, 16, or 24. Figure 2.7 shows that Algorithm 2.5 has very good parallel efficiency. In case of GP7000F, with 24 processors, speed-up ratio is 18.1 and parallel efficiency is 75.4%.

2.5.3 Speed-up on a single processor

Matrix-vector multiplication with CRS format

We have employed the CRS format for sparse matrices to reduce memory requirements. The CRS format is not suitable for random memory access, and hence, it is not good at computation. We will see performance of a multiplication of a matrix by a vector using the CRS format on the workstations and present a strategy for fast computation. Figure 2.9 shows a data structure of the CRS format in the C language [30]. Figure 2.10 shows a program fragment in C to calculate

\[
\vec{w} := A\vec{v},
\]

where \( \vec{v}, \vec{w} \in \mathbb{R}^{n_X} \) and \( A \in \mathbb{R}^{n_X \times n_X} \). Here \( A \) is symmetric and has \( n_A \) nonzero entries. In a multiplication of a matrix by a vector, indirect memory access is required to read and to write components of \( \vec{v} (v[ ] \,) \) and \( \vec{w} (w[ ]) \). Table 2.5 shows elapsed time to complete a matrix-vector multiplication and obtained Mflops in the computation. Here, the size of the vector is \( n_X = 973,596 \) and the size of nonzero components of the matrix \( n_A = 21,909,498 \). In total 88.612 million floating point operations have been executed.
Figure 2.7. Elapsed time in a matrix-vector multiplication by GP7000F

Figure 2.8. Elapsed time in a matrix-vector multiplication by GS320
```c
#define SIZE        /**<
#define ROWS1 (SIZE + 1)
#define NONZEROS /**<

typedef struct {
    int row[ROWS1];
    int index[NONZEROS];
    double value[NONZEROS];
} sparse_matrix;

sparse_matrix aa;
double *v, *w;

for (i = 0; i < SIZE; i++) {
    w_tmp = 0.0;
    j_begin = aa.row[i];
    j_end = aa.row[i + 1] - 1;
    for (j = j_begin; j < j_end; j++) {
        j_tmp = aa.index[j];
        w_tmp += aa.value[j] * v[j_tmp];
        w[j_tmp] += aa.value[j] * v[i];
    }
    j_tmp = aa.index[j_end];
    w_tmp += aa.value[j_end] * v[j_tmp];
    w[i] += w_tmp;
}
```

**Figure 2.9.** Data structure of the CRS format in the C language (SIZE denotes the size of the vector $n_X$, and NONZEROS the number of nonzero components of the matrix $n_A$.)

**Figure 2.10.** A matrix-vector multiplication with the CRS format in the C language
Table 2.5. Elapsed time and flops of a matrix-vector multiplication

<table>
<thead>
<tr>
<th>Computer</th>
<th>Elapsed Time (sec.)</th>
<th>Mflops</th>
</tr>
</thead>
<tbody>
<tr>
<td>GP7000F</td>
<td>2.028</td>
<td>43.7</td>
</tr>
<tr>
<td>GS320</td>
<td>0.446</td>
<td>198.7</td>
</tr>
</tbody>
</table>

**Speed-up on a single processor with cache memory**

To utilize a cache memory for speed-up of a multiplication of a matrix by a vector, a blocking algorithm \[1\] is proposed for dense matrices. This algorithm is obtained by applying stripe-mine-and-interchange to an inner loop of a matrix multiplication. This algorithm exploits contiguous memory access in computation of a dense matrix. However, a sparse matrix requires random memory access. Because we need to calculate multiplications of a sparse matrix by vectors, we have to develop a new algorithm.

In Algorithm [2.5] we need to calculate matrix-vector multiplications in \( m \) times. To show simply an idea to utilize a cache memory in the processor, we set \( P = 1 \), which means serial computation. In Figure [2.11] we show a program fragment in C to realize the procedure:

```
    do j = 0, . . . , p - 1
        \( \vec{w}^{(j)} := A^{(0)} \vec{v}^{(j)} \);
    enddo.
```

The outmost loop is driven by the index \( q \) over subdomains. We exploit repeat of memory accesses to \( \text{aa.index}[ \ ] \) and \( \text{aa.value}[ \ ] \) in the loop on the index \( q \) to utilize a cache memory in the processor. We call the loop on the index \( q \) ‘\( q \)-loop'. The program fragment can be rewritten with interchanges of the \( i \)-loop or the \( j \)-loop and the \( q \)-loop. In Figure [2.12] the \( q \)-loops over subdomains are located innermost. We call the program fragment in Figure [2.11] ‘loop1' and one in Figure [2.12] ‘loop2'. In loop2, the value of stiffness matrix \( \text{aa.value} \) is stored in a cache memory and accessed \( m \) times during execution of the \( q \)-loop. Therefore, we can get speed-up in loop2 compared to loop1. Table [2.6] shows elapsed times of loop1 and loop2, and speed-up ratios with GP7000F and GS320, where \( p = 48 \), \( n^{(0)}_X = 22,932 \) and \( n^{(0)}_A = 484,533 \).
Table 2.6. Elapsed time of matrix-vector multiplications with loop1 and loop2

<table>
<thead>
<tr>
<th>Computer</th>
<th>Elapsed time (sec.)</th>
<th>Speed-up</th>
</tr>
</thead>
<tbody>
<tr>
<td>loop1</td>
<td>loop2</td>
<td></td>
</tr>
<tr>
<td>GP7000F</td>
<td>2.013</td>
<td>1.060</td>
</tr>
<tr>
<td>GS320</td>
<td>0.528</td>
<td>0.273</td>
</tr>
</tbody>
</table>

for (q = 0; q < SBDMN; q++) {
    for (i = 0; i < SIZE1; i++) {
        w_tmp = 0.0;
        j_begin = aa.row[i];
        j_end = aa.row[i + 1] - 1;
        for (j = j_begin; j < j_end; j++) {
            j_tmp = aa.index[j];
            w_tmp += aa.value[j] * v[q][j_tmp];
            w[q][j_tmp] += aa.value[j] * v[q][i];
        }
        j_tmp = aa.index[j_end];
        w_tmp += aa.value[j_end] * v[q][j_tmp];
        w[q][i] += w_tmp;
    }
}

Figure 2.11. Matrix-vector multiplications with congruent subdomains: loop1 (SBDMN denotes the number of subdomains $p$, and SIZE1 the number of index $\Lambda_X^{(i)}$.)

Speed-up on a single vector processor

Matrix-vector multiplications with the CRS format in Figure 2.11 are not suitable for vector processing. Because of sparseness of the matrix, the innermost loop is too short to utilize vector registers. In addition, we have another difficulty on vectorization of preconditioned CG methods. A most common preconditioner using incomplete Cholesky decomposition [24] is not easily vectorized especially with the matrix derived from finite element method with an unstructured mesh. There is another kind of storage format for the sparse matrix, the JDS format [3]. The JDS format is constructed from the CRS format by sorting the rows of the matrix in decreasing order of nonzero elements and then extracting element from each row of sorted data in the column-direction. Since length of the innermost loop in matrix-vector multiplications with the JDS format is very long, the JDS format is suitable for vector processing. However, the JDS format is not applicable to the
for (i = 0; i < SIZE1; i++) {
    for (q = 0; q < SBDMN; q++) {
        w_tmp[q] = 0.0;
    }
    j_begin = aa.row[i];
    j_end = aa.row[i + 1] - 1;
    for (j = j_begin; j < j_end; j++) {
        j_tmp = aa.index[j];
        aa_value = aa.value[j];
        for (q = 0; q < SBDMN; q++) {
            w_tmp[q] += aa_value * v[j_tmp][q];
            w[j_tmp][q] += aa_value * v[i][q];
        }
    }
    j_tmp = aa.index[j_end];
    for (q = 0; q < SBDMN; q++) {
        w_tmp[q] += aa_value * v[j_tmp][q];
        w[i][q] += w_tmp[q];
    }
}

Figure 2.12. Matrix-vector multiplications with congruent subdomains: \textit{loop2}
preconditioning operation with incomplete Cholesky decomposition. To vectorize the PCG Algorithm we exploit the loop that is obtained by domain decomposition. This kind of technique for vectorization is found in [42]. By this strategy the length of the innermost loop becomes $p$ times large as loop1, where $p$ is a number of subdomains. In this approach, there is no difficulty to vectorize the procedure of solving linear systems with lower and upper tridiagonal matrices in operation of preconditioning matrix to the residual vectors. We show performance of vector processing on NEC SX-5 in Cybermedia Center, Osaka University. Table 2.7 shows elapsed time, flops, average vector length, and ratio of vector operations obtained in the matrix-vector multiplications. Data of degrees of freedom are the same as in Table 2.6. We observe that in loop2 the average vector length becomes longer and ratio of vector operations becomes bigger than in loop1.

2.6 Summary

We have developed an economical solver with a simple structure for the Stokes problem, which is convenient to implement. Especially, our solver is suitable for large-scale computation.

We have derived a finite element equation expressed with a stiffness matrix on the whole finite element nodes and the orthogonal projection onto the solution space considering boundary conditions and linear constraints to eliminate rigid body rotations and pressure lifting.

We used the CG method with preconditioners that consist of indefinite symmetric matrices. The property of finite termination of the PCG method for a linear system with an indefinite symmetric matrix was verified theoretically, and the convergence property was observed by numerical experiments.

We have proposed an algorithm by domain decomposition into congruent subdomains to reduce the memory requirements. We have obtained simple representations of matrices that refer to sub-matrices in a reference domain. The algorithm presented has three advantages: (i) efficient reduction of the memory requirements, (ii) almost optimal load balance in parallel computing, and (iii) efficient use of a cache memory and of vector registers. We observed these advantages in numerical experiments using an example of stiffness matrix obtained by P1 element with a tetrahedral mesh of a spherical shell domain.
In Chapter 3 we will present the performance of the parallel Stokes solver applied to the problem of Earth’s mantle convection, where temperature-dependent viscosity is considered and a more complicated mesh subdivision is employed.
Chapter 3

Application to Earth’s mantle convection problem

3.1 Introduction

In this chapter, we review a problem of the Earth’s mantle convection and we show the performance of our parallel Stokes solver applied to this problem.

A problem of the Earth’s mantle convection is described by the Rayleigh–Bénard equations with an infinite Prandtl number. In geophysical models, some complex rheology is considered. The viscosity of the mantle is strongly dependent on the temperature. The corresponding mathematical model becomes a nonlinear system of the Stokes equations and the convection-diffusion equation in a spherical shell domain. These two equations are coupled by the viscosity, the buoyancy and the convection terms. Many authors have performed numerical simulations to analyze the phenomenon using the spectral method [7], the finite element method [6], and the finite volume method [29, 37, 38]. In former two simulations the viscosity is assumed to be constant, not temperature-dependent. To the best of our knowledge, however, there is no literature discussing the convergence of the numerical solutions. We use the finite element scheme, whose convergence property has been mathematically justified [46, 47]. The domain of the Earth’s mantle convection is a spherical shell domain; nevertheless, we can use Cartesian coordinates. This coordinate system is free from singularities on the poles that appear in spherical coordinates [29, 38]. In the finite element method, we can use a non-uniform mesh to capture the drastic change of unknown variables in the boundary layers. There are two difficulties in solving the finite element problem. The first is in solving a problem in a 3-D spherical shell domain, for which large-scale computation is required. The second difficulty is in treatment of temperature-dependent viscosity. For example, with a linearized Arrhenius law [37, 38], the viscosity depends exponentially on the temperature, which demands a robust Stokes solver. We developed a finite element scheme for the isoviscosity [46] and performed numerical simulations [43], then we extended the scheme to temperature-dependent viscosity [47]. In the simulation code, almost all
the time is consumed in solving the Stokes problem. Consequently, it is important to develop a fast Stokes solver. We present an extension of the parallel Stokes solver developed in Chapter 2 to variable viscosity.

Organization of this chapter

In Section 3.2, we review a mathematical model of Earth’s mantle convection with temperature-dependent viscosity in a 3-D spherical shell domain. In Section 3.3, we present a finite element scheme for the Rayleigh–Bénard equations with an infinite Prandtl number using piecewise linear elements and stabilization techniques. We use the same finite element spaces for the velocity and the pressure as described in Section 1.5 to treat the Stokes problems with slip boundary conditions. In Section 3.4, we show the P1/P1 stabilized finite element method of penalty type for the Stokes problem with variable viscosity. We present an error estimate of the finite element solution. In Section 3.5, we review an error estimate of the total finite element scheme for the Rayleigh–Bénard equations with an infinite Prandtl number. In Section 3.6, we show finite element equations with stiffness and mass matrices of the Stokes problem and the convection-diffusion problem in the framework of Section 1.3. We present a strategy to reduce memory requirements in computation of the Stokes problem with temperature-dependent viscosity using domain decomposition into congruent subdomains. In Section 3.7, we give numerical results on the evolution problems of Earth’s mantle convection phenomena with isoviscosity or temperature-dependent viscosity. Finally, we observe the convergence of the PCG method in the Stokes solver with temperature-dependent viscosity and give the parallel performance of the solver.

3.2 Mathematical model of Earth’s mantle convection problem

In this section we review a mathematical model for the Earth’s mantle convection. The mantle is considered to be an incompressible fluid in the spherical domain between the Earth surface and its core surface. The core surface is hot and the surface of the Earth is cold. Gravity directs to the center of the Earth. We suppose that the Earth’s mantle convection is governed by the Rayleigh–Bénard equations

\[
\rho \left\{ \frac{\partial u}{\partial t} + (u \cdot \nabla)u \right\} + \nabla p - \nabla \cdot [2\mu D(u)] = -\rho g e(r),
\]

\[
\nabla \cdot u = 0,
\]

\[
\frac{\partial \theta}{\partial t} + u \cdot \nabla \theta - \nabla \cdot (\kappa \nabla \theta) = f,
\]

where \(u\) is the velocity, \(p\) the pressure, \(\theta\) the temperature, \(\rho\) the density, \(\mu\) the viscosity, \(g\) the gravity acceleration, \(e(r)\) the unit radial vector \((e(r)(x) = x/|x|)\), \(\kappa\) the thermal diffusivity, and \(f\) the heat source.
The density $\rho$ is, in general, a function of the temperature and the pressure. We, however, introduce the Boussinesq approximation to $\rho$, i.e., $\rho$ of the buoyancy term is replaced by

$$\rho = \rho_0 \{1 - \alpha(\theta - \theta_0)\},$$

where $\alpha$ is the thermal expansion coefficient, and $\rho_0$ and $\theta_0$ are a representative density and a representative temperature, respectively, and $\rho$ of the inertia term is replaced by $\rho_0$. We note that the pressure $p$ and a representative pressure $p_0$ do not appear in the buoyancy term. Besides, we assume that the others, $g$, $\kappa$, and $\alpha$ are positive constants. In a model of rheology of the mantle, the viscosity $\mu$ is strongly dependent on the temperature. Ratcliff et al. $\cite{37}$ pointed out the importance of this complex rheology in the spherical shell domain with numerical experiments. So, we treat $\mu$ as a function of the temperature $\theta$ in a mathematical model.

Through scaling $x, t, u, p, \theta, f$, and $\mu$ by the magnitude $d, d^2/\kappa, \kappa/d, \mu_0 \kappa/\rho_0 d^2, \Delta \theta, \kappa/d^2$, and $\mu_0$, and translating $\theta$ by $\theta_0$ and $p$ by $p_0$, we obtain non-dimensional equations

$$\frac{1}{Pr} \left\{ \frac{\partial u}{\partial t} + (u \cdot \nabla)u \right\} + \nabla p - \nabla \cdot [2\mu(\theta)D(u)] = Ra \theta e^{(r)},$$

$$\nabla \cdot u = 0,$$

$$\frac{\partial \theta}{\partial t} + u \cdot \nabla \theta - \nabla^2 \theta = f,$$

where $d$ is the depth of mantle, $\Delta \theta$ is the difference of temperature, $\mu_0$ is the representative viscosity, and $Pr$ and $Ra$ are Prandtl and Rayleigh numbers defined by

$$Pr := \frac{\mu_0}{\kappa p_0}, \quad Ra := \frac{\rho_0 g \alpha \Delta \theta d^3}{\kappa \mu_0},$$

respectively. Since $Pr$ is of order $10^{23} \sim 10^{24}$ in the mantle convection, we omit the inertia term. Scaling again $t$ by $1/Ra$ and $u, p, \text{ and } f$ by $Ra$, we obtain

$$-\nabla \cdot [2\mu(\theta)D(u)] + \nabla p = \theta e^{(r)},$$

$$\nabla \cdot u = 0,$$

$$\frac{\partial \theta}{\partial t} + u \cdot \nabla \theta - \frac{1}{Ra} \nabla^2 \theta = f.$$  \hspace{1cm} (3.1a, 3.1b, 3.1c)

We assume that the viscosity $\mu = \mu(\theta)$ is a positive function of $\theta$.

Equations \(3.1\) are considered in a spherical shell domain

$$\Omega := \{ x \in \mathbb{R}^3; 0 < R_1 < |x| < R_2 \}.$$

In case of the Earth $R_1 = 11/9$ and $R_2 = 20/9$. Let $\Gamma_1$ and $\Gamma_2$ be inner and outer boundaries and $\Gamma$ be the whole boundary $\Gamma_1 \cup \Gamma_2$. The slip boundary conditions for
and the Dirichlet boundary conditions for θ are imposed on Γ:

\[
\begin{align*}
    u \cdot n &= 0, \\
    D(u)n \times n &= 0, \\
    \theta &= \theta_Γ,
\end{align*}
\]

where \( n \) is the unit outer normal and \( \theta_Γ \) is a given temperature on the boundary. Initial condition for \( \theta \) at \( t = 0 \),

\[
\theta = \theta^0
\]

completes a mathematical model of the Earth’s mantle convection, where \( \theta^0 \) is a given temperature.

### 3.3 P1/P1/P1 finite element scheme for the Rayleigh–Bénard equations with an infinite Prandtl number

Here we present a finite element approximation to the problem (3.1), (3.2), and (3.3). We employ a cheap element combination P1/P1/P1, that is, velocity, pressure, and temperature are all approximated by piecewise linear elements. Considering again computation cost, we employ the stabilization of the penalty type for the Stokes problem with temperature-dependent viscosity. Details of this method are described in Section 3.3. Since \( Ra \) is high in our problem, the convection term is dominant in (3.1c). It is well known that the classical Galerkin method to the convection-dominant equation causes numerical instability. To solve the equation without numerical instability under high Rayleigh numbers, we use the stream upwind Petrov/Galerkin (SUPG) method \[14, 21\]. We note that, in case of P1 element, the GLS method \[28, 21\] to convection-diffusion problem (3.1c) with P1 element is equivalent to the SUPG method.

Let \( \Omega_h \) be a polyhedral approximation to \( \Omega \) and \( T_h \) be a partition of \( \Omega_h \) by tetrahedra, where \( h \) is the maximum diameter of tetrahedral elements. The boundary of \( \Omega_h \) is denoted by \( \Gamma_h \). We consider a regular family of subdivisions \( \{ T_h \} \); \( h \downarrow 0 \), satisfying the inverse assumption \[15\], i.e., there exists a positive constant \( \tau \) such that \( \min_{K \in T_h} h_K \geq \tau h \) for all \( h > 0 \). We use the same finite element spaces \( W_h, V_h, Q_h \) as defined for the Stokes problem with slip boundary conditions in Section 1.5. We introduce a finite element affine space \( \Psi_h(\theta_Γ) \) and a finite element space \( \Psi_h \) defined by

\[
\Psi_h(\theta_Γ) := \{ \psi_h \in S_h \mid \psi_h(P) = \theta_Γ(P) \ (\forall P) \},
\]

\[
\Psi_h := \Psi_h(0),
\]

where \( P \) stands for a node on \( \Gamma_h \).
We prepare the following bilinear and trilinear forms: for \( u, v \in X_h, q \in S_h, \) and \( \theta, \psi \in S_h, \)

\[
a_h(\mu; u, v) := 2 \int_{\Omega_h} \mu D(u) : D(v) \, dx,
\]

\[
b_h(v, q) := - \int_{\Omega_h} \nabla \cdot v q \, dx,
\]

\[
d_h(p, q) := \sum_{K \in T_h} h_K^2 (\nabla p, \nabla q ; K),
\]

\[
c_{0h}(\theta, \psi) := \frac{1}{Ra} \int_{\Omega_h} \nabla \theta \cdot \nabla \psi \, dx,
\]

\[
c_{1h}(u, \theta, \psi) := \frac{1}{2} \left\{ \int_{\Omega_h} (u \cdot \nabla)\theta \psi \, dx - \int_{\Omega_h} (u \cdot \nabla)\psi \theta \, dx \right\}.
\]

Let \( \Delta t \) be a time increment. The total numbers of time steps \([T/\Delta t]\) is denoted by \( N_T \). The value of \( v_h \) at \( t = n\Delta t, n \in [0, N_T] \) is denoted by \( v_h^n \). Let \( \Pi_h \) be an interpolation operator from \( L^2(\Omega) \) to \( S_h \).

We approximate the time derivative \( \partial \theta / \partial t \) at \( t = (n + 1)\Delta t \) by the difference quotient \( D_{\Delta t} \theta^n := (\theta^{n+1} - \theta^n) / \Delta t \). A stabilized finite element method for (3.1), (3.2), and (3.3) is to find \( \{(u_h^n, p_h^n, \theta_h^n)\}_{n=0}^{N_T} \subset V_h \times Q_h \times \Psi_h(\theta_T) \) satisfying

\[
a_h(\Pi_h \mu(\theta_h^n) ; u_h^n, v_h) + b_h(u_h^n, q_h) = (\theta_h^n\mathbb{e}_h, v_h)_h, \tag{3.4a}
\]

\[
b_h(u_h^n, q_h) - \delta d_h(p_h^n, q_h) = 0, \tag{3.4b}
\]

\[
(D_{\Delta t} \theta_h^n, \psi_h)_h + c_{0h}(\theta_h^{n+1}, \psi_h) + c_{1h}(u_h^n, \theta_h^{n+1}, \psi_h) + \sum_{K \in T_h} \tau_K (D_{\Delta t} \theta_h^n + u_h^n \cdot \nabla \theta_h^{n+1}, u_h^n \cdot \nabla \psi_h ; K)
\]

\[
= (f_h^{n+1}, \psi_h)_h + \sum_{K \in T_h} \tau_K (f_h^{n+1}, u_h^n \cdot \nabla \psi_h ; K), \tag{3.4c}
\]

for all \( (v_h, q_h, \psi_h) \in V_h \times Q_h \times \Psi_h \) and \( n \in [0, N_T] \) with an initial condition

\[
\theta_0^h = \Pi_h \theta_0.
\]

A positive constant \( \delta \) is a stability parameter for the Stokes equations and \( \tau_K \) is also a stability parameter for the convection-diffusion equation defined by

\[
\tau_K := \min \left\{ \frac{\Delta t}{2}, Ra h_K^2 \frac{h_K}{12} \right\},
\]

where \( h_K \) is the diameter of element \( K \), \( U_K = |u_h(G_K)| \), and \( G_K \) is the barycenter of \( K \).

When \( \theta_h^n \) is given, a unique solution \( (u_h^n, p_h^n) \) of (3.4a) and (3.4b) is obtained, and then with \( u_h^n \), a unique solution \( \theta_h^{n+1} \) of (3.4c) is obtained. Hence, starting from the initial value \( \theta_0^h \), we can obtain the finite element solution \( \{(u_h^n, p_h^n, \theta_h^n)\} \).
3.4 Stokes problem with variable viscosity and stabilized finite element approximation

We again assume that $\Omega$ be a polyhedral bounded domain for simplicity. We consider the linear Stokes problem with variable viscosity to find $u$ and $p$ satisfying

\begin{align}
-2\nabla \cdot [\mu(x)D(u)] + \nabla p &= f \quad \text{in } \Omega, \quad (3.5a) \\
\nabla \cdot u &= 0 \quad \text{in } \Omega, \quad (3.5b)
\end{align}

with Dirichlet boundary conditions $u = g$ on $\Gamma$, $\int_{\Gamma} g \cdot nds = 0$. Here $\mu \in C^1(\bar{\Omega})$ means the viscosity coefficient. We suppose that there exists a positive number $\mu_0$ such that $\mu(x) \geq \mu_0 \quad (x \in \bar{\Omega}). \quad (3.6)$

We define a bilinear form $A^\text{Penalty}_\delta (\cdot \cdot ; \cdot \cdot)$ on $X_h \times S_h$, which depends on the viscosity, in the same manner of Section 1.5 by

\begin{align}
A^\text{Penalty}_\delta (\mu_h; u_h, p_h; v_h, q_h) := a(\mu_h; u_h, v_h) + b(v_h, p_h) + b(u_h, q_h) \\
&\quad - \delta d(p_h, q_h), \quad (3.7)
\end{align}

where $\delta$ is a positive constant and $\mu_h$ is an interpolant of $\mu$ by P1 element. We recall the functional on $X_h \times S_h$ defined by

\begin{align}
F^\text{Penalty}_\delta (v_h, q_h) := (f, v_h). \quad (1.39)
\end{align}

Since we consider the problem in the polyhedral bounded domain with Dirichlet boundary conditions, we use the affine space for the velocity $V_h(g)$ defined in (1.30) and the function space for the pressure $Q_h$ defined in (1.32). Now we present a finite element problem by a penalty-type stabilization. The problem is to find $(u_h, p_h) \in V_h(g) \times Q_h$ satisfying

\begin{align}
A^\text{Penalty}_\delta (\mu_h; u_h, p_h; v_h, q_h) = F^\text{Penalty}_\delta (v_h, q_h) \quad (3.8)
\end{align}

for all $(v_h, q_h) \in V_h \times Q_h$.

Remark 3.1 We can also consider a finite element approximation with a GLS-type stabilization technique to (3.5) by using a bilinear form on $X_h \times S_h$,

\begin{align}
A^\text{GLS}_\delta (\mu_h; u_h, p_h; v_h, q_h) := a(\mu_h; u_h, v_h) + b(v_h, p_h) + b(u_h, q_h) \\
&\quad - \delta \sum_{K \in T_h} h^2_K (-2 \nabla \cdot [\mu_h D(u_h)] + \nabla p_h, -2 \nabla \cdot [\mu_h D(v_h)] + \nabla q_h; K),
\end{align}

and a functional on $X_h \times S_h$,

\begin{align}
F^\text{GLS}_\delta (v_h, q_h) := (f, v_h) - \delta \sum_{K \in T_h} h^2_K (f, -2 \nabla \cdot [\mu_h D(v_h)] + \nabla q_h; K).
\end{align}
The bilinear form $A^\text{GLS}_h$ includes the term $\nabla \cdot [\mu_h D(u_h)]$. It does not vanish elementwise for the P1 element unless $\mu$ is constant, which increases considerably the computation cost in the 3-D problem. That is the reason why we use the penalty-type stabilization.

**Lemma 3.1** There exists a positive constant $c_0$ such that for all positive number $h$ and all $v_h \in V_h$

$$a(\mu_h; v_h, v_h) \geq \mu_0 c_0 \| v_h \|_1^2.$$  

A proof is obtained by the positiveness of the viscosity coefficient (3.6).

**Proposition 3.1** We have

$$A^\text{Penalty}_h(\mu_h; v_h, q_h; v_h, -q_h) \geq \mu_0 c_0 \| v_h \|_1^2 + \delta |q_h|^2,$$

for all $v_h \in V_h$ and $q_h \in Q_h$.

From Lemma 3.1 and Proposition 3.1 we have the following stability inequality on $A^\text{Penalty}_h(\cdot; \cdot)$ as same as the constant viscous case in Section 3.5. Lemma 1.12.

**Lemma 3.2** There exists a positive constant $\alpha_1$ such that for all positive $h$ it holds that

$$\inf_{(u_h, p_h) \in V_h \times Q_h} \sup_{(v_h, q_h) \in V_h \times Q_h} \frac{A^\text{Penalty}_h(u_h, p_h; v_h, q_h)}{\| (u_h, p_h) \|_{V \times Q} \| (v_h, q_h) \|_{V \times Q}} \geq \alpha_1.$$

**Lemma 3.3** Let $(u, p) \in H^2(\Omega)^3 \times H^1(\Omega)$ be a solution of the continuous problem (3.5) and $(u_h, p_h) \in V_h(\mu) \times Q_h$ be a solution of the finite element equation (3.8). There exist constants $c_1$ and $c_2$ such that for all positive number $h$ and $(v_h, q_h) \in V_h \times Q_h$

$$|A^\text{Penalty}_h(\mu_h; u - u_h, p - p_h; v_h, q_h)| \leq c_1 h |\mu|_{1,\infty} |u|_1 |v_h|_1 + c_2 h |p|_1 |q_h|_0.$$

Here, $|\mu|_{1,\infty} := \max_{x \in \Omega} |\partial_x \mu(x)|$.

**Proof.** We have

$$|A^\text{Penalty}_h(\mu_h; u - u_h, p - p_h; v_h, q_h)|$$

$$= \left| 2 \int_{\Omega} \mu_h (D(u) - D(u_h)) : D(v_h) \, dx + b(v_h, p - p_h) + b(u - u_h, q_h) - \delta d(p - p_h, q_h) \right|$$

$$= \left| \left\{ 2 \int_{\Omega} \mu D(u) : D(v_h) \, dx + b(v_h, p) + b(u, q_h) \right\} - \delta d(p, q_h) \right|$$

$$- \left\{ 2 \int_{\Omega} \mu_h D(u_h) : D(v_h) \, dx + b(v_h, p_h) + b(u_h, q_h) - \delta d(p_h, q_h) \right\}$$

$$- 2 \int_{\Omega} (\mu - \mu_h) D(u) : D(v_h) \, dx$$

$$\leq \delta |d(p, q_h)| + 2 \sup_{x \in \Omega} |\mu(x) - \mu_h(x)||D(u)||D(v_h)||_0.$$
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The assertion follows from the inequality (1.36) and an estimate
\[ \sup_{x \in \Omega} |\mu(x) - \mu_h(x)| \leq c h |\mu|_{1,\infty}, \]
which is obtained from the fact that \( \mu_h \) is the P1-interpolant of \( \mu \). □

Using Lemmas 3.2 and 3.3 and Theorem 1.2 (i), we obtain the existence and uniqueness of the finite element solution and its error estimate for the variable viscous case in the same manner of the Theorem 1.4 (ii) for the constant viscous case.

**Theorem 3.1**
(i) There exists a unique solution \((u_h, p_h) \in V_h(g) \times Q_h\) for all positive \(\delta\).
(ii) Let \((u, p) \in H^2(\Omega)^3 \times H^1(\Omega)\) be the solution of the problem (3.5). Let the unique solution \((u_h, p_h) \in V_h(g) \times Q_h\) of the problem (3.8). There exists a positive constant \(c\) such that for all positive \(h\)
\[ ||u - u_h||_1 + ||p - p_h||_0 \leq c h \{||u||_2 + ||p||_1\}. \]

We can consider the linear Stokes equations (3.5) with variable viscosity and slip boundary conditions in a spherical shell domain. The function space \(\hat{V}_h\) defined in (1.34) is used for the velocity, and \(\hat{Q}_h\) defined in (1.35) is used for the pressure. Convergence of the finite element solution by the penalty-type stabilization is also obtained.

**Theorem 3.2**
(i) There exists a positive constant \(h_0\) such that for all \(h \in (0, h_0]\), problem (3.8) in \(\hat{V}_h \times \hat{Q}_h\) has a unique solution \((u_h, p_h) \in \hat{V}_h \times \hat{Q}_h\).
(ii) Let \((u, p) \in H^2(\Omega)^3 \times H^1(\Omega)\) be the solution of the Stokes problem with slip boundary conditions. There exist positive constants \(c\) and \(h_0\) such that for all \(h \in (0, h_0]\),
\[ ||u - u_h||_1 + ||p - p_h||_0 \leq c h \{||u||_2 + ||p||_1\}. \]

### 3.5 Error estimate of the scheme for the Rayleigh–Bénard equations with an infinite Prandtl number

We will review an error estimate of the finite element scheme for the Rayleigh–Bénard equations with an infinite Prandtl number. It is known that the scheme (3.4) is unconditionally stable and that the finite element solutions converge to the exact one [47]. To describe the error estimate, we prepare a norm. Let \(X\) be a Hilbert space. We consider a sequence \(v_h = \{v^h_n\}_{n=0}^{NT} \subset X\). We define \(\ell^q(X)\)-norm
\[ \|v_h\|_{\ell^q(X)} := \begin{cases} \{ \Delta t \sum_{n=0}^{N_T} \| v_h^n \|_X \}^{1/q} & \text{for } 1 \leq q < \infty, \\ \max_{0 \leq n \leq N_T} \| v_h^n \|_X & \text{for } q = \infty. \end{cases} \]

**Theorem 3.3** Let \((u, p, \theta)\) be a solution of (3.1), (3.2), and (3.3) such that

\[
\begin{align*}
 u & \in C([0, T] ; H^2(\Omega)^3) \cap H^1(0, T ; H^1(\Omega)^3), \\
p & \in C([0, T] ; H^1(\Omega)), \\
\theta & \in H^1(0, T ; H^2(\Omega)) \cap H^2(0, T ; L^2(\Omega)).
\end{align*}
\]

Suppose that the initial value \(\theta_h^0\) satisfies

\[ \| \theta_h^0 - \theta^0 \|_0 \leq c h \| \theta^0 \|_1. \]

Then there exist positive constants \(c_* = c_*(T; u, p, \theta)\) and \(h_0\) such that for all \(\Delta t > 0\) and \(h \in (0, h_0]\),

\[
\begin{align*}
\| \theta_h - \theta \|_{\ell^\infty(L^2)}, & \| \frac{1}{\sqrt{\text{Ra}}} (\theta_h - \theta) \|_{\ell^2(H^1)}, \\
\| \sqrt{\tau} u_h \cdot \nabla (\theta_h - \theta) \|_{\ell^2(L^2)}, & \| \sqrt{\tau} (D \Delta t + u_h \cdot \nabla)(\theta_h - \theta) \|_{\ell^2(L^2)}, \\
\| u_h - u \|_{\ell^\infty(H^1)}, & \text{and } \| p_h - p \|_{\ell^\infty(L^2)} \leq c_*(\Delta t + h) .
\end{align*}
\]

Here, in the third and the forth terms, the values of the sequence at the \((n + 1)\)th step are evaluated as

\[ \sqrt{\tau} u_h^n \cdot \nabla \psi_h^{n+1}, \]

\[ \sqrt{\tau} \left\{ \left( \psi_h^{n+1} - \psi_h^n \right)/\Delta t + u_h^n \cdot \nabla \psi_h^{n+1} \right\}, \]

where \(\psi_h^n := \theta_h^n - \theta(\cdot, n \Delta t)\). A weighted norm is defined by

\[ \| \sqrt{\tau} \phi_h \|_{L^2(\Omega)} = \left\{ \sum_{K \in T_h} \tau_K \| \phi_h \|_{L^2(K)}^2 \right\}^{1/2}. \]

A proof in the case of isoviscosity is found in [46]. Using the error estimate for the Stokes problem with variable viscosity in Theorem 3.2 we obtain the desired result in case of temperature-dependent viscosity.
3.6 Finite element equations in matrix form

We will represent the finite element equations of (3.4) in a matrix form. Let $A(\vec{\theta}^n)$ be a stiffness matrix defined by

$$[A(\vec{\theta}^n)]_{\alpha \beta} := 2 \int_{\Omega_h} \Pi_h(\theta_h^{\alpha})D(\varphi_\beta) : D(\varphi_\alpha)dx \quad (\alpha, \beta \in \Lambda_X). \quad (3.9)$$

Other stiffness matrices and mass matrices for the Stokes problem, $B$, $M_1$, $D$, $M_0$ are the same as (2.3b), (2.3c), (2.3d), and (2.3e). We define stiffness matrices for the convection-diffusion equation by

$$[C_0(\vec{u}^n)]_{\mu \nu} := c_{0h}(\psi_\nu, \psi_\mu) \quad (\mu, \nu \in \Lambda_M),$$
$$[C_1(\vec{u}^n)]_{\mu \nu} := c_{1h}(\psi_\nu, \psi_\mu) \quad (\mu, \nu \in \Lambda_M),$$
$$[D_1(\vec{u}^n)]_{\mu \nu} := \sum_{K \in T_h} \tau_K(\psi_\nu, u_h^\mu \cdot \nabla \psi_\mu ; K) \quad (\mu, \nu \in \Lambda_M),$$
$$[D_2(\vec{u}^n)]_{\mu \nu} := \sum_{K \in T_h} \tau_K(u_h^\mu \cdot \nabla \psi_\nu, u_h^\nu \cdot \nabla \psi_\mu ; K) \quad (\mu, \nu \in \Lambda_M).$$

We recall the solution spaces for the Stokes equations,

$$\vec{V} := \{ \vec{v} \in \mathbb{R}^{nx} ; (\vec{v}, \vec{n}^{(j)})_{\mathbb{R}^{nx}} = 0 \ (j \in \Lambda_T), \ (M_1\vec{v}, \vec{v}^{(j)})_{\mathbb{R}^{nx}} = 0 \ (i \in \{1, 2, 3\}) \},$$
$$\vec{Q} := \{ \vec{q} \in \mathbb{R}^{ns} ; (M_0\vec{q}, \vec{1})_{\mathbb{R}^{ns}} = 0 \},$$

where $\Lambda_T$ is the index set of the nodes of the boundary $\Gamma$, and $\vec{n}^{(j)}$ and $\vec{v}^{(i)}$ are defined in (2.4) and (2.5), respectively. We define an affine space $\vec{\Psi}(\theta_T)$ and a vector space $\vec{\Psi}$ by

$$\vec{\Psi}(\theta_T) := \{ \vec{\psi} \in \mathbb{R}^{ns} ; (\vec{\psi}, \vec{c}^{(j)})_{\mathbb{R}^{ns}} = \theta_T(P_j) \ (j \in \Lambda_T) \},$$
$$\vec{\Psi} := \vec{\Psi}(0).$$

The finite element scheme (3.3) can be rewritten as the problem to find $(\vec{u}^n, \vec{p}^n, \vec{\theta}^{n+1}) \in \vec{V} \times \vec{Q} \times \vec{\Psi}(\theta_T)$ for $n \ (0 \leq n < N_T)$ satisfying,

$$(A(\vec{\theta}^n)\vec{u}^n + B^T\vec{p}^n, \vec{v})_{\mathbb{R}^{nx}} = (\tilde{g}(\vec{\theta}^n), \vec{v})_{\mathbb{R}^{nx}} \quad \text{for all } \vec{v} \in \vec{V}, \quad (3.10a)$$

$$(B\vec{u}^n - \delta D\vec{p}^n, \vec{q})_{\mathbb{R}^{ns}} = 0 \quad \text{for all } \vec{q} \in \vec{Q}, \quad (3.10b)$$

$$\{ \frac{1}{\Delta t}M_0 + C_0 + C_1(\vec{u}^n) + \frac{1}{\Delta t}D_1(\vec{u}^n) + D_2(\vec{u}^n) \} \ \vec{\theta}^{n+1}, \vec{\psi} \}_{\mathbb{R}^{ns}} =$$

$$\{ \frac{1}{\Delta t}M_0 + \frac{1}{\Delta t}D_1(\vec{u}^n) \} \ \vec{\theta}^n, \vec{\psi} \}_{\mathbb{R}^{ns}} + (M_0\vec{f}^{n+1} + D_1(\vec{f}^{n+1})\vec{\theta}^{n+1}, \vec{\psi})_{\mathbb{R}^{ns}} \quad \text{for all } \vec{\psi} \in \vec{\Psi}, \quad (3.10c)$$

with initial temperature $\vec{\theta}^0$. Here $\tilde{g}(\vec{\theta}^n)$ corresponds to the buoyancy term $\theta_h^{\alpha}e_h^{(r)}$, and $f_h^{n+1}$ to the heat source term $f_h^{n+1}$. 
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The discretized Stokes problem (3.10a), (3.10b) is solved by the PCG Algorithm (the CG method with an indefinite preconditioning matrix, described in Section 2.3). To obtain \( \vec{\theta}^{n+1} \) as the solution of (3.10c), we use the GCR method [19].

In each subdomain the stiffness matrix is defined by

\[
[A^{(i)}(\vec{\theta}^n)]_{\alpha \beta} := 2 \int_{\Omega_h^{(i)}} \Pi_h \mu(\theta^n_h) D(\varphi_{\beta}) : D(\varphi_{\alpha}) \, dx \quad (\alpha, \beta \in \Lambda_X^{(i)}).
\]

**Remark 3.2** Since the viscosity function is interpolated by P1 element and \( \varphi_{\alpha} \) is a base function of P1 element, we have

\[
[A^{(i)}(\vec{\theta}^n)]_{\alpha \beta} = \sum_{K \in T_h^{(i)}} 2 \int_K \Pi_h \mu(\theta^n_h) D(\varphi_{\beta}) : D(\varphi_{\alpha}) \, dx
\]

\[
= \sum_{K \in T_h^{(i)}} \frac{1}{4} \left\{ \sum_{1 \leq j \leq 4} \mu(\theta^n_h(P_j)) \right\} 2D(\varphi_{\beta}) : D(\varphi_{\alpha}) \int_K \, dx.
\]

Here, \( \{P_j\}_{1 \leq j \leq 4} \) stand for the nodes of the element \( K \). We note that \( \frac{1}{4} \sum_{1 \leq j \leq 4} \mu(\theta^n_h(P_j)) \) is equal to \( \Pi_h(\mu(\theta_h)) \) at the barycenter of \( K \). We recall that an element stiffness matrix on \( K \) in case of isoviscosity is

\[
\{2D(\varphi_{\beta}) : D(\varphi_{\alpha}) \text{vol}(K)\}_{\alpha \beta} \quad (\alpha, \beta \in \Lambda_K),
\]

where \( \Lambda_K \) is an index set defined by

\[
\Lambda_K := \{\alpha = [\alpha_0, \alpha_1] \in \Lambda_X; \, \{P_{\alpha_0}\} \text{ are nodes of } K, \, \alpha_1 \in \{1, 2, 3\}\}.
\]

Total stiffness matrix can be generated through multiplying the element stiffness matrix by mean value of the viscosity over every element. Therefore, keeping element stiffness matrices we can reduce the computation cost in generating stiffness matrix at each time step.

**Remark 3.3** Since the viscosity varies in the domain, the stiffness matrix in \( i \)th subdomain \( A^{(i)} \) cannot be transformed from \( A^{(0)} \) in the reference subdomain with any modification of signs corresponding to the orthogonal transform \( R^{(i)} \). We can slightly reduce memory requirements with the CRS format even in case of temperature-dependent viscosity. Under Assumption 2.2 nodes in subdomains are transformed by the orthogonal transformation from ones in the reference subdomain, and then relative positions of neighbor nodes do not change. Therefore, positions of non-zero element of the stiffness matrix in subdomains are common up to renumbering indices. In case of isoviscosity, the size of memory requirements without domain decomposition \( m_A(1) = 12n_A + 4(n_X + 1) \) is reduced to \( m_A(p) = 12n_A^{(0)} + 4(n_X^{(0)} + 1) + 4p(n_X^{(0)} + 3) \). In case of temperature-dependent
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viscosity it is reduced to $m_A(p) = 8n_A + 4n_A^{(0)} + 4(n_X^{(0)} + 1) + 4p(n_X^{(0)} + 3)$. Figure 3.1 shows the sizes of memory requirements for stiffness matrix $A$ in both cases of isoviscosity and temperature-dependent viscosity. With 48 subdomains, reduction rates for the matrix $A$, which is defined in Section 2.4.3, are $1/25.9$ and $1/1.47$ for the isoviscous case and the temperature-dependent viscous case, respectively. Since other stiffness matrices and mass matrices are the same as ones in the isoviscous case, memory requirements for them are reduced.

![Figure 3.1](image)

Figure 3.1. Required memories to store stiffness matrix $A$ in isoviscous and temperature-dependent viscous cases

### 3.7 Numerical results on Earth’s mantle convection

#### 3.7.1 Simulation of evolution problem of Earth’s mantle convection

We present numerical results of the problem (3.1), (3.2), and (3.3). The temperature $\theta_\Gamma$ on the boundary is given by

$$\theta_\Gamma = 1 \quad \text{on } \Gamma_1, \quad \theta_\Gamma = 0 \quad \text{on } \Gamma_2.$$  

We use a linearized Arrhenius law for the viscosity [37, 38],

$$\mu(\theta) = \exp[-(\theta - 1/2) \log b].$$  
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Here, $b$ is a positive number describing the ratio of the maximum to minimum viscosity. The viscosity $\mu$ is normalized at $\theta = 1/2$. The heat source $f = 0$ and the initial temperature $\theta^0$ is given by

$$\theta^0(r, \varphi, \psi) = \theta^*(r) + \epsilon \sin \pi \left( \frac{R_2 - r}{R_2 - R_1} \right) Y^2_3(\varphi, \psi), \quad (3.11)$$

where $(r, \varphi, \psi)$ are spherical coordinates, $\theta^*(r)$ is the conduction profile without convection defined by

$$\theta^*(r) = \frac{R_1}{R_2 - R_1} \left( \frac{R_2}{r} - 1 \right),$$

$Y^m_n$ is the normalized spherical harmonic function of degree $n$ and order $m$, and $\epsilon = 0.1$. This initial condition was used in [38]. We set $Ra = 7,000$, which is 10 times as large as the critical Rayleigh number 711.95 in the isoviscous case [50].

We performed numerical simulations for this problem by the stabilized finite element scheme (3.4). Figure 3.2 shows the mesh and Table 3.1 shows discretization parameters for the computation. An eighth part of the shell is cut off to show an interior mesh. We employ a non-uniform mesh, keeping the diameters of the surface triangles of tetrahedra on the inner and outer spheres nearly equal. Elements are densely located near the boundaries to approximate well the temperature in the boundary layers. The stability parameter for the Stokes equations is $0.5 \times 10^{-2}$.

Figures 3.3 and 3.4 show evolutions of the isothermal surfaces with $b = 1$ and $b = 100$, starting from the initial temperature (3.11). The isothermal surfaces $\theta_h = 0.2, 0.5$, and 0.8 are drawn from inner to outer of the spherical shell domain. We can observe four ‘plumes’ in both cases of viscosities. In case of temperature-dependent viscosity, the viscosity increases and the velocity decreases at the place where the temperature is low. The plume heads, therefore, flatten much more than in the isoviscosity case.

Ratcliff et al. [38] showed some temperature distributions at the steady state with various pairs of Rayleigh number and viscosity ratio. To reduce computation cost, they exploited symmetry of the steady solution and reduced the problem in a half of the spherical shell domain assuming reflective boundary conditions on its artificial boundary. Similar tendency of the shape of the plume heads at $\theta = 0.2$ was reported. By our solver, we can obtain solutions of evolution problems of the convection in the whole spherical shell domain, and besides, we can observe influences of the temperature-dependent viscosity on the plumes clear than their work.
Figure 3.2. Non-uniform mesh concentrated near the boundary

Table 3.1. Discretization parameters (\(n_G\): numbers of nodes, \(n_E\): numbers of elements, \(n_V\): degrees of freedom of velocity, \(n_Q\): degrees of freedom of pressure)

<table>
<thead>
<tr>
<th>(n_G)</th>
<th>(n_E)</th>
<th>(n_V)</th>
<th>(n_Q)</th>
<th>(n_V + n_Q)</th>
<th>(h)</th>
<th>(\Delta t)</th>
</tr>
</thead>
<tbody>
<tr>
<td>324,532</td>
<td>1,868,544</td>
<td>948,629</td>
<td>324,531</td>
<td>1,273,160</td>
<td>0.145</td>
<td>2.5</td>
</tr>
</tbody>
</table>
Figure 3.3. Isothermal surfaces of $\theta_h$ in the case $b = 1$; $t = 0$, $t = 75$, $t = 150$, $t = 225$, $t = 300$, and $t = 375
Figure 3.4. Isothermal surfaces of $\theta_h$ in the case $b = 100$; $t = 0$, $t = 75$, $t = 150$, $t = 225$, $t = 300$, and $t = 375$
3.7.2 Convergence of the Stokes solver with temperature-dependent viscosity

We demonstrate the convergence of the PCG Algorithm to solve the Stokes problem with temperature-dependent viscosity in the Earth’s mantle convection. Finite element equations to be solved are \((3.10a)\) and \((3.10b)\) in the solution space with the slip boundary conditions. We prepare a preconditioner defined by

\[
Q_3 := P \begin{pmatrix}
\left( \begin{array}{cc}
\hat{A}_{II}^{(i)}(\tilde{\theta}^n) & -1 \\
0 & -\frac{1}{\delta} D_{II}^{(0)}^{-1}
\end{array} \right) & 0 \\
0 & \left( \begin{array}{cc}
\hat{A}_{BB}^{(i)}(\tilde{\theta}^n) & -1 \\
0 & -\frac{1}{\delta} D_{BB}^{(0)}^{-1}
\end{array} \right)
\end{pmatrix} P.
\]

Here \(\tilde{M}\) stands for an incomplete Cholesky decomposition of a matrix \(M\), and \(\hat{M}\) stands for a diagonal matrix with diagonal elements of \(M\). Matrices with subscript \(II\) correspond to the index set of inner nodes in a subdomain, e.g., \(\Lambda_{X,I}^{(i)}\) defined in \((2.25)\). Matrices with subscript \(BB\) correspond to the index set of interface, e.g., \(\Lambda_{X,B}^{(i)}\) defined in \((2.28)\).

Figures 3.5 and 3.6 show convergence histories of the PCG Algorithm with preconditioner \(Q_3\) for the Stokes problem with \(b = 1\) and \(b = 100\), respectively. In both cases of viscosity ratio, temperature distribution at \(t = 225\) is used. In both cases, the PCG Algorithm converges with relative residual \(10^{-6}\) after smaller than 1,600 iterations for the problem with 1,273,160 degrees of freedom. As the viscosity ratio becomes bigger, convergence of PCG Algorithm becomes slower slightly. Nevertheless we get the solution after a small number of iterations compared to the degrees of freedom.

3.7.3 Parallel performance of the Stokes solver

Preconditioning operation by matrix \(Q_3\) can be performed in parallel. Figure 3.7 shows parallel performance of the Stokes solver with \(b = 100\) using Fujitsu GP7000F. Because the PCG Algorithm does not depend on the viscosity ratio, the same parallel performance is obtained in the case of higher viscosity ratio. We can conclude that our Stokes solver using the CG method with congruent domain decomposition has good parallel performance.
Figure 3.5. Convergence history of the Stokes problem with $b = 1$

Figure 3.6. Convergence history of the Stokes problem with $b = 100$
Figure 3.7. Elapsed time in the Stokes solver with $b = 100$ by GP7000F

3.8 Summary

In this chapter, we have shown an application of the parallel Stokes solver to the problem of the Earth’s mantle convection. We have reviewed a mathematical model of the Earth’s mantle convection that is described by the Rayleigh–Bénard equations with an infinite Prandtl number and temperature-dependent viscosity. The system of equations consists of the Stokes equations and the convection-diffusion equation. We have presented a finite element approximation to the system using stabilization techniques of the penalty type for the Stokes equations and the SUPG type for the convection-diffusion equation.

We have extended the stabilized scheme of the penalty type to the Stokes equations with variable viscosity, and have obtained an error estimate. Because the viscosity depends on the temperature distribution in the domain, the values of the stiffness matrix corresponding to the strain rate tensor are different among the positions of a node in the reference subdomain and of the transformed nodes in the subdomains. Nevertheless, the locations of the nonzero entries of the matrix are common over the subdomains. Each entry of the stiffness matrix is generated from mean values of the viscosity on the elements to which the node belongs, and element stiffness matrices. We could reduce computation cost drastically by storing element stiffness matrices only in the reference subdomain. We concluded that a memory reduction technique using domain decomposition into congruent subdomains is applicable, with some modification, to the temperature-dependent viscosity case.

We have shown the convergence of the PCG method by numerical experiments.
A preconditioner is constructed in block-wise fashion with sub-matrices whose indices correspond to the nodes in the interior of subdomains and to the nodes on the interface among subdomains. We observed the convergence of the PCG solver with relative residual of $10^{-6}$ after fewer than 1,600 iterations for the problem with more than one million degrees of freedom and a viscosity ratio of 100. This computation required only 13 minutes using the parallel computer, Fujitsu GP7000F, with 24 processors. Therefore, we can say that our parallel Stokes solver has the capability to find a large-scale finite element solution of a 3-D geophysical problem in acceptable computation time.
Conclusion

We have developed a parallel finite element Stokes solver that can perform large-scale 3-D computation, using current computer resources. For its application to the Earth’s mantle convection, we considered the linear Stokes equations with variable viscosity in a spherical shell domain with slip boundary conditions imposed. Our solver consists of efficient algorithms to achieve fast computation, with minimal memory requirements. These algorithms are consistent with the framework of the finite element method, and are simple to implement on parallel computers.

In General Introduction to this thesis, we have described the problems that may be caused by some techniques used in conventional finite element codes. We have resolved these problems and developed four new techniques as follows.

(i) We have used the same interpolation for both velocity and pressure by P1 element, which is the most economical element from the viewpoint of memory consumption. Because, as is well known, a combination of P1/P1 elements does not satisfy the inf-sup condition, we have used a stabilization technique. Considering the cost of computation in the case of variable viscosity, we have employed a penalty-type stabilization technique. In the case of constant viscosity, some error estimates for both the penalty-type and GLS-type schemes are known. In this thesis, we have also obtained an error estimate for the penalty-type scheme for the Stokes problems with variable viscosity.

(ii) We have introduced the solution space whose functions satisfy conditions on the normal components of the velocity (a part of the slip boundary conditions), and constraints to eliminate rigid body rotations and pressure lifting. We have written the finite element equation in matrix form using the stiffness matrix, which is constructed by standard finite element base functions independently of the boundary conditions, and an orthogonal projection onto the solution space. We have also expressed the orthogonal projection by inner products of the unknown vector, and vectors corresponding to the unit outer normal on the boundary, the rigid body rotations, and the constant pressure. A finite element solver to find a solution in the Krylov subspace by the CG method has been obtained. The idea of using a combination of the stiffness matrix defined on the all finite element nodes, and the orthogonal projection onto the solution space makes the finite element solver simple and allows memory reduction and parallel computation by the domain decomposition in (iv). Our solver is consistent with the framework of finite element methods and is applicable to finite element equations with general bilinear forms and with
several types of boundary conditions imposed.

(iii) We have verified that the CG method with an indefinite symmetric preconditioning matrix can be applied to linear systems with indefinite symmetric coefficient matrices. We have shown that with successful execution of the preconditioned CG (PCG) method, the linear system can be solved in a Krylov subspace. In addition, we have shown a necessary and sufficient condition for no-breakdown of the PCG method. We have also presented a practical version of the PCG method by adding projection operations to avoid the accumulation of round-off errors.

(iv) We have presented a method to reduce memory requirements for finite element matrices by domain decomposition into congruent subdomains. If a domain has a form of symmetry, it can be decomposed into subdomains that are transformed from the reference subdomain by orthogonal matrices whose components consist of $-1$, $0$, and $1$. Using this domain decomposition, the finite element matrices in the subdomains are expressed by a sub-matrix in the reference domain with a slight modification. The modification is performed by renumbering the indices and changing signs corresponding to the orthogonal matrices. We have proposed a strategy to reduce the memory requirements using domain decomposition into congruent subdomains, and have also proposed a procedure to calculate the matrix-vector product, using work-vectors in the subdomains and the sub-matrix in the reference domain. In numerical experiments using an example of a stiffness matrix obtained by P1 element with a tetrahedral mesh of the spherical shell domain and the decomposition of the domain into 48 congruent subdomains, we observed three advantages of our domain decomposition algorithm: (a) efficient reduction of memory requirements, (b) almost optimal load balance in parallel computing, and (c) efficient use of a cache memory and of vector registers. In the case of the Stokes equations with temperature-dependent viscosity, by applying our domain decomposition algorithm to the element stiffness matrix, the calculation cost of the stiffness matrix corresponding to the strain rate tensor was considerably reduced.

We observed the convergence property and parallel performance of our solver to the linear Stokes equations with temperature-dependent viscosity. We have constructed the preconditioner with an incomplete Cholesky decomposition in block-wise fashion and with multiplications of the orthogonal projections from both sides. We have achieved the convergence of the PCG solver with a relative residual $10^{-6}$ after fewer than 1,600 iterations for a problem with more than one million degrees of freedom and a viscosity ratio of 100. This computation required 13 minutes using the parallel computer, Fujitsu GP7000F, with 24 processors. Using our solver, we have obtained solutions of evolution problems of Earth’s mantle convection, and have observed specific influences of the temperature-dependent viscosity on the flow pattern.

We conclude that our parallel Stokes solver has opened a practical way to large-scale simulation of geophysical problems of the Earth’s mantle convection phenomena.
Appendix A

A solver of finite element equation in conventional finite element codes and its limitations

A.1 A generalization of a conventional solver

We first recall the problem (1.18) to obtain a solution of the finite element equation (1.10): to find $\vec{u}_0 \in \vec{Y}$ satisfying

$$(\mathcal{A}\vec{u}_0, \vec{v})_{\mathbb{R}^nZ} = (\vec{f} - \mathcal{A}\vec{u}_g, \vec{v})_{\mathbb{R}^nZ},$$  \hspace{1cm} (1.18)

for a fixed $\vec{u}_g \in \vec{Y}(g)$. Here $\vec{Y}$ and $\vec{Y}(g)$ are the vector space and the affine space defined in (1.13) and (1.14), respectively. $\mathcal{A}$ is the $n_Z \times n_Z$ matrix defined in (1.15) and $\vec{f}$ is the $n_Z$-vector defined in (1.16).

We will comment a method to find a solution of (1.18) when $\mathcal{A}$ is symmetric. It is a generalization of solvers in conventional finite element codes [5]. In this method, a regular coefficient matrix of the linear system is obtained by fixing some data on finite element nodes and removing some rows and columns of the stiffness matrix. Then, the solution is adjusted by restoring data from the kernel of the stiffness matrix. We rewrite the right-hand term of (1.18). Let $\vec{b} \in \mathbb{R}^{n_Z}$. We consider a problem to find $\vec{u} \in \vec{Y}$ satisfying

$$(\mathcal{A}\vec{u}, \vec{v})_{\mathbb{R}^nZ} = (\vec{b}, \vec{v})_{\mathbb{R}^nZ},$$  \hspace{1cm} (A.1)

for all $\vec{v} \in \vec{Y}$. Let $n_Y := \dim \vec{Y}$. $R(\mathcal{A})$ and $N(\mathcal{A})$ denote the image and the kernel of the matrix $\mathcal{A}$, respectively.

We make an assumption on the matrix $\mathcal{A}$.

**Assumption A.1** The matrix $\mathcal{A}$ is symmetric with $\dim R(\mathcal{A}) = n_Y$.

Let $P$ be an orthogonal projection of $\mathbb{R}^{n_Z}$ onto $R(\mathcal{A})$.

We prepare subspaces $\vec{V}_1$ and $\vec{V}_2$ whose dimensions are $n_Y$, and suppose that subspaces satisfy the following assumption.
**Assumption A.2** Both subspaces $\tilde{V}_1$ and $\tilde{V}_2$ satisfy

$$\tilde{V}_i \cap N(\mathcal{A}) = \{0\} \quad (i = 1, 2).$$

**Proposition A.1** Under Assumptions A.1 and A.2, we have

$$\tilde{V}_i^\perp \cap R(\mathcal{A}) = \{0\}$$

for $i = 1, 2$.

A proof is easily obtained by expanding $\tilde{V}_i^\perp$ and $N(\mathcal{A})$ with their bases.

**Lemma A.1** Under Assumptions A.1 and A.2, $\mathcal{A}$ is regular in both $\tilde{V}_1$ and $\tilde{V}_2$.

**Proof.** We will show the injectivity of $\mathcal{A}$ in $\tilde{V}_i$. Let $\vec{u} \in \tilde{V}_i$ satisfy

$$(\mathcal{A}\vec{u}, \vec{v})_{\mathbb{R}^n_Z} = 0$$

for all $\vec{v} \in \tilde{V}_i$. We have $\mathcal{A}\vec{u} \in \tilde{V}_i^\perp \cap R(\mathcal{A})$. By Proposition A.1, we obtain $\mathcal{A}\vec{u} = 0$. Therefore, we have $\vec{u} \in \tilde{V}_i \cap N(\mathcal{A})$. Then the injectivity follows from Assumption A.2. The injectivity leads to the surjectivity of $\mathcal{A}$ in $\tilde{V}_i$. □

**Corollary A.1** Let $i = 1$ or $i = 2$. Under Assumptions A.1 and A.2, a problem to find $\vec{x}_i \in \tilde{V}_i$ satisfying

$$(\mathcal{A}\vec{x}_i, \vec{v})_{\mathbb{R}^n_Z} = (\vec{b}, \vec{v})_{\mathbb{R}^n_Z}$$

(A.2)

for all $\vec{v} \in \tilde{V}_i$ has a unique solution.

**Theorem A.1** Under Assumptions A.1 and A.2, suppose that $\vec{x}_i \in \tilde{V}_i$ be the solution of (A.2) for $i = 1, 2$. For each $i = 1, 2$, let $\vec{r}_i \in \tilde{V}_i^\perp$ satisfy

$$(I - P)\vec{r}_i = -(I - P)\vec{b}.$$  

(A.3)

Then we have

$$\vec{x}_1 = \vec{x}_2 + \mathcal{A}^\dagger(\vec{r}_1 - \vec{r}_2) + \vec{c},$$

(A.4)

where $\vec{c} \in N(\mathcal{A})$.

**Proof.** Since $P$ is the orthogonal projection onto $R(\mathcal{A})$, we have

$$(I - P)(\mathcal{A}\vec{x}_i - \vec{b} - \vec{r}_i) = (I - P)(\mathcal{A}\vec{x}_i - \left\{ P\vec{b} + (I - P)\vec{b} \right\} - \vec{r}_i)$$

$$= (I - P)(\mathcal{A}\vec{x}_i - P\vec{b}) - (I - P)^2\vec{b} - (I - P)\vec{r}_i$$

$$= 0.$$

Consequently, we obtain

$$(\mathcal{A}\vec{x}_i - \vec{b} - \vec{r}_i, \vec{w})_{\mathbb{R}^n_Z} = 0 \quad \text{for all } \vec{w} \in N(\mathcal{A}),$$

$$(\mathcal{A}\vec{x}_i - \vec{b} - \vec{r}_i, \vec{v})_{\mathbb{R}^n_Z} = 0 \quad \text{for all } \vec{v} \in \tilde{V}_i.$$
Since $N(A) \cap \tilde{V}_i = \{0\}$ and $\dim N(A) + \dim \tilde{V}_i = n_Z$, these two relations lead to
\[ A\tilde{x}_i - \tilde{b} = \tilde{r}_i. \]
Then we get
\[
A(\tilde{x}_1 - \tilde{x}_2) = (\tilde{r}_1 - \tilde{r}_2) = P(\tilde{r}_1 - \tilde{r}_2) + (I - P)(\tilde{r}_1 - \tilde{r}_2) = P(\tilde{r}_1 - \tilde{r}_2).
\]
Since the last term belongs to $R(A)$, we have
\[
\tilde{x}_1 = \tilde{x}_2 + A^\dagger(\tilde{r}_1 - \tilde{r}_2) + \tilde{c},
\]
where $\tilde{c} \in N(A)$.

**Remark A.1** We can determine the vectors $\tilde{r}_i$ and $\tilde{c}$ in Theorem A.1 as follows. We put $m := n_Z - n_Y$. Let $\{\bar{w}^{(1)}, \ldots, \bar{w}^{(m)}\}$ be a basis of $N(A)$, and let $\{\bar{v}_1^{(1)}, \ldots, \bar{v}_1^{(m)}\}$ be a basis of $\tilde{V}_1^\perp$ for $i = 1, 2$, respectively. The vector $\tilde{r}_i \in \tilde{V}_i^\perp$ that meets the condition (A.3) is obtained by solving the problem to find $\{\mu_l\}_{l=1}^m$ satisfying
\[
\sum_{l=1}^m (\bar{v}_i^{(l)}, w^{(k)})_{R^n_Z} \mu_l = -(\tilde{b}, \bar{w}^{(k)})_{R^n_Z} \quad \text{for all } 1 \leq k \leq m.
\]
By Assumption A.2, $\{\mu_l\}_{l=1}^m$ are uniquely obtained. Then we have $\tilde{r}_i = \sum_{l=1}^m \mu_l \bar{v}_i^{(l)}$. Since $\tilde{x}_1 \in \tilde{V}_1$, the vector $\tilde{c} (= \sum_{l=1}^m \nu_l \bar{w}^{(l)}) \in N(A)$ is obtained by solving the problem to find $\{\nu_l\}_{l=1}^m$ satisfying
\[
\sum_{l=1}^m (\bar{w}^{(l)}, \bar{v}_1^{(k)})_{R^n_Z} \nu_l = -(A^\dagger(\tilde{r}_1 - \tilde{r}_2) + \tilde{x}_2, \bar{v}_1^{(k)})_{R^n_Z} \quad \text{for all } 1 \leq k \leq m. \quad (A.5)
\]

Now we present a solver for (A.1), which is a generalized version of solvers used in conventional finite element codes. We make an assumption on right-hand vector $\tilde{b}$.

**Assumption A.3** The vector in the right-hand term of (A.1) satisfies
\[
\tilde{b} \in R(A).
\]

Let $\tilde{V}_1$ be the solution space $\tilde{Y}$. We prepare $\tilde{V}_2$ defined by
\[
\tilde{V}_2 := \{\bar{v} \in \mathbb{R}^{n_Z} ; (\bar{v}, \bar{e}^{(\mu)})_{R^n_Z} = 0 \quad (\mu \in \Lambda_0)\},
\]
where $\bar{e}^{(\mu)}$ is a unit vector and $\Lambda_0$ is an index set with $\#\Lambda_0 = n_Z - n_Y$. Here $\#\Lambda$ stands for the total number of elements of a set $\Lambda$. We note that $\Lambda_0$ should be so chosen as to let $\tilde{V}_2$ satisfy Assumption A.2. We put $\Lambda_1 := \Lambda_Z \setminus \Lambda_0$. 89
Algorithm A.1

Step 1. Let  \( \tilde{A} \) be an \( n_Y \times n_Y \) matrix defined by
\[
[\tilde{A}]_{\tilde{\mu} \tilde{\nu}} = (A \vec{e}(\nu), \vec{e}(\mu))_{\mathbb{R}^{n_Z}} \quad (\mu, \nu \in \Lambda_1). \]
Let  \( \tilde{g} \) be an \( n_Y \) vector defined by
\[
[\tilde{g}]_{\tilde{\mu}} = (\vec{b}, \vec{e}(\mu))_{\mathbb{R}^{n_Z}} \quad (\mu \in \Lambda_1). \]
Here,  \( \tilde{\mu} \in \{1, \ldots, n_Y\} \) stands for an index renumbered from  \( \mu \in \Lambda_1 \). We note that  \( \tilde{A} \) is nothing but a reduced matrix of  \( A \), where rows and columns with indices in  \( \Lambda_0 \) are removed.

Step 2. Find a solution  \( \tilde{y}_2 \in \mathbb{R}^{n_Y} \) satisfying
\[
\tilde{A} \tilde{y}_2 = \tilde{g}
\]
by a linear solver of an iterative method or a direct method.

Step 3. Find a solution  \( \tilde{c} \in \mathbb{R}^{n_Z} \) satisfying (A.5) with  \( \tilde{r}_1 = \tilde{r}_2 = 0 \).

Step 4. Renumbering indices of the vector  \( \tilde{y}_2 \), we get  \( \tilde{x}_2 \in \mathbb{R}^{n_Z} \) as follows,
\[
[\tilde{x}_2]_{\mu} = [\tilde{y}_2]_{\tilde{\mu}} \quad (\mu \in \Lambda_1),
[\tilde{x}_2]_{\mu} = 0 \quad (\mu \in \Lambda_0).
\]
A desired solution of (A.1) is obtained as
\[
\tilde{u} = \tilde{x}_2 + \tilde{c}.
\]
We note that under Assumption A.3 we need not to calculate  \( A^\dagger (\tilde{r}_1 - \tilde{r}_2) \) in Step 3.

In many cases of finite element equations, Assumption A.1 on the dimension of the image of the stiffness matrix is satisfied. The condition is that the dimension of the image of the stiffness matrix should be equal to the dimension of the solution space. But, in general, Assumption A.1 is not satisfied. For example, perturbations from discretizations of the continuous problem cause the inconvenience. In Appendix A.2, we will show an example of finite element equation where Algorithm A.1 is not applicable.

A.2 Limitations of a conventional solver in application to the Stokes problems

We will show Algorithm A.1 in Appendix A.1, which is used in conventional finite element codes, is applicable to the finite element equation of the Stokes problems or not.
Case of Dirichlet boundary conditions

In the Dirichlet Problem, it is required to remove pressure lifting. For simplicity, we assume that \( g = 0 \), i.e., homogeneous Dirichlet data. Let \( \Lambda_V := \Lambda_X \setminus \Lambda_D \) and let \( n_V \) denote \#\( \Lambda_V \). We prepare stiffness matrices \( \tilde{A} \) and \( \tilde{B} \) defined by

\[
[\tilde{A}]_{\tilde{\alpha}, \tilde{\beta}} := a(\varphi_{\beta}, \varphi_{\alpha}; \Omega) \quad (\alpha, \beta \in \Lambda_V),
\]

\[
[\tilde{B}]_{\mu, \tilde{\beta}} := b(\varphi_{\beta}, \psi_{\mu}; \Omega) \quad (\mu \in \Lambda_S, \beta \in \Lambda_V).
\]

Here \( \tilde{\alpha} \in \{1, \ldots, n_V\} \) is an index renumbered from \( \alpha \in \Lambda_V \). We note that the sizes of matrices \( \tilde{A} \) and \( \tilde{B} \) are \( n_V \times n_V \) and \( n_S \times n_V \), respectively. We put \( n_Z := n_V + n_S \).

A stiffness matrix of the Stokes problem is given by

\[
\mathcal{K} := \begin{pmatrix} \tilde{A} & \tilde{B}^T \\ \tilde{B} & -\delta \mathbb{I} \end{pmatrix}.
\]

We define vectors \( \vec{b}, \vec{m}' \in \mathbb{R}^{n_Z} \) by

\[
[\vec{b}]_i := \begin{cases} 
0 & (1 \leq i \leq n_V) \\
1 & (n_V + 1 \leq i \leq n_Z)
\end{cases},
\]

\[
[\vec{m}]_i := \begin{cases} 
0 & (1 \leq i \leq n_V) \\
[\vec{m}]_{i-n_V} & (n_V + 1 \leq i \leq n_Z)
\end{cases}.
\]

A solution space \( \vec{Y} \subset \mathbb{R}^{n_Z} \) is defined by

\[
\vec{Y} := \{ \vec{u} \in \mathbb{R}^{n_Z} ; (\vec{u}, \vec{m}')_{\mathbb{R}^{n_Z}} = 0 \}.
\]

A space \( \vec{V}_2 \) in Algorithm A.1 is defined by

\[
\vec{V}_2 := \{ \vec{u} \in \mathbb{R}^{n_Z} ; (\vec{u}, \vec{e}^{(n_Z)})_{\mathbb{R}^{n_Z}} = 0 \}.
\]

Since the unit vector \( \vec{e}^{(n_Z)} \) is not orthogonal to \( \vec{b} \), Assumption A.2 is satisfied.

We obtain the following relations.

\[
[\vec{B}^T \vec{1}]_{\tilde{\beta}} = \sum_{\mu \in \Lambda_S} b(\varphi_{\beta}, \psi_{\mu}; \Omega) = b(\varphi_{\beta}, 1; \Omega)
\]

\[
= -\int_\Omega \nabla \cdot \varphi_{\beta} \, dx = -\int_\Gamma \varphi_{\beta} \cdot n \, ds
\]

\[
= 0 \quad (\beta \in \Lambda_V).
\]

\[
[D \vec{1}]_{\mu} = \sum_{\nu \in \Lambda_S} d(\psi_{\nu}, \psi_{\mu}; \Omega) = d(1, \psi_{\mu}; \Omega)
\]

\[
= \sum_{K \in T_h} h_K^2 (\nabla 1, \nabla \psi_{\mu}; K)
\]

\[
= 0 \quad (\mu \in \Lambda_S).
\]

We know the following fact about the kernel of the stiffness matrix \( \mathcal{K} \), \( N(\mathcal{K}) \).

91
Proposition A.2 In the Dirichlet Problem, we have
\[ \dim N(\mathcal{K}) = 1 \quad \text{and} \quad \vec{b} \in N(\mathcal{K}). \]

From Proposition \[A.2\] we can verify that Assumption \[A.1\] is satisfied. We note that \((\vec{f}_2, \vec{1})_{\mathbb{R}^{nS}} = 0\) for both the GLS and penalty types. Therefore, Assumption \[A.3\] is also satisfied. Hence, we can employ Algorithm \[A.1\] to solve the finite element equation of the Dirichlet Problem.

Case of Slip boundary conditions

In the Slip Problem, it is required to remove rigid body rotations and pressure lifting. We only consider the homogeneous boundary data, \(g_n = 0\). Let \(\Lambda_W := \Lambda_X \setminus \Lambda_G\) and let \(n_W\) denote \#\(\Lambda_W\). Let \(\{\vec{\varphi}_\alpha\}_{\alpha \in \Lambda_W}\) be a basis of \(\vec{W}\), where \(\vec{\varphi}_\alpha(P_{\beta_0}) \cdot n_\Omega(P_{\beta_0}) = 0\) for \(\beta_0 \in \Lambda \Gamma\). This basis can be constructed as follows. Let \(k(\alpha_0) \in \{1, 2, 3\}\) be a component index with which \(\max_k |n_\Omega(P_{\alpha_0})|_k\) is attained for each \(\alpha_0 \in \Lambda \Gamma\). Then we define
\[ \vec{\varphi}_{[\alpha_0, l]} := \vec{\varphi}_{[\alpha_0, l]} - \frac{[n_\Omega(P_{\alpha_0})]_l}{[n_\Omega(P_{\alpha_0})]_{k(\alpha_0)}} \vec{\varphi}_{[\alpha_0, k(\alpha_0)]} \]
where \(l \in \{1, 2, 3\} \setminus \{k(\alpha_0)\}\) for \(\alpha_0 \in \Lambda \Gamma\). On inner nodes, we define
\[ [\vec{\varphi}]_{[\alpha_0, l]} := [\vec{\varphi}]_{[\alpha_0, l]} \quad (\alpha_0 \in \Lambda_G \setminus \Lambda \Gamma, \ l \in \{1, 2, 3\}). \]

We recall that the rigid body rotation \(v^{(i)}\) belongs to \(\vec{W}_h\), i.e., \(v^{(i)}(P_{\alpha_0}) \cdot n_\Omega(P_{\alpha_0}) = 0\) for \(\alpha_0 \in \Lambda \Gamma\). Let \(\{\vec{v}^{(i)}\}_{i=1,2,3} \subset \mathbb{R}^{nW}\) be vectors corresponding to the rigid body rotations and the basis \(\{\vec{\varphi}_\alpha\}\),
\[ \sum_{\alpha \in \Lambda_W} [\vec{v}^{(i)}]_{\alpha} \vec{\varphi}_\alpha(x) = v^{(i)}(x). \]

We prepare stiffness matrices \(\vec{A}\) and \(\vec{B}\) and mass matrix \(\vec{M}_1\) defined by
\[ \begin{align*}
[\vec{A}]_{\alpha \beta} &:= a(\vec{\varphi}_\beta, \vec{\varphi}_\alpha; \Omega_h) \quad (\alpha, \beta \in \Lambda_W), \\
[\vec{B}]_{\mu \beta} &:= b(\vec{\varphi}_\beta, \vec{\psi}_\mu; \Omega_h) \quad (\mu \in \Lambda_S, \beta \in \Lambda_W), \\
[\vec{M}_1]_{\alpha \beta} &:= (\vec{\varphi}_\beta, \vec{\varphi}_\alpha; \Omega_h) \quad (\alpha, \beta \in \Lambda_W).
\end{align*} \]

Here \(\tilde{\alpha} \in \{1, \ldots, n_W\}\) is an index renumbered from \(\alpha \in \Lambda_W\). A stiffness matrix of the Stokes problem is also given by
\[ \mathcal{K} := \begin{pmatrix} \vec{A} & \vec{B}^T \\ \vec{B} & -\delta D \end{pmatrix}. \]

A solution space \(\vec{Y} \subset \mathbb{R}^{nW+nS}\) is defined by
\[ \vec{Y} := \{ \begin{pmatrix} \vec{u} \\ \vec{p} \end{pmatrix} \in \mathbb{R}^{nW+nS} \mid \vec{u} \in \mathbb{R}^{nW}, \vec{p} \in \mathbb{R}^{nS}, \quad (\vec{u}, \vec{M}_1 \vec{v}^{(i)})_{\mathbb{R}^{nW}} = 0 \ (i = 1, 2, 3), \quad (\vec{p}, \vec{m})_{\mathbb{R}^{nS}} = 0 \}. \]
We can see that
\[\tilde{A} \tilde{v}^{(i)} = 0 \quad (i = 1, 2, 3), \quad \text{(A.6)}\]
\[\tilde{B} \tilde{v}^{(i)} = 0 \quad (i = 1, 2, 3). \quad \text{(A.7)}\]
From Lemma 1.11 (i) and (A.6), we have \(N(\tilde{A}) = \text{span}[\tilde{v}^{(1)}, \tilde{v}^{(2)}, \tilde{v}^{(3)}]\) and \(\tilde{A}\) is positive definite on \(R(\tilde{A})\). From (A.7), we have
\[R(\tilde{B}^T) \subset R(\tilde{A}). \quad \text{(A.8)}\]
For the vector corresponding to the constant pressure, we have
\[D\tilde{1} = 0. \quad \text{(A.9)}\]
On the other hand, \(\tilde{B}^T\tilde{1}\) does not vanish due to the approximation of the smooth domain \(\Omega\) by a polygonal domain \(\Omega_h\). In fact,
\[\left[\tilde{B}^T\tilde{1}\right]_\beta = -\int_{\Omega_h} \nabla \cdot \bar{\varphi}_\beta \, dx = -\int_{\Gamma_h} \bar{\varphi}_\beta \cdot n \, ds \neq 0 \quad \text{(A.10)}\]
for an index \(\beta \in \Lambda_W\) corresponding to a node on \(\Gamma_h\).

**Proposition A.3**  *In the Slip Problem, we have*
\[\dim N(K) = 3.\]

*Proof.* We can rewrite the stiffness matrix \(K\) with a Schur complement matrix \(S\) as follows.
\[K = \begin{pmatrix} I_{nv} & 0 \\ \tilde{B} \tilde{A}^T & I_{ns} \end{pmatrix} \begin{pmatrix} \tilde{A} & 0 \\ 0 & -S \end{pmatrix} \begin{pmatrix} I_{nv} & \tilde{A}^T \tilde{B}^T \\ 0 & I_{ns} \end{pmatrix},\]
where \(S\) is defined by
\[S := \delta D + \tilde{B} \tilde{A}^T \tilde{B}^T.\]
From positivity of \(\tilde{A}\) on \(R(\tilde{A})\), (A.8), and (A.10), we have
\[(\tilde{B} \tilde{A}^T \tilde{B}^T \tilde{1}, \tilde{1})_{\mathbb{R}^n_s} = (\tilde{A}^T \tilde{B}^T \tilde{1}, \tilde{B}^T \tilde{1})_{\mathbb{R}^n_s} \geq c ||\tilde{B}^T \tilde{1}||_{\mathbb{R}^n_s}^2 > 0,\]
where \(c\) is a positive constant. Since \(D\) is positive definite on \(\text{span}[\tilde{1}]^\perp\) and \(\tilde{B} \tilde{A}^T \tilde{B}^T\) is semi-positive definite on \(\mathbb{R}^{n_s}\), \(S\) is positive definite. Combining \(\dim N(\tilde{A}) = 3\) and \(\dim N(S) = 0\), we get the desired result by virtue of the Sylvester law of inertia. \(\square\)

From Proposition A.3, the dimension of \(R(K)\) does not coincide with dimension of the solution space \(\tilde{Y}\). Hence, Assumption A.1 is not satisfied. Consequently, we cannot apply Algorithm A.1 to the finite element equation of the Slip Problem.
Bibliography


