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A new imaging method based on the multidimensional scaling (MDS) and inverse distance weighting (IDW) transform is proposed in this study. This method aims to identify, characterize and process an image of the preferential flow path in a rock mass, which strongly governs the hydraulic behavior of this rock mass. This methodology uses pair-wise hydraulic diffusivity data from cross-hole hydraulic testing as the input data. The input data are then processed by MDS and IDW to generate a spatial distribution map of the hydraulic properties, which can be used to
infer the preferential flow path in the rock mass. The reliability of this novel method was validated through numerical experiments using several continuum models with different hydrogeological structures, and the applicability of the developed method to the actual field was verified through in-situ experiments.
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1. Introduction

The performance of underground facilities such as high-level waste repositories and underground storage caverns depends on the hydraulic behavior of the surrounding rock mass (Chung et al., 2003; Giramonti et al., 1978; Lindblom, 1989; Runchal and Maini, 1980; Tiren et al., 1999). The performance evaluation for such kinds of underground facilities normally focuses on the potential fluid transport from or to the surrounding hydrogeological environment, where the fluid flows are primarily governed by the hydraulic properties of the surrounding rock and the preferential flow paths embedded in the rock mass (Bonin et al., 2000; Kiyoyama, 1990; Kjorholt and Broch, 1992; Zimmerman and Bodvarsson, 1996).

In a rock mass, fluid flow is often concentrated or localized in certain flow paths, which heavily influence hydraulic behavior (Park et al., 2002; Wang and Kulatilake, 2008). Identifying these flow paths is therefore essential. However, knowledge of the presence and the connectivity of the flow paths, especially the super conductive fracture, is generally quite difficult to obtain due to the heterogeneity of the rock mass.

To grasp the heterogeneity of the hydraulic properties of rock masses, various hydraulic tests based on point-wise measurements have been developed, including the Lugeon test, pumping test,
slug test and constant head injection test (Black, 1978; Bouwer and R.C., 1976; Butler and Zhan, 2004; Houlsby, 1976; Kipp, 1985; Pickens et al., 1987). These tests deliver point-wise data that require a spatial interpolation to estimate the properties at unsampled sites in the area surrounding the sampled points (Cassiani et al., 1998). However, the hydraulic behavior of a rock mass can vary by several orders of magnitude within the short distances between fractures and the matrix, thus increasing the uncertainty of the interpolation.

In general practice, the most conductive fractures at the borehole scale are identified based on the core logs and borehole television (BTV) observations. Subsequently, intensive packer testing is performed in multiple boreholes, and pressure variations in multiple intervals in the observation boreholes are monitored by the cross-hole hydraulic test (Martinez-Landa and Carrera, 2006). The sequential step is needed because the single borehole only provides information about the properties of the fracture segments surrounding the borehole, whereas the cross-hole hydraulic test provides information on the properties of the flow zones that connect borehole pairs. The pair-wise hydraulic measurements obtained by the cross-hole hydraulic test enable the evaluation of the hydraulic connectivity in rock masses (Le Borgne et al., 2007). In this context, hydraulic diffusivity is regarded as the key indicator of connectivity between two or more boreholes. Zones with a larger connectivity and diffusivity can act as a preferential flow path and have a substantial impact on the subsurface fluid flow and transport (Becker and Guiltinan, 2010; Black et al., 1986; Black and Kipp, 1981; Hsieh, 1987; Hsieh and Neuman, 1985; Hsieh et al., 1985).

In the past few years, the interpretation of such hydraulic features has been largely improved through advanced hydraulic tests, such as hydraulic tomography (Liu et al., 2002; Yeh and Liu, 2000; Zhu and Yeh, 2005). However, this method is time consuming and computationally
intensive because of the inversion required to estimate the spatial distribution of hydraulic properties between the tested holes (Meier et al., 2001). In most cases, the inversion results are strongly influenced by the initial model, the accuracy of which is difficult to assume, especially in three-dimensional cases. In addition, the flow path, which is actually an assembly of several segments or vector-based objects, is often represented as an assembly of grid cells, causing unavoidable errors due to the size and geometry of the grid cells.

In this study, MDS and the IDW transform are implemented for the image processing of hydrogeological structures. These images are derived from the pair-wise hydraulic measurement data set from the cross-hole hydraulic tests. MDS is a set of related statistical techniques and is used here to gain insight in the relations between the pair-wise hydraulic measurement data, as MDS provides a geometrical representation of these relations (Kruskal and Wish, 1978). Meanwhile, IDW, a commonly used interpolation technique, is used to perform a spatial interpolation of the point-wise data generated with MDS (Shepard, 1964; Wackernagel, 1998).

The MDS and IDW transform is then used to identify, characterize and process an image of the preferential flow path in the rock mass. The reliability and applicability of the method were validated through a series of numerical experiments and verified through in-situ experiments.

2. Methodology

The pair-wise hydraulic diffusivity data from cross-hole hydraulic tests are used as the input data. These input data are then processed by MDS and IDW to obtain an image of the preferential flow path. The following sub-sections provide details on the data acquisition and data processing procedures.
2.1. Data acquisition by cross-hole hydraulic testing

The cross-hole hydraulic test is a method to assess the hydraulic behavior between two or more boreholes (Hsieh, 1987; Hsieh et al., 1985; Martinez-Landa and Carrera, 2006). Each borehole is subdivided into several intervals using packers (multi-packer system). During the test, fluid is injected into an interval and the hydraulic head response is recorded at other monitoring intervals.

The injection and monitoring intervals are regarded as the points during data processing. The hydraulic diffusivities (hydraulic conductivity divided by specific storage) between an injection interval and monitoring intervals are determined from the hydraulic head at the injection interval, the temporal change in hydraulic heads at the monitoring intervals, and the distance between the injection interval and the monitoring intervals.

The cross-hole hydraulic test is often carried out using an injection borehole as an injection interval and the remaining boreholes as monitoring intervals. This configuration of data points is applied to geo-tomography in the geophysical field. However, this configuration is not essential for cross-hole hydraulic testing. Monitoring intervals can be set in the injection borehole as well because indirect fluid pressure propagation along the angular flow path is rather common, whereas elastic waves propagate in an almost straight line.

To perform a detailed analysis, it is desirable to obtain a matrix of hydraulic diffusivities between all pairs of test intervals by setting monitoring intervals in both the monitoring and the injection boreholes in the cross-hole hydraulic test. A matrix of the hydraulic diffusivities between all test intervals, which were based on the scheme of the cross-hole hydraulic test shown in Fig. 1, is illustrated in Table 1. The fluid injection pressure in the cross-hole hydraulic test is
normally specified as a constant by the constant pressure injection test or sinusoidal by sinusoidal pressure test.

Fig. 1

Table 1

2.1.1. Constant pressure injection test

In the constant pressure injection test, the injection and monitoring intervals are treated as a pair of points. The head response in the monitoring intervals as a result of the constant pressure injection in the injection intervals can be obtained through graphical interpretation of the test results by conventional curve matching (Hsieh, 1987; Hsieh and Neuman, 1985; Hsieh et al., 1985).

Labeling the distance between the injection point and the monitoring point as \(R\), the solution for the injection point and monitoring point can be written as (Hsieh and Neuman, 1985):

\[
\Delta h = \frac{Q [K_d]^{1/2}}{4\pi RD^{1/2}} \text{erfc} \left[ \left( \frac{R^2 S_s}{4K_d t} \right)^{1/2} \right] 
\]

\(\Delta h\) is the head increase at the monitoring point, \(Q\) is the volumetric injection rate at the injection point, \(t\) is time elapsed, \(S_s\) is the specific storage of the rock mass, \(D\) is the determinant.
of $K$ as expressed in (2) and $K_d$ is the directional hydraulic conductivity between the injection and monitoring intervals.

The dimensionless form of (1) is expressed as:

$$\Delta h_{PD} = \text{erfc} \left[ 1 / 4 (t_D)^{1/2} \right],$$

(3)

where $\Delta h_{PD}$ is the change in the dimensionless hydraulic head and $t_D$ is the dimensionless time, which are, respectively, defined as:

$$\Delta h_{PD} = (4 \pi R \Delta h / Q) \left[ D / K_d \right]^{1/2}$$

(4)

and

$$t_D = K_d t / \left( R^2 S \right).$$

(5)

To analyze the constant pressure injection test results, a theoretical type curve of $\Delta h_{PD}$ versus $t_D$ was prepared on a log-log plot according to (4) and (5).

Then the following steps are performed for each monitoring interval $j$:

i. Plot $\Delta h_j$ versus $t$ on a log-log plot with log cycles of the same size as the type curve.

ii. Superimpose the data on the type curve by keeping the coordinate axes of the two plots parallel to obtain the best fit between the in-situ test data and the theoretical type curve (Fig. 2).
iii. Choose an arbitrary match point anywhere on the overlapping portion of the two log-log graphs and denote the corresponding values of $\Delta h_j, \Delta h_{PD}, t$ and $t_D$ by $\Delta h_j^*, \Delta h_{PD}^*, t^*$ and $t_D^*$ (Fig. 2).

Substitute the above quantities into (4) and (5) to compute:

$$D / K_d = \left( Q_j \Delta h_{PD}^* / 4\pi R_j \Delta h_j^* \right)^2,$$

(6)

where $D$ is the determinant of $K_d$, and the directional diffusivity is expressed by:

$$K_d / S_s = R_j t_D^* / t^*.$$

(7)

Fig. 2

By matching the measured head response to the type curve on the log-log plot, the directional hydraulic diffusivity $K_d / S_s$ can be computed from the constant pressure injection test. An example of the hydraulic diffusivity configuration computed from the constant pressure injection test is shown in Table 1.

2.1.2. Sinusoidal pressure test

The sinusoidal pressure test is a cross-hole technique in which a small zone of one borehole is subjected to a sinusoidal variation of pressure while a similar zone in an adjacent borehole is monitored (Black and Kipp, 1981). The pressure variation in the source zone is created by
careful injection and abstraction. This sinusoidally varying pressure is detected in the receiver zone. The amplitude of the pressure variation is smaller in the receiver zone than in the source zone because the pressure waves require some time to diffuse from the source to the receiver. The decrease in amplitude and the phase lag of the received signal compared to the source signal depend on the geometry and hydrogeological properties of the flow paths, which can indirectly be employed to compute the hydraulic diffusivity of the rock mass (Barker, 1988; Black et al., 1986; Black and Kipp, 1981; Motojima et al., 1993).

The ratio of the amplitude attenuation $|G^*/G_0^*|$ of the sinusoidal pressure and the time lag of the phase (phase lag) $\Phi^*$ can be obtained by the following equations (Black and Kipp, 1981):

Amplitude attenuation,

$$\frac{|G^*|}{|G_0^*|} = \frac{N_0}{N_0} \left[ r \left( \frac{\omega}{\kappa} \right)^{1/2} \right], \text{ and}$$

(8)

Phase lag,

$$\Phi^* = \Phi_0 \left[ r \left( \frac{\omega}{\kappa} \right)^{1/2} \right],$$

(9)

where $N_0$ is the amplitude of the Kelvin function, $r$ is the distance from the point or line source, $r_0$ is the radius of sphere or cylinder enveloping the source, $\omega$ is the frequency of the periodic functions and $\kappa$ is the hydraulic diffusivity.
The hydraulic diffusivity $\kappa$ can be obtained by measuring the amplitude attenuation $|G^*/|G_0^*|$ or the phase shift $\Phi^*$. The sinusoidal pressure test thus allows estimation of the hydraulic diffusivity without measuring the flow rate during a testing period. Moreover, the resulting diffusivity values are not influenced by either the initial groundwater pressure or any changes. This test can be used for estimating the three-dimensional hydraulic continuity of joints and cracks. To this end, the pressure-receiving boreholes must be placed in the three-dimensional region around the source borehole (Motojima et al., 1993). The equipment required for performing the sinusoidal pressure tests is well described by Holmes, 1984; Holmes and Sehlstedt, 1985 and Motojima et al., 1993.

2.2. Hydraulic configuration of the test intervals

The configuration of the test intervals in a cross-hole hydraulic test can be expressed by Cartesian coordinates, which represent the distances between the intervals in the real geographical space. In our study, the configuration of test intervals is also expressed in an alternative coordinate system: in this case, the coordinates do not represent geographical distances but hydraulic distances, which are proportional to the travel time of water over this distance. These hydraulic coordinates can be considered inside an imaginary hydraulic subspace, where the hydraulic distance is measured.

The reciprocal of hydraulic diffusivity is a variable appropriate to represent the hydraulic distance, just as “slowness” is the reciprocal of velocity in the tomography case. The hydraulic distance $D_h$ is defined as the time elapsed for the hydraulic diffusion $K/S$ to occur per unit distance $l$ (length) and can be expressed by:
A matrix of the hydraulic distance, as shown in Table 2, can be obtained from the matrix of the hydraulic diffusivities between the pairs of test intervals shown in Table 1.

### Table 2

#### 2.2.1. Multidimensional scaling

MDS was used in this study to express the configuration of the hydraulic distance between test intervals (Table 2) as coordinates in an imaginary hydraulic subspace. MDS is a mathematical procedure by which information contained in a data set can be represented by points in a space. Essentially, the purpose of the MDS is to provide a visual representation of the pattern of proximities (i.e., similarities or distances) among a set of objects.

MDS plots objects on a map such that objects that are very similar to each other are placed near each other on the map and objects that are very different from each other are placed far away from each other on the map (Kruskal and Wish, 1978; Naugpal, 2001). The main output of MDS is a spatial representation of a geometric configuration of points on a map. Each point in the configuration corresponds to one object. The configuration on the map can reveal the hidden structure of the data and make the data much easier to comprehend.

MDS can also be used indirectly to analyze data that are not real proximities but that can nevertheless be expressed as proximities. The hydraulic distance that was computed from the

\[
D_h = \left( \frac{K}{S} \right)^{-1}.
\]
hydraulic diffusivities obtained from the cross-hole hydraulic test can therefore be considered an expression of proximity.

Several algorithms to determine a configuration of a set of objects have been suggested in MDS. Kruskal’s algorithm (Kruskal and Wish, 1978), which is widely applied, is adopted in this study.

In MDS, each object is represented by a point, where $x_i$ is used to indicate the point that corresponds to the $i^{th}$ object. $X$ is used to indicate the entire configuration of points from $x_i, \ldots, x_i$. In this kind of configuration, the distance between the points of $X$ plays a central role. The distance between two points $x_i$ and $x_j$ is indicated by:

$$d_{ij} = d(x_i, x_j), \quad (11)$$

where $d_{ij}$ is the distance from $x_i$ to $x_j$.

Not all proximities between all pairs of data $d_{ij}$ must be known to obtain the hydraulic configuration, because MDS is a statistical method that is able to estimate missing proximity values. This feature is of practical significance because actual field data sets often suffer from missing observations.

With the MDS method, a configuration of data points in the hydraulic subspace can be obtained from the matrix of hydraulic distances (Table 2), as shown in Fig. 3. Although it is quite difficult to imagine the fundamental structure of the flow path from the matrix of hydraulic diffusivities in Table 1 and the hydraulic distances in Table 2, the graphical expression from the
MDS in Fig. 3 gives insight into all hydraulic relationships between and among the points (in the cross-hole hydraulic test) and the approximated hydro-geological structure. For example, the existence of principal pathways between A5 and B3 can be inferred at a glance in Fig. 3.

Fig. 3

2.3. Geographical configuration of equally spaced obstacle points in the hydraulic subspace

In the hydraulic subspace, the hydraulic diffusivity is constant. This way, “obstacles” for fluid flow (like clay particles in soil), which are represented in the hydraulic subspace by a set of equally spaced points, can easily be detected. What needs to be done now is to relocate these obstacles in the original geographical space, so that we can locate the obstacles in the real world.

Therefore, we need to refer to the relationship between the geographical and hydraulic configurations of data points, which is assumed as follows (see Fig. 4).

i. The transformation between two spaces is implemented in an imaginary geometric hyperspace, where the dimensionless geometric distance is measured. The relative configuration of points in this imaginary geometric hyperspace is identical with the relative configurations of the corresponding points in the geographical and in the hydraulic space.

ii. The area (volume) of the target polygon (polyhedron), which is surrounded by data points, is the same in the three considered spaces (geographical, hydraulic and imaginary geometric).

iii. The configuration of the target polygons in the geometric hyperspace is determined such that the barycenters of the target polygons (polyhedrons) are identical in the three spaces
(geographical, hydraulic, and imaginary geometric) and such that the three representations of a given data point are as aligned as possible.

With these assumptions, the configuration of a set of equally spaced points in the geographical space can be determined by spatial interpolation using IDW in the geometric hyperspace.

Fig. 4

2.3.1. Inverse distance weighting

The IDW method is the simplest and most widely used spatial interpolator based on the spatial correlation between scattered points (Shepard, 1964; Wackernagel, 1998). IDW estimates the value at any unsampled site by weighting the available data samples by a power of \( p \), the inverse distance between the sampled location and the unsampled location (scaling the weights to be a unit sum). In the inverse distance weighted interpolation, the interpolation value of \( Z(x') \) in the position \( x' \) is calculated based on the following expression:

\[
Z(x') = \sum_{i=1}^{n} w_i Z(x_i),
\]

(12)

where \( n \) is the number of scatter points (data samples) in the set, \( Z(x_i) \) are the values at the sampled points (e.g., the data values set), and \( w_i \) are the weights assigned to each sampled point. This weight is calculated with the following function:
\[ w_i = \frac{h_i^{-p}}{\sum_{j=1}^{n} h_j^{-p}} , \]  

(13)

where \( p \) is a positive real number called the power parameter (typically, \( p = 2 \)) and \( h \) is the distance from the sampled location to the unsampled location for which an interpolated value is sought.

The weight function varies from a value of unity at the sampled site to a value approaching zero at an infinite distance of the sampled location, so that samples lying closer to the unsampled site receive a higher weight. The weight function is normalized such that the weights sum to unity. The vector from a point in the hydraulic space to the corresponding point in the geographical space is given by a linear combination of the vectors linking the locations of the sampled sites in the hydraulic space to their corresponding geographical locations. A configuration of a set of equally spaced points in the geographical space can be obtained from the configurations, as shown in Figure 5.

Fig. 5

2.4. Visualization of the flow path

The spatial density of obstacle points in the geographical space is considered to represent the degree of impermeability of the rock. Therefore, regions with a lower density of obstacle points correspond to preferential flow paths.
From the results of the preliminary parametric study (see Section 3), the relationship between the density of obstacle points and hydraulic diffusivity was clarified. This relationship enables the estimation of the hydraulic diffusivity at an arbitrary location within the target polygon in the geographical space. If the specific storage capacity of the rock is known, the spatial distribution of the hydraulic conductivity can be found.

Several kinds of methods can be considered to measure and display the spatial density of the points. For instance, it can be assessed as the number of obstacles per cell of a superimposed raster. Another approach consists of counting the number of obstacles within a circular neighborhood, which results in a continuous spatial density distribution.

Fig. 6

2.5. Three-dimensional model

The proposed two-dimensional methodology can easily be applied to the three-dimensional context, which involves the three-dimensional geographical space, hydraulic subspace and geometric hyperspace. In the three-dimensional cases, the target polygon in the two-dimensional cases is generalized as the target polyhedron.

Because both MDS and IDW are intrinsically multidimensional methods, the three-dimensional space continua in the form of a polyhedron can be transformed in a similar way as the two-dimensional one. The hydraulic properties can be evaluated from the volumetric spatial density of obstacle points in the geographical space. Fig. 7 shows the scheme of the three-dimensional method.
3. Verification of the methodology

3.1. Numerical experiments

A series of numerical experiments was conducted to verify the applicability of the proposed method and investigate its performance.

Two-dimensional and three-dimensional continuum models, simulating different positions of a super-conductive flow path with a certain width, were made in a region with a horizontal width of 110 m and a height of 80 m, as shown in Fig. 8. A hydraulic conductivity of $10^{-5}$ m/s was given to the super-conductive flow path, whereas $10^{-7}$ m/s was given to the surrounding rocks. A uniform specific storage of $10^{-3}$ m$^{-1}$ was assumed throughout the model region.

The sides and the top of the region were head-specified boundaries. At the bottom of the region, an impermeable boundary was assumed. The numerical cross-hole test with a constant injection pressure was conducted using seven test intervals with 10-m holes.

The hydraulic diffusivity between each pair of test intervals was determined from the computed temporal changes in the hydraulic head, which were obtained from the finite element analysis of the unsteady state groundwater flow.

The hydraulic configuration of test intervals was determined by MDS using hydraulic distances between all pairs of test intervals. Sequentially, the configuration of obstacles was determined by IDW, and then the image of the flow path was obtained by counting the number of obstacles per cell of the raster, as shown in Fig. 8.
Fig. 8

Fig. 9 shows several sets of the original hydrogeological structure, the hydraulic configuration of data points and the computed flow path image in a case of a horizontal flow path intersecting the target polygon at several depths. The pixels with a lower density (higher hydraulic conductivity) were drawn with a lighter gray in the computed image.

The horizontal line-shaped flow path emerged at the appropriate position. In addition, the hydraulic configuration gave not only the hydraulic relationship between (and/or among) data points but also an integrated interpretation of the test results in light of the actual phenomena.

Fig. 9

Figs. 10 and 11 show cases where an oblique conductive path intersects the target polygon. Although Fig. 9 shows that the method can be applied successfully for horizontal flow paths, there are some differences in performance in the cases of oblique and vertical conductive paths (Fig. 10 and 11). The preferential flow path in the second example in Fig. 11 is less accurately reproduced compared to the other examples: the zone visualized as conductive flow path not only contains the path but also includes a substantial part of its surroundings. Meanwhile, the vertical flow paths shown in Fig. 12 cannot be visualized at all. Nevertheless, the computed pattern of hydraulic configuration data points and equally spaced obstacle points shown in Fig. 12 (b) hints at the presence of a preferential flow path.

Fig. 10

Fig. 11
Fig. 12

Fig. 13 shows how the presence of multiple flow paths is visualized. This is important for the evaluation of the hydraulic behavior of a real fracture system because such a system often contains multiple flow paths. As for the horizontal and the oblique fracture patterns, appropriate images were also obtained in this case. The image of the multiple flow paths can be used not only to assess the physical connections but also to gain insight into the hydraulic connections between individual fractures, which influence the fluid flow.

Fig. 13

Three-dimensional models are important for constructing a fracture network model that is accurate to the real structures. Fig. 14 shows several original hydrogeological structures, the hydraulic configurations of data points corresponding with these structures and the computed flow path images. The original hydrogeological structures represent cases where a horizontal flow path intersects the target polygon at different depths, similar to the case of the two-dimensional models shown in Fig. 9. Fig. 15 shows the results obtained for oblique conductive paths intersecting both sides of the target polygon. In the computed images, the lighter gray colors indicate zones with a higher hydraulic conductivity. Because the images obtained by the two-dimensional and three-dimensional numerical experiments show the assumed flow path at the appropriate location, it can be assumed that the proposed imaging method is reliable.

Fig. 14
4. Applicability of the methodology

4.1. In-situ experiments

The applicability of the imaging method, which shows good performance in the numerical experiments, was also examined by field experiments at two sites using two-dimensional and three-dimensional models.

4.1.1. Field experiment in tertiary sedimentary rocks – two-dimensional case

A cross-hole hydraulic test with constant injection pressure as explained in Section 2.1.1 was conducted using two boreholes, which were drilled in a tertiary alternation of mudstone, sandstone and pumice tuff with a homoclinal structure.

The geographical configuration of the nine test intervals and the imaging results given by the proposed method were drawn on the underlying geological profile, as shown in Fig. 16. The objective polygon contains mudstone, pumice tuff layers and sandstone sub-layers I, II and III.

The image of the hydrogeological structure is composed of several layers with different hydraulic properties. The direction of these layers corresponds with the underlying geological structure. Furthermore, the sandstone layer II and the pumice tuff layers, where joints are denser show a higher permeability compared to the other geological layers. Moreover, in zones with mudstone and sandstones I and III, where the joints are more sparse, a lower permeability is indicated. This means that the proposed method provides an appropriate two-dimensional image of the hydrogeological structure of the rock mass in this particular case.
4.1.2. Field experiment in cretaceous sedimentary rocks – three-dimensional case

The cross-hole hydraulic test with sinusoidal pressure, as explained in Section 2.1.2, was conducted using three boreholes, which were drilled in a cretaceous alternation of sandstone and mudstone. Fig. 17 (a) shows the geographical configuration of the eleven source and observation intervals, which were set at a depth of 25 m to 35 m from the exploration adit of the underground power station construction site. The presence of a steep fracture zone in the target polyhedron is confirmed by both the adit wall observation and the borehole television (BTV) observation (Fig. 17 (a)), although this fracture zone does not directly appear at any source or observation interval. Fig. 17 (b) shows the hydraulic configuration of the data points. Fig. 17 (c) shows the computed image of the preferential flow path. This image shows good agreement with the fracture zone, which is the only hydrogeological structure in the target polyhedron that can be a super conductive flow path. This means that the proposed methodology is able to deliver a reliable three-dimensional image for this field test.

5. Discussion and conclusion

Preferential flow paths are ubiquitous and always play an important role in the hydraulic behavior of a rock mass. The influence of these flow paths on the hydraulic behavior of a rock mass is difficult to characterize due to the inherent complexities in fracture network geometries,
densities and connectivity. These factors often dominate the selection of the methodology used for the detection, characterization and visualization of flow paths.

In this study, a new method for visualizing the hydrogeological structure in rock masses that is simpler than computationally intensive inference or inversion was developed. The method was validated by numerical and in-situ experiments. It does not require any kind of initial model and is able to determine the geometric and hydraulic properties of the flow paths, such as orientation, shape and hydraulic conductivity, in both two and three dimensions.

Although the method can be applied successfully, there are some differences in performance between the various situations presented in this study. The method appears to perform well for detecting the preferential flow path if there is a difference in hydraulic diffusivity between the point pairs involved in the cross-hole test. From the numerical analysis results, it was found that the degree of intersection determines whether the preferential path will have a large or a small impact on the measured diffusivity. The higher the degree of intersection (i.e., in the case of a horizontal flow path), the larger the impact on the measured hydraulic diffusivity will be. In case of such a high degree of intersection, the preferential flow path can be clearly visualized. However, if the degree of intersection is smaller (i.e., an oblique flow path) or similar for all point pairs, as in the vertical flow path cases, the calculated diffusivity for all pairs will be similar, and thus the preferential flow path cannot be visualized.

The possible orientation of the preferential flow path needs to be estimated before the methodology developed in this study can be applied. The identification of the preferential flow path orientation by means of geological mapping or geophysical techniques gives the information required to determine the orientation of the boreholes for the cross-hole test, so that
the preferential flow path can be detected. In case of a dominant vertical flow path in the study area, inclined boreholes that can intercept the vertical flow path must be included in the cross-hole test.
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**Figure captions**

Fig. 1: Schematic of cross-hole hydraulic test with the superconductive flow path.

Fig. 2: Log-log plot of the measured head respond versus time with superimposed and fitted type curves.

Fig. 3: Hydraulic configuration of data points and equally spaced obstacle points in the hydraulic subspace.

Fig. 4: Hydraulic and geographical configurations of data points in the geometric hyperspace.

Fig. 5: Geographical configuration of obstacles points in the geographical space.

Fig. 6: Raster-base measurement and expression technique.

Fig. 7: Schematic for the three-dimensional case procedure.

Fig. 8: Two-dimensional and three-dimensional continuum models for finite element analysis of unsteady state groundwater flow with an example of a conductive flow path.

Fig. 9: Comparisons between the original hydro-geological structure (a) and the computed imaging result (c) in the cases where a horizontal conductive path intersects the target polygon at
several depths. The pixels with lower density are drawn with a lighter gray in the computed
image. The hydraulic configuration of data points (b) is also shown.

Fig. 10: The same comparison as shown in Fig. 9 in cases where an oblique conductive path
intersects both sides of the target polygon.

Fig. 11: The same comparison as in Fig. 9 in the case where an oblique conductive path
intersects both the top and the bottom of the target polygon.

Fig. 12: The same comparison as in Fig. 9 in the case where a vertical conductive path intersects
both the top and bottom of the target polygon.

Fig. 13: The same comparison as in Fig. 9 in the case where two conductive paths intersect the
target polygon.

Fig. 14: Comparisons between the original hydro-geological structure in three dimensions (a)
and the computed imaging result (c) in the case where a horizontal conductive path intersects the
target polygon at several depths. The pixels with lower density are drawn with a lighter gray in
the computed image. The hydraulic configuration of data points (b) is also shown.

Fig. 15: The same comparison as in Fig. 14 in the cases where an oblique conductive path
intersects both sides of the target polyhedron in the three-dimensional cases

Fig. 16: Layout of the test intervals and the imaging result on a geological map for the two-
dimensional case. The sandstone layer that is located in the mid of the objective polygon can be
subdivided into three sub-layers (I, II and III) from the point of view of rock properties.
Fig. 17: Layout of the test interval and the image of the preferential flow path for the three-dimensional case. The fracture zone as inferred in (a) is strongly associated with the image obtained in (c).

**Table captions**

Table 1: An illustration of a matrix of hydraulic diffusivities between all the test intervals (unit: $10^{-4}$ cm$^2$/s).

Table 2: Matrix of the hydraulic distance, which is obtained from the matrix of hydraulic diffusivities as shown in Table 1 (unit: s/cm).