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A two-dimensional-reference interaction site model theory for solvation structure near solid-liquid interface
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We develop a new equation to describe solvation structure near solid-liquid interface at the atomic-level. The developed equation focuses on anisotropy of solvation structure near the interface by using two-dimensional density distribution of solvent along two directions, one of which is perpendicular to the interface and the other is parallel to the interface. As a first application of the equation, we treat a system where a solid modeled by an atomistic wall is immersed in solvent water. The preferential adsorption position of water molecules and the change of water orientation by charging the wall are discussed. © 2011 American Institute of Physics. [doi:10.1063/1.3668468]

I. INTRODUCTION

Solvation near solid-liquid interface has been a subject of numerous studies, and recently, the molecular or atomic level information is gradually being clarified.1–6 For example, Fukuma et al. investigated mica-water interface with atomic force microscopy (AFM) and visualized water distribution near the interface.1,2 Schultz et al. investigated Ag(100)-water interface with sum frequency generation (SFG) spectroscopy and showed that water orientation is dependent upon the applied electric potential.3

Theoretical or computational methods also provide valuable knowledge of the solvation structure near the interface, usually considering a solid as an atomistic wall. Molecular dynamics (MD) simulation is a representative and there are numerous studies of solid-liquid interface.7–14 The atomic-level knowledge that cannot be obtained with experimental methods is accumulated. The reference interaction site model (RISM) theory is the statistical mechanics for molecular liquids, and can be regarded as an alternative to MD simulation. The distinguishing feature of the RISM theory is to analytically treat an ensemble average of an infinite number of solvent molecules.15–19 The applicability of the theory is not limited to bulk liquid, and the theory has been extended to various solution systems. The polymer RISM theory treats the atomistic wall consisting of a virtually infinite number of atomic sites arranged in a periodic array.20–23 Akiyama and Hirata studied orientation of liquid water molecules near the wall with the polymer-RISM theory.24 Kovalenko et al. reported three-dimensional (3D) density-distribution of solvent near an atomistic wall with the 3D-RISM theory.17,25,26 Woelki et al. proposed the singlet-RISM theory where a solid is treated as an atomic site of infinite radius.27,28

In this study, we develop a new equation to describe solvation structure near solid-liquid interface at the atomic-level. The new equation belongs to the RISM family and, thus, analytically treats an ensemble of infinite number of solvent molecules. The remarkable feature of the equation is focusing on the inherent feature near the interface, namely, anisotropy of solvation structure. The equation describes the anisotropic solvation structure as two-dimensional (2D) density distribution in a cylindrical coordinate system. The 2D distribution is along two directions, one of which is perpendicular to the interface and the other is parallel to the interface. The distribution along the perpendicular direction represents solvation shells near the interface. The distribution along the parallel direction is governed by atomistic features of the wall. The 2D-RISM equation is then combined with the polymer-RISM equation. The combined equation describes solvation structure around the wall consisting of atomic sites arranged in a 2D-periodic array. We apply the combined equation to the system in which an atomistic wall is immersed in solvent water. Solvation structure near the wall-water interface is discussed at the atomic-level. For example, adsorption position of water onto the wall and water orientation near the wall are discussed.

II. THEORY

A. 2D-RISM equation

Solvation structure is in general described with the six-dimensional Ornstein-Zernike (6D-OZ) equation.18,19 In this study, the system consists of an atomistic wall and a solvent, where the wall is fixed in the system. The 6D-OZ equation for this system is given as

\[
h(r_{12}, \Omega_2) = c(r_{12}, \Omega_2) + nV \left( \int d\mathbf{r}_3 c(r_{13}, \Omega_1) h^V(r_{32}, \Omega_3, \Omega_2) \right)_{\Omega_1},
\]

where 1 indicates the wall, 2 and 3 indicate the solvent molecules, respectively. \( r_{12} = r_2 - r_1 \), where \( r_1 \) is an arbitrary position in the wall and \( r_2 \) is a center-of-mass of solvent molecule 2. In Eq. (1) and thereafter, we define \( r_{AB} \) as a 3D vector from a position of a particle A (\( r_A \)) to that of a particle B (\( r_B \)). \( \Omega_A \) is the orientation of a particle A and \( \langle \Omega \rangle \) denotes the averaging over \( \Omega_A \). c is the direct correlation...
The orientation of the wall (perpendicular to \( z \)-axis). (c) View from the direction parallel to \( z \)-axis.

**FIG. 1.** (a) Cylindrical coordinate system. (b) View from the direction perpendicular to \( z \)-axis. (c) View from the direction parallel to \( z \)-axis.

function between the wall and solvent, and \( h \) is the total correlation function between the wall and the solvent. The superscript \( V \) denotes solvent, \( n^V \) is the number density of solvent, and \( h^V \) is the total correlation function of solvent. In Eq. (1), the orientation of the wall (\( \Omega_1 \)) is omitted because here \( \Omega_1 \) is fixed in the system. In the reciprocal space, \( h \) is written as

\[
h(k, \Omega_2) = \int h(r_{12}, \Omega_2)e^{ik \cdot r_{12}}d\Omega_2 = c(k, \Omega_2) + n^V \langle c(k, \Omega_3)h^V(k, \Omega_3, \Omega_2) \rangle_\Omega,
\]

(2)

To derive the equation for the 2D distribution from the 6D-OZ equation, let us then introduce the cylindrical coordinate system shown in Fig. 1. An origin of the coordinate system is defined as a position of an arbitrary wall site \( \alpha \), an axis perpendicular to the wall is defined as \( z \)-axis, \( \rho \) is the distance from the \( z \)-axis on a plane parallel to the wall, and \( \phi \) is an angle along the wall. In this coordinate system, the position of a solvent site \( \eta \) is defined as \( r_{\alpha\eta} = (\rho_{\alpha\eta}, z_{\alpha\eta}, \phi_{\alpha\eta}) \). The 2D total correlation function between the sites \( \alpha \) and \( \eta \),

\[
h_{\alpha\eta}(\rho_{\alpha\eta}, z_{\alpha\eta})
\]

(3)

where \( \delta \) is the \( \delta \)-function, and the integral over \( r_{12} \) is to change the variable from \( r_{12} \) to \( r_{\alpha\eta} \). \(^{17,18}\)

Using Eqs. (2) and (3), \( h_{\alpha\eta} \) in the reciprocal space is given as

\[
h_{\alpha\eta}(k^\rho, k^z) = \int h_{\alpha\eta}(\rho_{\alpha\eta}, z_{\alpha\eta})e^{ik \cdot r_{\alpha\eta}}d\Omega_\alpha
\]

\[
= \left\{ c(k, \Omega_2)e^{-ik \cdot r_{\alpha\eta}}e^{-ik \cdot r_{\alpha\eta}} \right\}_{\phi_{\alpha\eta}, \Omega_2}
\]

\[
+n^V \langle c(k, \Omega_3)h^V(k, \Omega_3, \Omega_2)e^{-ik \cdot r_{\alpha\eta}}e^{-ik \cdot r_{\alpha\eta}} \rangle_{\phi_{\alpha\eta}, \Omega_2, \Omega_3},
\]

(4)

where \( k^\rho \) and \( k^z \) are the \( \rho \)-component and \( z \)-component of \( k \), respectively. To perform the averaging, we then assume that the direct correlation function, \( c \), can be written as the superposition of 2D site-site direct correlation functions, \( \{c_{\alpha\eta}\} \), as follows:

\[
c(r_{12}, \Omega_2) = \sum_{\alpha\eta} c_{\alpha\eta}(r_{\alpha\eta}, z_{\alpha\eta}).
\]

(5)

This assumption (Eq. (5)) is analogous to that employed to derive the RISM equation and the 3D-RISM equation.\(^{17,19,26}\)

In the reciprocal space, Eq. (5) is written as

\[
c(k, \Omega_2) = \int c(r_{12}, \Omega_2)e^{ik \cdot r_{12}}d\Omega_2
\]

\[
= \sum_{\alpha\eta} c_{\alpha\eta}(k^\rho, k^z)e^{ik \cdot r_{\alpha\eta}},
\]

(6)

where the integral over \( r_{12} \) is for fixed orientation of 1 and 2, i.e., for the fixed intramolecular vectors \( r_{1a} \) and \( r_{2a} \), and thus, the integral variable is transformed as \( d\Omega_{12} = dr_{\alpha\eta} \). This transformation is applied to derive the RISM equation.\(^{19}\)

If the direct correlation function, \( c \), in Eq. (4) is replaced with the superposition (Eq. (6)), then the following equation is obtained:

\[
h_{\alpha\eta}(k^\rho, k^z) = \sum_{\alpha\eta'} c_{\alpha\eta'}(k^\rho, k^z)
\]

\[
\times \left[ \omega_{\eta'\eta}(k^\rho) + n^V h_{\eta'\eta}(k^\rho) \right].
\]

(7)

Here \( \alpha' \) and \( \eta' \) are wall and solvent sites, respectively, and \( c_{\alpha\eta'}(k^\rho, k^z) \) is applied because \( e^{ik \cdot r_{\alpha\eta'}} \) is not dependent on \( \phi_{\alpha\eta'} \). \( \omega_{\eta'\eta}(k^\rho) \) is the intramolecular correlation function of solvent. In the reciprocal space, \( \omega_{\eta'\eta}(k^\rho) \) is given as

\[
\omega_{\eta'\eta}(k^\rho) = \frac{\sin(|k^\rho| r_{\eta'\eta})}{|k^\rho| r_{\eta'\eta}}.
\]

(8)

where \( r_{\eta'\eta} \) is the vector from the site \( \eta' \) to the site \( \eta \) in one solvent molecule. \( h_{\eta'\eta}(k^\rho) \) in Eq. (7) is the site-site total correlation function of bulk solvent. Because of the isotropy of bulk solvent, \( h_{\eta'\eta}(k^\rho) \) can be reduced to \( h_{\eta'\eta}(\rho^\rho) \). \( \omega_{\eta'\eta}(k^\rho) \) and \( h_{\eta'\eta}(k^\rho) \) have the same meanings as those used in the RISM equation.\(^{15–19}\)

Because Eq. (7) includes \( e^{ik \cdot r_{\alpha\eta'}} \) (\( r_{\alpha\eta'} = (\rho_{\alpha\eta'}, z_{\alpha\eta'}, \phi_{\alpha\eta'}) \)), the solution of Eq. (7) could be dependent on \( \phi_{\alpha\eta} \) besides \( \rho_{\alpha\eta} \) and \( z_{\alpha\eta} \). However, the solution in the real space, \( h_{\alpha\eta}(\rho_{\alpha\eta}, z_{\alpha\eta}) \), is not dependent on \( \phi_{\alpha\eta} \). This is clearly seen by rewriting \( e^{ik \cdot r_{\alpha\eta}} \) using the Jacobi-Anger expansion,

\[
e^{ik \cdot r_{\alpha\eta}} = e^{ik \cdot \omega_{\eta'\eta}} \sum_{m=-\infty}^{\infty} i^m J_m(k^\rho \omega_{\eta'\eta}) \cos(m \phi_{\alpha\eta}),
\]

(9)

where \( i \) is the imaginary unit, and \( J_m \) is the \( m \)-th Bessel function. Applying Eq. (9), the terms of Eq. (7) other than the one corresponding to \( m = 0 \) vanish by the inverse Fourier transformation because here \( h_{\alpha\eta} \) and \( c_{\alpha\eta} \) are not functions of \( \phi \). That is to say, only the \( m = 0 \) term gives a non-vanishing contribution in the real space. Equation (7) is, thus, rewritten to the equation named the 2D-RISM equation,

\[
h_{\alpha\eta}(k^\rho, k^z) = \sum_{\alpha' \eta'} w_{\alpha' \eta'}(k^\rho, k^z) c_{\alpha' \eta'}(k^\rho, k^z)
\]

\[
\times \left[ \omega_{\eta'\eta}(k^\rho) + n^V h_{\eta'\eta}(k^\rho) \right],
\]

(10)
FIG. 2. Wall consisting of units arranged in a 2D periodic array.

where \( w_{αα'} \) is the 2D-intramolecular correlation function of the wall written as follows:

\[
w_{αα'}(k^ρ, k^z) = e^{ik^ρ α} J_0(k^ρ ρ_{αα'}).
\]  

(11)

\( \tilde{w}_{αα'} \) describes the molecular structure of the wall.

### B. Combining with the polymer-RISM equation

As is seen from Eq. (10), the equation to be solved is a matrix equation and the size of matrix becomes larger as the number of wall sites increases. It, thus, becomes cumbersome to obtain the solution of the matrix equation as the wall size increases. However, by combining with the polymer-RISM equation,20–24 we can drastically reduce the size of the matrix for a system, the wall of which is represented as shown in Fig. 2. The wall consists of identical units arranged in a 2D periodic array. Each unit labeled as \( \alpha_i \) (\( i = 1, \ldots, N \)) is a finite set of atomic sites \( \{\alpha_i, \alpha_i', \ldots, \alpha_i(M)\} \). Using these notations, Eq. (10) is rewritten as follows:

\[
h_{α,η}(k^ρ, k^z) = \sum_{α'^{′}} \sum_{η^{′}} w_{α,α'}(k^ρ, k^z) c_{α'^{′},η^{′}}(k^ρ, k^z) × \left[ ω^{V}_{η^{′},η}(|k|) + n^V h^{V}_{η^{′},η}(|k|) \right].
\]  

(12)

If the total number of unit \( N \) is large enough, all units are virtually identical to each other, and thus,

\[
h_{α,η}(k^ρ, k^z) = h_{α,η}(k^ρ, k^z) = \cdots = h_{α,η}(k^ρ, k^z)
\]

\[
= \frac{1}{N} \sum_{i=1}^{N} h_{α,η}(k^ρ, k^z) = h_{α,η}(k^ρ, k^z).
\]  

(13)

Here, because of the identity, the index \( i \) is dropped and \( h_{α,η}(k^ρ, k^z) \) is rewritten as \( h_{α,η}(k^ρ, k^z) \) in the last equation. Similarly, \( c_{α,η}(k^ρ, k^z) \) is also rewritten as \( c_{α,η}(k^ρ, k^z) \).

### C. Closure

The two unknown functions, \( \tilde{c}_{α,η} \) and \( h_{α,η} \), appear in Eq. (14), and thus, another equation called closure relating these functions is needed. In this study, the following KH-type closure17,26 is adopted:

\[
g_{αη}(ρ_{αη}, z_{αη})
\]

\[
= \begin{cases} 
\exp \left\{ χ_{αη}(ρ_{αη}, z_{αη}) \right\} \quad \text{(for } χ_{αη}(ρ_{αη}, z_{αη}) \leq 0) \\
\chi_{αη} + 1 \quad \text{(for } χ_{αη}(ρ_{αη}, z_{αη}) > 0),
\end{cases}
\]  

(16)

\[
\chi_{αη}(ρ_{αη}, z_{αη})
\]

\[
= -βu_{αη}(ρ_{αη}, z_{αη}) + h_{αη}(ρ_{αη}, z_{αη}) - \tilde{c}_{αη}(ρ_{αη}, z_{αη}).
\]  

Now, according to Eq. (14), the size of the matrix depends on the number of sites in one unit \( (M) \) and \textit{does not} on \( N \). The summation over the units is required only once to solve Eq. (15). Although the solution of Eq. (14) is dependent on \( N \), the dependency is in practice negligibly small when \( N \) is large enough as demonstrated in Sec. IV.

### III. COMPUTATIONAL DETAIL

To solve the present equations, the 2D Fourier transform in the cylindrical coordinate system is required. The transform consists of the Hankel transform with respect to \( ρ \) and the 1D Fourier transform with respect to \( z \). The Hankel transform is performed with the logarithmic grids using Talman’s algorithm.29 The number of grid points along \( ρ \) is 512 and the
grid spacing is $\Delta \ln (\rho / \rho_0) = 0.02$, where $\rho_0$ is 1 bohr. The minimum of $\rho$ (the density), is set as $\ln (\rho_{\text{min}} / \rho_0) = -5.12$. The 1D Fourier transform is performed with the fast Fourier transform (FFT). The number of grid points along $z$ is 4096 and the spacing is $\Delta z = 0.02$ bohr. To apply our theory to a charged wall, Ng's method$^{30}$ is employed.

As the first application of the theory, we treat the model system where a single wall is immersed in aqueous solution. The atomic sites of the wall are arranged in accord with the face of a cubic lattice. The lattice constant ($a$) is 1.5 Å and the Lennard-Jones parameters of the atomic sites are $\sigma = 1.500$ Å and $\epsilon = 0.101$ kcal mol$^{-1}$. The lattice constant and the LJ parameters of the wall are the same as the system investigated by Crozier et al. using MD simulation,$^7$ and are close to that by Woelki et al. using the singlet-RISM theory.$^{27,28}$ For solvent water molecule, simple-point-charge-like model is employed (oxygen site: $\sigma_O = 3.166$ Å and $\epsilon_O = 0.155$ kcal mol$^{-1}$; hydrogen site: $\sigma_H = 1.000$ Å and $\epsilon_H = 0.056$ kcal mol$^{-1}$).$^{31}$ Calculations are carried out at 298.15 K and the number density of solvent water of $n^0 = 0.033426$ Å$^{-3}$.

In the following, we rewrite $g_{\alpha \eta} (\rho_{\alpha \eta}, z_{\alpha \eta})$ as $g_0 (\rho, z)$ or $g_H (\rho, z)$ for simplicity, where $g_0 (\rho, z)$ is 2D-PCF between the wall site and the oxygen site and $g_H (\rho, z)$ is the 2D-PCF between the wall site and the hydrogen site.

IV. RESULTS AND DISCUSSIONS

Figure 3 shows the dependency on the total number of unit $N$, where $g_0 (\rho = 0.9$ Å, $z = 2.0$ Å) and $g_H (\rho = 0.9$ Å, $z = 2.8$ Å) are plotted along $N$. These positions correspond to peak tops in the case of $N = 625 (= 25^2)$. The values of $g_0$ and $g_H$ are almost unchanged when $N$ is larger than 625. $N$ is, thus, fixed at 625 in the following discussion.

Figure 4(a) shows the contour map of $g_0 (\rho, z)$. In the vicinity of $z = 0$ Å, any distinct peak is not found because the wall excludes solvent water from this area. The distribution increases with increasing distance from the wall ($z$) and reaches the maximum at $z = 2.0$ Å. This area corresponds to the first solvation shell where water molecules are in contact with the wall. The maximum of $g_0$ is 3.8, which is reasonably agree with the previous studies employing analogous model system: 3.2 (singlet-RISM) (Ref. 28) and 4.0 (MD).$^7$ Note that the distributions of the previous studies are averaged over $\rho$, namely, the definition of $g_0$ is slightly different from that in the present study where the dependency on $\rho$ is also illustrated. The small distribution around $z = 0.0$ Å ~ 1.0 Å and $\rho = 2.25$ Å seems to be an artifact, probably caused by the adopted closure that affects the description of the short-range region.$^{32}$ Further careful investigations would be necessary to confirm it, but it is noted that the present theory yields the first solvation shell that reasonably agrees with the previous studies, as is described in the following discussion.

$g_0$ at $z \sim 2$ is especially dependent on $\rho$. The maximum of $g_0$ is at $\rho = 0.9$ Å, $z = 2.0$ Å, and the distribution expands from $\rho = 0.6$ Å to 1.2 Å, where $g_0$ is larger than 3.6. Figure 5 illustrates this area, which includes bridge positions ($a/2 = 0.75$ Å) and hollow positions ($a/\sqrt{2} = 1.06$ Å). It is also noted that the height of $g_0$ at the on-top position ($\rho = 0.0$ Å, $z = 2.0$ Å) is lower by about 0.7 compared to...
The increase is attributed to strong attractive interaction between the hydrogen site and the wall. Figure 7(b) shows the contour map of \( g_{OH}(\rho, z) \) near the negatively charged wall. The probability becomes slightly higher especially near B to form a ridge, and a distinct peak is found at A. Based on the geometrical consideration, A includes bridge positions and B includes hollow positions, respectively (cf. Fig. 5). These changes are consistent with the previous works.\(^7\), \(^28\) As illustrated in Fig. 6(a), the distribution, in which two hydrogen atoms are further than the oxygen atom, is dominant before the charging. The aforementioned changes in A and B indicate that a mixing ratio of another configuration displayed in Fig. 6(b) becomes greater, namely, one of O–H bond is directed perpendicular to the wall. The attractive interaction between the hydrogen site and the negatively charged wall is consistent with the above-mentioned increase of \( g_O \) in the area of the first solvation shell.

V. CONCLUSION

In this study, we developed the 2D-RISM equation for solvation structure near solid-liquid interface. The developed equation focuses on the anisotropy of solvation structure near the interface by using the 2D density distribution in the cylindrical coordinate system. The 2D-RISM equation was then combined with the polymer-RISM equation to treat the solvation near the wall consisting of atomic sites in a 2D-periodic array. The model system was studied as the first application, and we found that water molecules in the first solvation shell are preferably adsorbed on hollow and/or bridge positions than on-top positions, whereas those in the second solvation shell do not show any specific preference. A new peak appears in the first solvation shell upon charging the wall, indicating that the contribution from another orientational configuration also becomes visible by the applied electric field. This change is assigned as follows: O–H bond is directed perpendicular to the negatively charged wall. The interaction between the hydrogen site and the negatively charged wall is consistent with the increase of \( g_O \).
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