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ADVERTISEMENTS
Theoretical study on ionization process in aqueous solution

Kenji lidaa and Hiroyumi Satoa
Department of Molecular Engineering, Kyoto University, Kyoto 615-8510, Japan

(Received 30 January 2012; accepted 19 March 2012; published online 13 April 2012)

Ionization potential (ionization energy) is a fundamental quantity characterizing electronic structure of a molecule. It is known that the energy in solution phase is significantly different from that in the gas phase. In this report, vertical and adiabatic ionization processes in aqueous solution are studied based on a hybrid method of quantum chemistry and statistical mechanics called reference interaction site model-SCF-spacial electron density distribution method. A role of solvation effect is elucidated through molecular level information, i.e., solvent distribution function around solute molecule. By utilizing the linear response regime, a simple expression to evaluate the spectral width from the distribution function is proposed and compared with experimental data. © 2012 American Institute of Physics.

I. INTRODUCTION

Ionization energy is a fundamental quantity characterizing electronic structure. It is classified in terms of the presence of relaxation process, namely, adiabatic ionization energy and vertical ionization energy. The former in the gas phase has been measured by photoelectron spectroscopy,1, 2 and the value in the solution phase has been also estimated from redox potential.3 On the other hand, vertical ionization energy has been only in the gas phase because of experimental difficulty in solution phase. Winer et al. recently measured the vertical ionization energy of various molecules (e.g., water, halogen anion, alkali cation, and transition metal complex) in aqueous solution.4–9 They show that the energy in aqueous solution is significantly different from the gas-phase value. The spectral width of vertical ionization is also reported, indicating that the width in the solution phase is significantly broadened caused by thermal fluctuation of solvent molecule.

The difference between vertical and adiabatic ionization in the gas phase is simply attributed to the molecular structure. Upon ionization, the structure remains unchanged (vertical ionization), and then relaxes toward the equilibrium structure in the ionized state (adiabatic ionization). On the other hand, because a molecule in solution phase strongly interacts with the surrounding solvent molecules, the ionization is deeply related to their thermal fluctuation, i.e., solvation structure. Marcus is the first to realize the importance of the fluctuation of solvent molecules upon electron transfer reaction, and proposed the concept of free energy surface.10, 11 In this concept, the thermal fluctuation is expressed along the “solvation coordinate”, on which the free energy of the system is projected. Note that because the ionization corresponds to the oxidative half reaction of electron transfer, the concept is also valid to treat the ionization process. While a simple dielectric continuum model was employed in the original Marcus scheme, the same concept has been utilized in the molecular level computations such as molecular dynamics (MD) simulation,12–15 and the procedures16–19 based on the reference interaction site model (RISM) theory.20, 21 A related quantity such as solvent reorganization energy (λ) is also adequately computed.22 These numerous studies show that the free energy surface is often well described by the linear response regime in spite of the complexity caused by a huge number of solvent molecules.12–15, 23–25, 28 But a direct comparison with experimental knowledge is still very limited, presumably because of the lack of related experimental data.

In this paper, we report a theoretical study of ionization process in solution phase. Based on the Marcus-like free energy surface, the ionization and following relaxation processes are discussed in connection with the role of solvation through the comparison with experimental data. To achieve the purpose, an accurate evaluation of free energy upon the ionization is essential. In other words, an appropriate ensemble of solvent configurations that are consistent with the change in the electronic structure of solute molecule is required. RISM-SCF,26, 27 a hybrid method of RISM theory20, 21 and ab initio electronic structure theory, is regarded as an alternative to quantum mechanics/molecular mechanics. Using RISM-SCF, the electronic structure of solute molecule and solvation structure around it are obtained in a self-consistent manner. RISM theory is statistical mechanics for molecular liquid, and treats an ensemble of an infinite number of solvent molecules. It enables us to obtain the molecular level insight into the solvation effect. In addition, it is possible to combine with highly sophisticated electronic structure theory because the computational cost of the RISM theory is much lower than that of MD simulation. Recently, RISM-SCF is extended to the new version in which spacial electron density distribution (SEDD) is explicitly taken into account (RISM-SCF-SEDD method).29

The article is organized as follows. In Sec. II, a computational procedure for ionization energy in solution phase is explained. A new formula for the vertical ionization energy is developed with the aid of dielectric continuum theory30–32 in terms of the solvent relaxation process.7,33–37
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II. THEORETICAL METHOD

A. Ionization process in the gas phase

Let us first review the ionization of a molecule X with total charge $Q$ ($X^Q$) in the gas phase,

$$X^Q \rightarrow X^{Q+1} + e^-.$$  \hfill (1)

The ionization energy is related to the molecular geometry described by a set of all the atomic coordinates $\{\textbf{R}\}$. Figure 1 shows ionization process in the gas phase. The lower

$\delta S = \langle \delta S - \Delta E(\{\textbf{R}\}, \{\textbf{r}\}) \rangle_x$

$$P^x(S) = \frac{1}{\sqrt{2\pi} \sigma_x} \exp \left\{ -\frac{(S - \langle \Delta E \rangle_x)^2}{2\sigma_x^2} \right\}. \hfill (6)$$

The variance $\sigma_x$ is directly related to the spectral width of $I_{\text{ver}}$. Figure 2 illustrates the ionization process in solution. Different from the gas phase phenomena shown in Figure 1, the horizontal and vertical axes, respectively, represent solvation coordinate $S$ and free energy. The surface of $X^Q$ has the minimum at $S_I$. Since the vertical ionization process occurs at the solvation of $S_I$ with the highest probability, the observed

is the potential energy surface of $X^Q$ and the upper one is that of the ionized species ($X^{Q+1}$) after the electron detachment. $\{\textbf{R}\}$ is the equilibrium geometry of $X^Q$. The potential energy difference between $X^{Q+1}$ and $X^Q$ at the fixed geometry corresponds to the vertical ionization energy in the gas phase,

$$I_{\text{ver}}^Q = E^+([\textbf{R}]_I) - E^0([\textbf{R}]_I), \hfill (2)$$

where superscripts 0 and +, respectively, denote the state of $X^Q$ and $X^{Q+1}$, $E^0$ and $E^+$ are their total energies. After the ionization, the molecule starts to relax and reaches the new equilibrium geometry ($\{\textbf{R}\}_I$). The adiabatic ionization energy in the gas phase is defined by

$$I_{\text{ad}}^Q = E^+([\textbf{R}]_{I}) - E^0([\textbf{R}]_I). \hfill (3)$$

B. Ionization process in solution phase

In solution phase, a set of all the coordinates of solvent molecule $\{\textbf{r}\}$ is also necessary to be considered. Instead of using this huge number of variables, it is convenient to introduce solvation coordinate $S$. Free energy surface in the vicinity of equilibrium state is expressed as a function of $S$,

$$P^x(S) = A^x_{\text{min}} - \frac{1}{\beta} \ln P^x(S), \hfill (4)$$

where superscript $x$ denotes the charge state 0 or +, $\beta = 1/k_B T$, and $k_B$ is the Boltzmann constant. $A^x_{\text{min}}$ corresponds to the minimum of the free energy curvature.18 $P^x(S)$ is the probability to find the system where $S$ equals the difference in the total energy of the system between the neutral and ionized states ($\Delta E \equiv \Delta E(\{\textbf{R}\}, \{\textbf{r}\})$),

$I_{\text{ver}}$ is given by

$$I_{\text{ver}} = A^+(S_I) - A^0(S_I) = \langle \Delta E \rangle_0. \hfill (7)$$

After the vertical ionization, $S$ is changed through the relaxation of solvent configuration. The surface of $X^{Q+1}$ has the minimum at $S_{II}$. Adiabatic ionization energy is obtained as the free energy difference between the two minimum.23,24,38

$$I_{\text{ad}} = A^+(S_{II}) - A^0(S_I). \hfill (8)$$

C. Vertical ionization energy

RISM-SCF-SEDD is an efficient method as far as equilibrium process is concerned and $I_{\text{ad}}$ is directly evaluated from
Eq. (8). However, $I_{\text{ver}}$ cannot be calculated with the original procedure because $X^{Q+1}$ at $S_1$ is not in equilibrium state. In the present study, the generalization is considered based on the charging formula with the aid of generalized Born theory.31, 32 The analogous procedure is applied to polarizable continuum model (PCM) method based on the similarity in the treatment of electrostatic interaction between solute and solvent.22, 39

Let us first consider a set of vectors, $Q^0$ and $Q^+$, respectively, corresponding to neutral and ionized states. The vector component is the charge assigned to each atom (site) in the focused solute molecule. The solute-solvent electrostatic interaction potential generated on this site is also represented as a vector ($V$). It is noted that the following discussion is applicable to any kind of theoretical framework, and an extension to treat continuous electronic distribution of the solute molecule is straightforward. To treat the vertical ionization, $V$ is divided into two components in terms of the relaxation time,

$$V = V_f + V_s.$$  

(9)

The first term of the right hand side is fast component that immediately responds to the ionization. The second term corresponds to the slow component that remains unchanged just after the ionization. With Eq. (9), $I_{\text{ver}}$ is given as the so-called charging formula with respect to a set of charges ($Q$),

$$I_{\text{ver}} = A^+(S_1) - A^0(S_1) = \{U^+(S_1) - U^0(S_1)\} + \int_{Q^0}^{Q^+} \{V_f(S_1) + V_s(S_1)\} \, dQ,$$  

(10)

where $U^+$ and $U^0$ are the internal energies of solute molecule, respectively. Because of the difference in the response of the field, $V_f$ and $V_s$, the integrations are separately performed. The slow component $V_s$ remains in the first state ($Q^0$) just after the vertical ionization, the integration over $V_s$ yields

$$\int_{Q^0}^{Q^+} V_s(S_1) \, dQ \simeq \{Q^+(S_1) - Q^0(S_1)\} \cdot V_s^0(S_1).$$  

(11)

$V_s^0$ is the slow part of the potential for the neutral state ($Q^0$). On the other hand, the fast component $V_f$ could change during the vertical ionization. If the linear dependency of $V_f$ on $Q$ is assumed on the vertical ionization, then the integration of $V_f$ yields

$$\int_{Q^0}^{Q^+} V_f(S_1) \, dQ \simeq \frac{1}{2} \{Q^+(S_1) - Q^0(S_1)\} \cdot V_f^0(S_1).$$  

(12)

From Eqs. (9)–(12), the following formula is obtained:

$$I_{\text{ver}} = \{U^+(S_1) - U^0(S_1)\} + \{Q^+(S_1) - Q^0(S_1)\} \cdot V_s^0(S_1) + \frac{1}{2} \{Q^+(S_1) - Q^0(S_1)\} \cdot V_f^0(S_1).$$  

(13)

With the aid of dielectric continuum theory, a further simple and practical equation is obtained based on Eq. (13). In the theory, the electrostatic potential ($V_{\text{dielec}}$; Refs. 34 and 40) is divided into fast and slow components as follows:

$$V_{\text{dielec}} = k_fV_{\text{dielec}} + k_sV_{\text{dielec}},$$  

(14)

where $k_f$ and $k_s$ are the constants given by

$$k_f = \left(1 - \frac{1}{\epsilon_{\infty}}\right)^{-1} \left(1 - \frac{1}{\epsilon}\right), \quad k_s = \left(1 - \frac{1}{\epsilon_{\infty}}\right) \left(1 - \frac{1}{\epsilon}\right)^{-1}.\$$  

(15)

$\epsilon$ is dielectric permittivity and $\epsilon_{\infty}$ is optical dielectric permittivity. In dielectric continuum theory, the slow component is considered to be the orientational polarization of solvent as well as a part of electronic polarization of solvent. The fast component is related to the electronic polarization due to the change in the electrostatic field created by the solute.32, 41 Since the electrostatic potential $V$ is a common quantity among various theoretical frameworks, Eqs. (14) and (15) might be applicable to treat $V$ in general.

Equation (13) is then rewritten as

$$I_{\text{ver}} = \{U^+(S_1) - U^0(S_1)\} + k_s\{Q^+(S_1) - Q^0(S_1)\} \cdot V_s^0(S_1) + \frac{1}{2} k_s\{Q^+(S_1) - Q^0(S_1)\} \cdot V_f^0(S_1).$$  

(17)

In this equation, only $V_s$ is necessary, and neither $V_f$ nor $V_s$ is required. It should be mentioned that $V_f$ is, indeed, well evaluated with non-polarizable solvent model such as SPC model.42 This is because the model is considered to implicitly treat the electronic polarization of solvent through its empirical parameterization.42, 43 Further detailed discussions are found in several literatures including recent report by Leontiev et al.44, 45

According to Åqvist et al.,25 the variance ($\sigma_x, x = 0, +$) is calculated based on Eq. (6) as follows:

$$\beta\sigma^2 = |\langle \Delta E \rangle_0 - \langle \Delta E \rangle_+|.\$$  

(18)

The first term ($\langle \Delta E \rangle_0$) is directly computed with Eqs. (7) and (17), and the second term is evaluated in a
similar manner,
\[
\langle -\Delta E \rangle_+ = A^0(S_H) - A^+(S_H) = \{U^0(S_H) - U^+(S_H)\} + k_t\{Q^0(S_H) - Q^+(S_H)\} \cdot V^+(S_H) + \frac{1}{2}k_t\{Q^0(S_H) \cdot V^0(S_H) - Q^+(S_H) \cdot V^+(S_H)\}. 
\]  
\tag{19}
\]

\(\sigma_x\) can be then computed as the sum of these two terms. Therefore, the free energy surface within the linear response regime is fully elucidated from a set of information at the specific states.

**D. RISM-SCF-SEDD method**

In the present study, the original RISM-SCF-SEDD (Refs. 26, 27, and 29) was employed to calculate \(I_{ad}\) while the extended formula of RISM-SCF-SEDD was used to obtain \(I_{ver}\), as is noted in Sec. II C. RISM theory is given as follows:\[20,21\]
\[
\rho \Phi \rho = \omega * c * \omega + \omega * c * \rho \Phi \rho. 
\tag{20}
\]

where \(*\) denotes convolution integral. The matrix element of \(\rho\) is number density, \(\omega\) represents intramolecular correlation function defining the molecular geometry, \(c\) is the direct correlation function, and \(h\) is the total correlation function, respectively. Because two unknown functions (i.e., \(h\) and \(c\)) are included in Eq. (20), another equation relating these functions is required. A typical one is hyper-netted chain (HNC) closure,
\[
c_{\alpha\lambda}(r) = \exp \left[ -\beta u_{\alpha\lambda}(r) + h_{\alpha\lambda}(r) - c_{\alpha\lambda}(r) \right] - \left[ h_{\alpha\lambda}(r) - c_{\alpha\lambda}(r) \right] - 1. 
\tag{21}
\]

\(\alpha\) and \(\lambda\) are solute and solvent sites, respectively, and \(u_{\alpha\lambda}(r)\) is interaction between the sites \(\alpha\) and \(\lambda\). Using Eqs. (20) and (21), an unique solvation structure is determined with respect to the given intermolecular interaction potential. The excess chemical potential (solvation free energy), \(\Delta \mu\), is analytically calculated with the obtained \(h\) and \(c\),\[26\]
\[
\Delta \mu = -\sum_{\alpha\lambda} \rho_{\alpha\lambda} \beta \int dr \left[ c_{\alpha\lambda}(r) - \frac{1}{2} h_{\alpha\lambda}(r) + \frac{1}{2} h_{\alpha\lambda}(r)c_{\alpha\lambda}(r) \right]. 
\tag{22}
\]

In RISM-SCF-SEDD, total free energy of the solution system is defined as
\[
A = E + \Delta \mu, 
\tag{23}
\]
where \(E\) is the energy of solute molecule given as
\[
E = \langle \Phi | \hat{H} | \Phi \rangle. 
\tag{24}
\]

Here, \(\hat{H}\) is the standard electronic Hamiltonian of the solute molecule in the isolated state. \(\Phi\) is the electronic wave function in solution phase, and is obtained based on the variational condition with respect to \(A\),\[26,27,29\]
\[
\langle \delta \Phi | \hat{F} - \hat{V}^R | \Phi \rangle = 0. 
\tag{25}
\]

where \(\hat{F}\) is Fock operator and \(\hat{V}^R\) is the solute-solvent electrostatic interaction operator in the framework of RISM-SCF-SEDD. Note that \(E\) in solution is generally different from that in the gas phase because the electrostatic field created by solvent induces the electronic polarization of solute molecule. The mean electrostatic interaction energy between solute and solvent is written as follows:\[29\]
\[
\langle \Phi | \hat{V}^R | \Phi \rangle = \sum_i D_i V_i^R = D \cdot V^R. 
\tag{26}
\]

Here, \(D_i\) is expansion coefficients of charge density \(\rho(r)\) defined as
\[
\rho(r) = \sum_{i} N_{\text{ABS}} D_i f_i(r), 
\tag{27}
\]

where \(f_i(r)\) is auxiliary basis sets (ABSs) centered on each solute site and \(N_{\text{ABS}}\) is the number of ABSs. \(D\) is uniquely determined by the wave function \(\Phi\). Here, the Gaussian function is employed as \(f_i(r)\) to describe the electron distribution, and the delta function is employed to describe nucleus charge distribution. The element \(D_i\) would be thus regarded as the net population of electron or nucleus charge belonging to \(i\)-th auxiliary basis. The effective electrostatic interaction potential between \(f_i(r)\) and solvent is given by
\[
V_i^R = \sum_{\lambda} \rho_{\lambda} \int_r f_i(r - r_{\alpha\lambda}) h_{\alpha\lambda}(|r' - r|) d\mathbf{r} d\mathbf{r}', \quad (i \in \alpha). 
\tag{28}
\]

In standard RISM-SCF-SEDD procedure, \(\Phi\) and \(V^R\) at the equilibrium state are determined in a self-consistent manner by iteratively solving RISM part (Eqs. (20) and (21)) and electronic structure calculation part (Eq. (25)). It should be stressed that \(\Phi\) is computed based on Eq. (28) and molecular level information of solvation \((h_{\alpha\lambda}(r))\) is necessary for the evaluation.

The adiabatic ionization energy in solution phase \((I_{ad})\) can be calculated with the two separated standard RISM-SCF-SEDD calculations, i.e., for the neutral and cation species in the equilibrium state. On the other hand, it is generally difficult to compute \(I_{ver}\) with the standard procedure, because \(X^2+1\) at \(S_1\) does not correspond to equilibrium state, and the electronic polarizability of solvent has non-negligible contribution. However, the analogous procedure based on Eq. (17) is possible to apply in RISM-SCF-SEDD method. In the equation, \(V\) and \(Q\) are, respectively, replaced with \(V^R\) and \(D\). The internal energies, \(U^+\) and \(U^0\), are replaced with the total energies of the solute molecule, \(E^+\) and \(E^0\),
\[
I_{ver} = \{ E^+ (S_1) - E^0 (S_1) + k_t \{ D^+(S_1) - D^0 (S_1) \} \cdot V^R,0 (S_1) \}
+ \frac{1}{2} k_t \{ D^+(S_1) \cdot V^{+,R} (S_1) - D^0 (S_1) \cdot V^{+,R} (S_1) \}. \tag{29}
\]

Because the electronic structure of the solute molecule for \(X^2+1\) depends on the generated electrostatic field, the variational condition is given as follows:
\[
\langle \delta \Phi | \hat{F} - (k_t \hat{V}^{+,R} (S_1) + k_t \hat{V}^{+,R,0} (S_1)) | \Phi \rangle = 0. \tag{30}
\]

\(V^{+,R} (S_1)\) and \(D^+(S_1)\) are computed self-consistently by iteratively solving the RISM part (Eqs. (20) and (21)) and the
electronic structure part (Eq. (30)). $I_{\text{ver}}$ is thus computed with $E^0$, $D^{0}(S_I)$, and $V^{R,0}(S_I)$ obtained from the standard RISM-SCF-SEDD procedure. It is therefore determined only with two additional parameters, $\epsilon$ and $\epsilon_\infty$, using the analogous procedure to the standard RISM-SCF-SEDD method. The spectral density ($\sigma_\alpha$) is similarly expressed as follows:

$$
\beta \sigma_\alpha^2 = [(E^+(S_I) - E^0(S_I)) + k_t(D^+(S_I) - D^0(S_I)) \cdot V^{R,0}(S_I)] \\
+ \frac{1}{2}k_t[D^+(S_I) \cdot V^{R,+}(S_I) - D^0(S_I) \cdot V^{R,0}(S_I)] \\
+ \{E^0(S_H) - E^0(S_I)\} \\
+ k_t[D^0(S_H) - D^+(S_H)] \cdot V^{R,+}(S_H) \\
+ \frac{1}{2}k_t[D^0(S_H) \cdot V^{R,0}(S_H) - D^+(S_H) \cdot V^{R,+}(S_H)]].
$$

(31)

A further simplified expression without dividing into the fast and slow components is available by setting $\epsilon_\infty = 1$ in Eq. (29),

$$
I^{\text{wd}}_{\text{ver}} = (E^+(S_I) - E^0(S_I)) + [D^+(S_I) - D^0(S_I)] \cdot V^{R,0}(S_I).
$$

(32)

This formula is essentially the same as previously used one to deal with the vertical excitation in solution phase.16–19

III. COMPUTATIONAL DETAIL

In this study, we examined the ionization of cations, Li$^+$ → Li$^{2+}$ + e$^-$, Na$^+$ → Na$^{2+}$ + e$^-$, K$^+$ → K$^{2+}$ + e$^-$, anions, F$^-$ → F + e$^-$, Cl$^-$ → Cl + e$^-$, Br$^-$ → Br + e$^-$, I$^-$ → I + e$^-$, and water molecule, H$_2$O → H$_2$O$^+$ + e$^-$. Geometry optimization of H$_2$O was performed by B3LYP/6-311++G**. Energy calculations were then carried out at MP2/6-311++G** level. For ionized open shell species, the unrestricted treatment (UB3LYP, UHF, and UMP2) were adopted. Solvation effect was taken into account using RISM-SCF-SEDD method and PCM. Non-equilibrium PCM (Ref. 34) was employed for the calculations of $I_{\text{ver}}$. Gas phase and PCM calculations were performed by GAUSSIAN 03 program package47 while RISM-SCF-SEDD calculations were done by GAMESS package48 modified by us.

In the RISM procedure, the density of solvent water was set to 1.00 g/cm$^3$ at $T = 298.15$ K, and HNC closure46 was employed. The Lennard-Jones (L-J) parameters of the solutes were taken from Refs. 49 and 50 and SPC-like water was employed for the solvent.42 All of them are summarized in Table I. Note that the non-electrostatic interaction described by the L-J potential is much smaller than the electronic interaction between ion and water. The dependency on the L-J parameter is considered to be small enough. Dielectric permittivity and optical dielectric permittivity of water solvent were set to $\epsilon = 78.390$ and $\epsilon_\infty = 1.776$.

IV. RESULTS AND DISCUSSIONS

A. Ionization energy

Table II shows ionization energy in the gas phase ($I_{\text{ver}}^{\text{gas}}$) and the difference from the experimental value.51, 52 Although the computed values are slightly greater than the experimental ones, the root-mean-square of the deviations is 0.3 eV, showing a reasonable agreement. Table III shows the change of ionization energy caused by solvation, $\Delta I_{\text{ver}}$ (= $I_{\text{ver}}^{\text{gas}} - I_{\text{ver}}$) and $\Delta I_{\text{ad}}$ (= $I_{\text{ad}} - I_{\text{ver}}^{\text{gas}}$), which are the central results in this study. The corresponding experimental values3–5 and $\Delta I_{\text{ver}}^{\text{wd}}$ (Eq. (32)) are also listed. It is noted that the contributions from the solvation ($\Delta I_{\text{ver}}$ and $\Delta I_{\text{ad}}$) are much greater than the deviations found in Table II. Clearly, the computational results on the solvation show good agreement with experimental values and well reproduce the dependencies on the solute size: As large the size of molecule, the absolute value of $\Delta I_{\text{ver}}$ and $\Delta I_{\text{ad}}$ decreases. It is negative for cation whereas positive for anion.

By definition, the values of $\Delta I_{\text{ad}}$ are a few eV lower than those of $\Delta I_{\text{ver}}$, because of the stabilization caused by the relaxation of solvent configuration. This is well illustrated in

<table>
<thead>
<tr>
<th>TABLE I. Lennard-Jones parameters.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma$ (Å)</td>
</tr>
<tr>
<td>----------</td>
</tr>
<tr>
<td>Li</td>
</tr>
<tr>
<td>Na</td>
</tr>
<tr>
<td>K</td>
</tr>
<tr>
<td>F</td>
</tr>
<tr>
<td>Cl</td>
</tr>
<tr>
<td>Br</td>
</tr>
<tr>
<td>I</td>
</tr>
<tr>
<td>O</td>
</tr>
<tr>
<td>H</td>
</tr>
<tr>
<td>H$^+$</td>
</tr>
<tr>
<td>H$^+$</td>
</tr>
</tbody>
</table>

$^a$Solvent water.

$^b$Solvation energy.

TABLE II. Vertical ionization energy in the gas phase ($I_{\text{ver}}^{\text{gas}}$) by MP2 and experimental methods.51, 52 The difference from the experimental value is also listed together with the root-mean-square deviation (RMSD). The unit is eV.

<table>
<thead>
<tr>
<th>Ion</th>
<th>Exp. (Refs. 51 and 52)</th>
<th>MP2</th>
<th>Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Li$^+$ → Li$^{2+}$</td>
<td>75.6</td>
<td>75.0</td>
<td>0.6</td>
</tr>
<tr>
<td>Na$^+$ → Na$^{2+}$</td>
<td>47.3</td>
<td>47.0</td>
<td>0.3</td>
</tr>
<tr>
<td>K$^+$ → K$^{2+}$</td>
<td>31.6</td>
<td>31.3</td>
<td>0.3</td>
</tr>
<tr>
<td>F$^-$ → F</td>
<td>3.4</td>
<td>3.2</td>
<td>0.2</td>
</tr>
<tr>
<td>Cl$^-$ → Cl</td>
<td>3.6</td>
<td>3.2</td>
<td>0.4</td>
</tr>
<tr>
<td>Br$^-$ → Br</td>
<td>3.4</td>
<td>3.1</td>
<td>0.3</td>
</tr>
<tr>
<td>I$^-$ → I</td>
<td>3.1</td>
<td>3.0</td>
<td>0.1</td>
</tr>
<tr>
<td>H$_2$O → H$_2$O$^+$</td>
<td>12.6</td>
<td>12.6</td>
<td>0.0</td>
</tr>
</tbody>
</table>

RMSD (calculated from exp.) | 0.3 |
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The pair correlation functions (PCFs) shown in Fig. 3. The first peak between Na\(^+\) and water oxygen (\(O_W\)) at \(r = 2\) Å gets higher after the ionization due to increase of the charge (\(Na^+ \rightarrow Na^2+\)). On the other hand, the first peak between Cl\(^-\) and water hydrogen (\(H_W\)) at \(r = 2\) Å corresponding to Cl\(^-\)–H\(_W\) hydrogen bond completely disappears after the ionization, i.e., the detachment of electron from Cl\(^-\) (Cl\(^-\) → Cl\(^0\)). These remarkable changes of solvation structure are consistent with the dominant stabilization by orientational polarization.

### B. Solute–solvent electrostatic interaction

The first two terms in Eqs. (29) and (32), corresponding to the polarization of solvent, comprise only less than 5% of total \(\Delta I_{\text{ver}}\). For example, the first two terms of Cl\(^-\) is 0.02 eV, which is much smaller than the total energy (5.8 eV). In other words, \(\Delta I_{\text{ver}}\) is mainly determined by the remaining component that originates from the changing in the solute-solvent electrostatic interaction energy.

In general, electrostatic interaction energy is expanded by multipole moments. For a charged molecule \(Q \neq 0\), the monopole term \((QV)\) is dominant. Based on Eq. (29), \(\Delta I_{\text{ver}}\) is approximated as

\[
\Delta I_{\text{ver}} \simeq k_s(Q^+ - Q^0) V_x^0(S_i) + \frac{1}{2} k_I (Q^+ V^+(S_i) - Q^0 V^0(S_i)),
\]

(33)

where \(Q^x\) (\(x = 0\) or \(+\)) is the solute charge in the state \(x\), and \(V_x\) is the electrostatic field generated by the solvent with this state. According to the dielectric continuum theory, the reaction field \(V^x\) is given as follows:

\[
V^x = -\left(1 - \frac{1}{\epsilon}\right) \frac{Q^x}{a},
\]

(34)

where \(a\) is solute radius. Using this equation, Eq. (33) is rewritten as an explicit function of \(Q^0\) and \(Q^+\). \(\Delta I_{\text{ver}}^{\text{ad}}\) is also in accord with the experimental value and rewritten as

\[
\Delta I_{\text{ver}}^{\text{ad}} = (Q^+ - Q^0) V_x^0(S_i) = -(Q^+ - Q^0) \left(1 - \frac{1}{\epsilon}\right) \frac{Q^0}{a}.
\]

(35)

This simple equation may be useful to understand the computational results shown in Table III, which are obtained from highly sophisticated theory. Equation (35) of cation \((Q^0 = 1\) and \(Q^+ = 2\)) becomes negative whereas that of anion \((Q^0 = -1\) and \(Q^+ = 0\)) is positive, and the absolute value

<table>
<thead>
<tr>
<th>Experiment</th>
<th>RISM – SCF – SEDD</th>
<th>PCM</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\text{Li}^+ \rightarrow \text{Li}^{2+})</td>
<td>(\Delta I_{\text{ver}}) (Refs. 4 and 5)</td>
<td>(\Delta I_{\text{ad}}) (Ref. 3)</td>
</tr>
<tr>
<td>(\text{Na}^+ \rightarrow \text{Na}^{2+})</td>
<td>-15.2</td>
<td>-10.5</td>
</tr>
<tr>
<td>(\text{K}^+ \rightarrow \text{K}^{2+})</td>
<td>-11.9</td>
<td>-8.0</td>
</tr>
<tr>
<td>(\text{F}^- \rightarrow \text{F})</td>
<td>(6.4) (^a), 4.8</td>
<td>11.2</td>
</tr>
<tr>
<td>(\text{Cl}^- \rightarrow \text{Cl})</td>
<td>6.0</td>
<td>7.6</td>
</tr>
<tr>
<td>(\text{Br}^- \rightarrow \text{Br})</td>
<td>5.4</td>
<td>7.0</td>
</tr>
<tr>
<td>(\text{I}^- \rightarrow \text{I})</td>
<td>4.6</td>
<td>6.2</td>
</tr>
<tr>
<td>(\text{H}_2\text{O} \rightarrow \text{H}_2\text{O}^+)</td>
<td>-1.5</td>
<td>0.8</td>
</tr>
</tbody>
</table>

\(^a\)The experimental value of \(\Delta I_{\text{ver}}\) of I\(^-\) is the estimated value.\(^5, 53\)

### Table III. The change of ionization energy by solvation in eV.

\[
\begin{array}{cccc}
\text{Experiment} & \text{RISM – SCF – SEDD} & \text{PCM} \\
\hline
\text{Li}^+ \rightarrow \text{Li}^{2+} & \Delta I_{\text{ver}} & \Delta I_{\text{ad}} & \Delta I_{\text{ver}} & \Delta I_{\text{ad}} \\
\text{Na}^+ \rightarrow \text{Na}^{2+} & -15.2 & -10.5 & -13.5 & -16.4 & -11.5 & -14.2 & -17.4 \\
\text{K}^+ \rightarrow \text{K}^{2+} & -11.9 & -8.0 & -10.3 & -12.6 & -9.4 & -11.6 & -14.3 \\
\text{F}^- \rightarrow \text{F} & (6.4) \(^a\), 4.8 & 11.2 & 8.6 & 5.4 & 8.0 & 6.2 & 4.0 \\
\text{Cl}^- \rightarrow \text{Cl} & 6.0 & 7.6 & 5.8 & 3.8 & 6.7 & 5.2 & 3.1 \\
\text{Br}^- \rightarrow \text{Br} & 5.4 & 7.0 & 5.4 & 3.5 & 6.1 & 4.7 & 2.9 \\
\text{I}^- \rightarrow \text{I} & 4.6 & 6.2 & 4.8 & 3.2 & 5.5 & 4.2 & 2.6 \\
\text{H}_2\text{O} \rightarrow \text{H}_2\text{O}^+ & -1.5 & 0.8 & -1.0 & -3.0 & -0.3 & -1.9 & -3.9 \\
\hline
\text{RMSD (w.r.t. exp.)} & \ldots & 1.2 & 0.4 & \ldots & 0.6 & 0.5 \\
\end{array}
\]
of $\Delta I_{\text{ver}}$ decreases as increase of $a$. Because of the neutrality, Eq. (34) for H$_2$O ($Q^0 = 0$) becomes zero, and actually the absolute value of $\Delta I_{\text{ver}}^{\text{wd}}$ is much smaller than those of the ions. The difference between $\Delta I_{\text{ver}}$ and $\Delta I_{\text{ver}}^{\text{wd}}$ allows us to estimate the polarization energy,

$$
\Delta I_{\text{ver}}^{\text{wd}} - \Delta I_{\text{ver}} = \left(1 - \frac{1}{\epsilon_{\infty}}\right) \left(\frac{Q^+ - Q^0}{a}\right)^2.
$$

(36)

The quantity is always positive by definition.

### C. Spectral width of vertical ionization energy

Table IV shows the full width at half maximum of $I_{\text{ver}}$ ($2\sqrt{2 \ln 2} \sigma_0 \approx 3.4\sigma_0$). The computed values are mostly within the limit of accuracy of the experimental values. The accordance is consistent with the result of MD simulation by Åqvist et al., showing that the free energy surfaces of the molecules investigated in the present study are well described by the linear response regime. Also, the free energy curvatures computed by the present method are similar to those by simulations. Based on Eqs. (33) and (34), $\sigma_0$ is approximated as

$$
\sigma_0 = \sqrt{\frac{1}{\beta} \left(1 - \frac{1}{\epsilon_{\infty}}\right) \left(\frac{Q^+ - Q^0}{a}\right)^2}.
$$

(37)

This equation indicates the width increases as the decrease of the solute size ($a$). Although the difference originated from the size dependency is here in the range of experimental error bar, the size dependency given by Eq. (37) is consistent with the theoretical results.

Equation (37) is also rewritten as follows:

$$
\sigma_0 = \sqrt{k} \sqrt{\frac{1}{\beta} \left(1 - \frac{1}{\epsilon}\right) \left(\frac{Q^+ - Q^0}{a}\right)^2}.
$$

(38)

If the fast and the slow component are not divided, $\sqrt{k}$ equals 1 and the width is represented only with the second square-root part. If $\epsilon_{\infty} = 1.776$ is assumed, $\sqrt{k}$ equals 0.747. This suggests that the contribution from fast component makes the spectra width narrower.

### V. CONCLUSION

Ionization process in aqueous solution was studied using hybrid-type electronic structure theories, RISM-SCF-SEDD method and PCM. The vertical and adiabatic ionization were evaluated based on the free energy surface, and thereon the role of solvation was discussed. The computed values show well agreement with experimental measurements.

With the aid of dielectric continuum theory, the ionization energy was further analyzed. A semi-empirical formula, which allows us to divide the solute-solvent interaction into fast and slow components, was proposed. The solvation before ionization mainly determines the change of vertical ionization energy. However, the fast polarization of solvent induced by the ionization also has non-negligible contribution. In particular, the change of ionization energy of H$_2$O is mainly determined by the fast polarization. On the other hand, the relaxation of solvent configuration, namely, the change of solvation structure, is the main origin of the change of the adiabatic ionization energy. The spectral width of the vertical ionization was also studied. The calculated widths were well in accord with the experimental values.
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