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Abstract 

The waveform observations by the Geotail spacecraft discovered a lot of new natures of plas­
ma waves in the Earth's magn tosph re. One of the most spl ndid discoveries is Electrostatic 
Solitary Waves (ESW), which has been observed as Broadband Electrostatic Noise (BEN). The 
Geotail spac raft observed the waveforms of BEN emissions, and found they are composed of 
sequences of impulsive solitary waves. These impulsive solitary waves are termed ESW. This 
thesis is devo ed to clarify the generation mechanism of ESW via one- and two-dimensional 
electrostatic parti le simulations. 

In the present study, we investigated generation mechanisms of two types of ESW observed 
in different regions. On is observed by the Geotail spacecraft in the Earth's PSBL region. This 
ESW has a weak lectric field and an one-dimensional spatial structure uniform in the direction 
p rp ndicular to the ambient magnetic field. The other is observed by the FAST and the Polar 
satellites in the auroral r gion. This ESW has a strong electric field and a wo-dimensional 
spatial structure. A cording to th Geotail observations and previous simulation studies of 
electron beam ins abilities, we propo ed a generation model of ESW that electrostatic potentials 
of ESW are stable BG K potentials, and these BG K potentials are generated through nonlinear 
volutions of some kinds of electron beam instabilities. We perform d computer simulations 

to confirm our generation model of ESW. To perform one- and two-dimensional electrostatic 
par i le simulat'ons efficiently, we dev loped a new electrostatic particle code (kuES2) based on 
KEMPO. This simulation code is optimiz d to one- and two-dimensional electrostatic particle 
simulations with a huge number of superparticles. 

t first, we performed one-dimensional electrostati particle simulations without ion dy­
nainics of thre typi al lectron beam instabilities, and confirmed that isolated electrostatic 
potential are formed through nonlinear evolutions of the two-stream instability and the bump­
on-tail instability. These potentials are very stable for a long time, and they are thought to 
be BGK potentials, which are assumed as the stable potentials of ESW. Next, we further 
p rform done-dim nsional simulations with ion dynamics, and estimated effects of the ion dy­
namics on th formation mechanism and the long time stability of ESW. We confirmed ESW 
formed from the two-stream instability are critically affected and tend to be diffused by the 
ion dynamics. On the other hand, ESW formed from the bump-on-tail instability are hardly 
affected by the ion dynami s. We compared these results of the one-dimensional simulations 
and ESW observations of the Geotail spacecraft and those of the FAST and the Polar satellites, 
and concluded that ESW are generated by the bump-on-tail instability in the Earth's PSBL 
region, and ESW are gen rat d by the two-stream instability in the auroral region. 

On th basis of the results of th above one-dimensional simulations, we performed two­
dimensional 1 ctrostatic particl simulations and confirmed spatial structures of ESW excited 
by the lectron b am instabilities and their stabilities in the two-dimensional system. At first, 
we performed two-dimensional simulations of the bump-on-tail instability as a generation mech­
anism of ESW in the Earth's PSBL r gion and confirmed formation of clear one-dimensional 
ESW. In this formation process of ESW, the strength of the magnetic field is a controlling 
parameter of the oher n of ESW in the direction perpendicular to the ambient magne ic 
field. In simulation runs with weaker magnetic fields, ESW are much more coherent even in the 
initial state. In the nonlin ar s ag , however, pot ntials are aligned in the perpendicular direc­
tion, forming uniform one-d'm nsional pot ntials due to the pot ntial striation proce s. These 
simulation results are consistent with the Geotail observations that the clear on -dimensional 

ii 

iii 

ESW are observed in the Earth's PSBL region, where the magnitude of the magneti field is 
very weak. 

Next, we performed two-dimensional simulations of the electron wo-stream instability as a 
generation mechanism of ESW in the auroral region and confirmed the formation of isolated two­
dimensional ESW. We performed simulation runs of two typ s of the two-stream instabilities, 
the cold and the warm two-stream instabilities. The cold two-stream instability excites isolated 
two-dimensional ESW due to the existence of the quasi-perpendicular electrostatic whi tler 
waves. In a long time evolution, however, these two-dimensional potentials gradually diffused by 
the strongly excited electrostatic whistler mode waves. On the other hand, the warm wo-stream 
instability excite very stable one-dimensional ESW without ion dynamics. In the simulation run 
with ion dynamics, however, the lower hybrid waves are excited through coupling with parallel 
drifting potentials. These lower hybrid waves separate potentials in the direction perpendicular 
to the ambient magnetic field, forming isolated two-dimensional po entials. These potentials 
are very stable for a long time. The spatial scale of these two-dimensional potentials is almost 
equal to the ion Larmor radius. These natures of the isolated wo-dimensional potentials are 
consistent with the observations of ESW in the auroral region. In a long time evolution, these 
isolated two-dimensional potentials are gradually aligned in the perpendicular direction again 
due to the potential striation process. This indicates that the perpendicular spatial scale of the 
two-dimensional ESW becomes larger as time goes on. Therefore, the perpendicular spatial 
scale of such two-dimensional ESW will be larger in a far region than those in a near region 
from their generation point. 
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Chapter 1 

General Introduction 

The International Solar-Terrestrial Physics (ISTP) mission was planed in the 1980s, as the 
international cooperation in space program. This is proceeded under the cooperation of ISAS 
(Institute of Space and Astronautical Science), NASA (National Aeronautics and Space Ad­
ministration) and ESA (Europe Space Agency). A fleet of spacecraft have been deployed in 
space to study the solar-terrestrial environment surrounding the Earth. [Figure 1.1]. The ISTP 
fleet and a part of related spacecraft shown in Figure 1.1 are listed in Table 1.1. 

Figure 1.1: Orbits of several spacecrafts related to International Solar-Terrestrial Physics 
(ISTP) program [Copyright ISAS/ISTP]. 

The ISTP mission has started by the successful launch of the first spacecraft, Geotail, in 
1992. In the present study, we focus on one of the highly nonlinear phenomena observed by 

1 



2 CHAPTER 1. GENERAL INTRODUCTION 

Wind 
SOHO 

Ulyssees 
Interball( ail) 
Inter ball( Auroral) 
Eq tor-S 

Mission 

Oct. 26, 1973"' 
Oct. 6, 1990"' 
Aug. 3, 1995"' 
Aug. 29, 1996"' 
D . 2 1997 rv 

Table 1.1: ISTP and related spac crafts 

Region 
Magn to ail 
Solar wind 
Sun 
Pol region 
Magnetotail/Solar wind 
High latitude solar wind 
Magne otail 
Polar region 
Near arth Equator 

the Geotail spac craft, which is the Japanese contribution to the ISTP mission. The detailed 
information of the spacecraft which collaborate with the ISTP fleet is summarized by King 
[1997]. 

As the background of the present study motivated by the ISTP mission, we provides brief 
descriptions of natures of the Earth's magnetotail region and the auroral region, a review of 
Broadband Electrostatic Noise (BEN) observations, a significance of computer simulations and 
a contribution of the present work, in the following sections. 

1.1 Earth's magnetosphere 

The Earth has a dipol magnetic field and it interacts with the solar wind which is a supersonic 
plasma flow ejected from the sun [Parker, 1958]. Because of this interaction, the magnetic field 
lines of the Earth are trailed out behind the Earth in the anti-sunward direction [Chapman, 
1931]. In the dayside region, the field lines are compressed. This deformed magnetic field of 
the Earth is called ' magnetosphere" . The magnetosphere consist of various regions of char­
acterized by different plasma and magnetic field parameters. Among various regions in the 
Earth's magn tosph r , we focus on plasma waves observed in two regions, "geomagn tic tail" 
and "auroral region", in the present study. We introduce these two regions in the following 
subsections. 

1.1.1 Geomagnetic tail 

The structure of the Earth's magnetosphere is largely different between in the dayside region 
and in the nightside region. The dayside magnetosphere is compressed by the solar wind by 
g nerally maintains dipole-like configuration. On the contrary, the nightside magnetosphere is a 
cylindrically-shaped region looks like a tail. The nightside tail-like region of the magnetosphere 
is called "geomagnetic tail" or "magne otail". Such a static structure of the magnetosph r is 
theor tically expected by Chapman and Ferraro [1931], and the g omagnetic tail was discovered 
by Ne s [1965], u ing the IMP 1 satellit . This static structure of th geomagnetic tail is 
schematically illustrated in Figure 1.2 [Lui, 1987]. 

A large portion of the magn totail consists of two low density region known as the tail 
lobes, one is the northern half of the magn totail and the other is the southern half. These 

1.1. EARTH'S MAGNETOSPHERE 

Localized 
turbulence region 

Magnetic 
island 

Boundary 
plasma 
sheet 

Central 
plasma 
sheet 

Figure 1.2: Three-dimensional drawing of the geomagnetic tail region [after Lui, 1987]. 
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Figure 1.3: Plasma wave signatures illustrated on the meridian plane around the Earth's 
magnetosphere [after Kojima, 1998]. 

two half of the tail lobes are separated by the existence of the hot plasmas. This region is 
called as the plasma sheet which was discovered by Bame et al. [1967]. Typical electron and 
ion temperatures in the plasma sheet are reported as 4.4 keV (protons) and 1.0 keV at 20 RE 
[Speiser, 1991]. The plasma sheet consists of the plasma sheet boundary layer (PSBL) and the 
central plasma sheet (CPS). 

The PSBL region is characterized by high speed and hot ion flows as well as hot electrons. 
Magnetic fi ld-aligned currents, flowing earthward or anti-earthward, are often observed in this 
region. In the PSBL region, plasma wave activities are highest in the Earth's magn totail. 
These plasma activities, however, diminish near the central plasma sheet. The plasma waves 
observed in the PSBL and other regions are summarized by Matsumoto et al. [1998] and Kojima 
[1998) on the basis of the Geotail plasma wave observations. This plasma wave signatures is 
illustra ed in Figure 1.3. 

The recent Geotail observations reported that there exist two x type neutral lines in the 
magnetotail region, the near earth neutral line and the distant neutral line, as schematically 
illustrated in Figure 1.4 [Mcpherron, 1991]. The x type neutral lines are thought to be associated 
with the magnetic reconnections. The near earth neutral line is a new discovery of the Geotail 
observations. The Geotail observation results show that the near earth neutral lines are located 
between -20RE and -30 RE [e .g., Nishida et al. , 1996; Nagai et al., 1997, 1998]. On the 
other hand, the existenc of the permanent distant neutral line is suggested by the ISEE-3 
observations of magnetic field and plasma measurements [e.g. , Cowley et al., 1984; Baker et 
al., 1984; Slavin and Kamide, 1986]. The locations of the distant tail neutral lines are generally 
found in the downstream distances between -100 RE and -200 RE. 

1.1. EARTH'S MAGNETOSPHERE 

Near 
Earth 

Neutral 
Line 

Distant 
Neutral 

Line 

Figure 1.4: An approximate scale drawing showing the formation of neutral lines in the 
magnetotail [after M cpherron, 1991] . 

Figure 1.5: Illustration of the key features of the slow-mode shock [after Feld·man et al, 
1984 and Scarf et al., 1984]. 
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6 CHAPTER 1. GENERAL INTRODUCTION 

Such x type neutral lines accompany slow-mode shocks. The presence of these shocks was 
predicted about three and a half decades ago by some theories on the magnetic reconnection 
[Petschek, 1964] , which suggest that slow-mode shocks should be formed at the plasma sheet 
boundary layers. Figure 1.5 is a schematic diagram of the slow-mode shocks together with some 
key features that have been reported. Such x type reconnection lines and accompanied slow­
mode shocks are important for plasma wave physics. At x type reconnection line, the magnetic 
field energies convected with the inflowing plasmas are converted to kinetic and thermal energies 
of particles, which is forced to flow out along the interface. Such energetic particles are further 
accelerated at the slow-mode shock, electron and ion beams are formed. These electron and ion 
beams are important free energy sources of plasma waves around the plasma sheet. Especially, 
such energetic electron beams are thought to be energy sources of plasma waves which we study 
in the present study. 

1.1.2 Auroral region 

Auroras represent one of the most dynamic products of a solar wind-magnetized planetary 
system. Auroral lights are produced when energetic particles are precipitated into the Earth's 
ionosphere. The different auroral colors come from the atmospheric emissions characteristic of 
the excited constituents. There is now agreement that photon emission is controlled directly 
by the energy flux carried by electrons into the atmosphere [ Omholt, 1959; Bryant et al., 1970; 
Lepine et al., 1979; McEwen et al. , 1981] and measurements from the DMSP satellite [Fennell 
et al., 1981] give further reassurance on this point. 

An auroral curtain or arc is produced by an electron sheet beam. Its energy spectrum is 
characterized by a mono-energetic peak [e.g., Burch, 1991]. The observations of such beam­
like distributions of precipitating electrons above auroral arcs led researchers to conclude that 
there are electrostatic-potential drops above auroral arcs that act to accelerate the electrons 
downward [e.g. , Hoffman and Evans, 1968; Heikkila, 1970; Albert and Lindstrom, 1970; Evans, 
1975; Bosovsky, 1992]. The 83-3 satellite observation showed that the electron sheet beam is 
formed by the potential structure with a V -shaped geometry at an altitude of about 3000 to 
10,000 km on the auroral field lines [e.g., Mozer et al., 1980]. The potential drop along the 
geomagnetic field lines is several k V, and it accelerates electrons downward and ions upward. 
Accelerated electrons and ions gain energy of several keV. Such potential drops are thought to 
be so-called "double layers" . 

Figure 1.6 shows a sketch depicting the equipotential contours of a double layer structure 
above an auroral arc [Borovsky, 1993]. Two types of double layers are proposed as those 
accelerating electrons above in the auroral region, one is a strong double layer (SDL) [e.g., 
Knorr and Goertz, 1974; Borovsky, 1988, 1993] and the other is a series of Weak Double Layers 
(WDL) [e.g., Koskinen et al., 1987; Bostrom et al., 1988; Malkki et al., 1989]. Here, 'strong" 
(or "weak") means that the potential energy of double layer is larger (or smaller) than thermal 
en erg· es of background electrons as follow: 

¢potential > Te : Strong Double Layer 

< Te : Weak Double Layer (1.1) 

where e is the electron charge, ¢potential and Te present an electrostatic potential of WD L and 
thermal energies of background electrons, respectively. 
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SHEET BEAM OF ELECTRONS 
I TWO-DIMENSIONAL 
I DOUBLE LAYER 

\. 
MAGNETIC-FIELD 

EARTH 

Figure 1.6: Schematic illustration (not to scale) of the equipotential contours of a double 
layer structure above an auroral arc [after Borovsky, 1993] . 
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The presence of the parallel potential drop suggests that plasma waves are excited in this 
region. If plasma waves are not excited, the potential drop is immediately canceled since elec­
trons can move easily along the magnetic field line. The potential drop is furthermore necessary 
to maintain the field-aligned currents that flow between the ionosphere and the magnetosphere. 
The reason is as follows: the carrier of the field-aligned current is usually electrons, therefore 
if the potential drop does not exist along the magnetic field line, a large part of precipi · ating 
electrons is reflected above the ionosphere due to the converging magnetic field geometry, as 
schematically illustrated in the left panel of Figure 1. 7. If the auroral potential structure de­
velops, however, the electric field in the structure accelerates the electrons downward so that it 
can descend to the lower ionosphere by acquiring a few keV of energy, as illustrated in the right 
panel of this figure. As a result, the amount of the field-aligned current carried by magneto­
spheric electrons is limited. Nevertheless, the field-aligned current is enhanced greatly during 
a magnetospheric substorm. In such a case, the parallel potential drop should be generated to 
reduce drastically the amount of reflected electrons. The plasma waves related to the parallel 
potential drop are, for example, ion acoustic waves and electron ion cyclotron waves. These 
waves cause the scattering of electrons and ions and produce anomalous resistivity along the 
geomagnetic field lines. Due to these effects of accelerated or scattered electrons and ions, many 
kinds of plasma waves are observed in the auroral region, as schematically illustrated in Figure 
1.8. 



8 

N 

Motion of an 
electron without 

the auroral potential 
structure 

S N 

CHAPTER 1. GENERAL INTRODUCTION 

s 

Figure 1. 7: Schematic illustrations of motion of a current-carrying aurora electron with 
(right panel) and without (left panel) the auroral potential structure [after Akasofu and 
K amide, 1987]. 
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Figure 1.8: Plasma wave signatures associated with downward auroral electrons in the 
auroral region [after Fukunishi, 1987]. 
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1.2 Review of BEN observations 

Among many kinds of plasma phenomena observed in the near Earth space, "Broadband Elec­
trostatic Noise (BEN)" emissions are one of the most interesting plasma waves. BEN emissions 
were first observed in the Earth's magnetotail region by the IMP 7 and 8 spacecrafts [Scarf 
et al., 1974; Gurnett et al., 1976] and later by other satellites, such as ISEE [Cattell et al., 
1986]. The similar broadband emissions are reported in the various regions of the Earth's mag­
netosphere, i.e., dayside auroral region [Dubouloz et al., 1991b], cusp/cleft regions [Pottelette et 
al., 1990], magnetosheath [Kojima et al., 1997] and bow shock [Matsumoto et al., 1997]. BEN 
emissions are also reported to be observed around the Space Shuttle orbiter [Shawhan et al., 
1984; Hwang et al., 1987]. 

Gurnett et al. [1976] reported detailed natures of BEN emissions using the plasma wave da­
ta observed by the IMP 8 spacecraft, which passes through the magnetotail at radial distances 
ranging about 23.1rv46.3 RE. Figure 1.9 represents a typical spectrum of BEN emissions ob­
s rved by the IMP 8 spacecraft. BEN emissions usually occur over a broad range of frequencies 
extending from about 10 Hz to a few kHz whose intensities ranging from about 50 ~-tV jm to 
5 m V /m. In this figure, there exist a quasi-upper cutoff around a few hundreds of Hz. This 
quasi-upper cutoff frequency is almost equal to the local electron cyclotron frequency (fee)· 
BEN emission also have a clear lower cut-off around 10 Hz. The frequency of this lower cut-off 
is almost equal to the local lower hybrid resonance frequency (!LHR)· The wave features of 
BEN emissions reported by Gurnett et al. [1976] are summarized as follows: 

1. The noise usually occurs over a broad range of frequencies up to the local electron plasma 
frequency. 

2. They consist of many discrete bursts lasting from a few seconds to several minutes. 

3. Their spectrum shows a marked decrease in intensity at the local electron cyclotron 
frequency. 

4. They have a low frequency cutoff corresponding to the local lower hybrid resonance fre­
quency. 

5. The electric fields are oriented within ±20° from perpendicular to the magnetic field. 

6. BEN emissions are usually observed in the plasma sheet boundary. 

The generation mechanism of BEN emissions had not been clarified. Linear theories cannot 
explain the above natures of BEN emissions because they have very wide frequency range and 
they are very sudden phenomena with a very short period of duration. Many scientists have 
proposed various models for generation mechanism of BEN emissions based on the particle 
distributions in the PSBL region [e.g., Onsager et al., 1990]. Since there exist high-energy 
ion flows in the PSBL region [e.g., Frank et al., 1976; DeCoster and Frank, 1979] and BEN 
emissions are frequently observed with such high-energy ion flows [ Gurnett et al., 1976], BEN 
have been regarded as being generated via ion beam driven instabilities. They are first s­
tudied by a linear instability analysis [Grabbe and Eastman, 1984], and have been developed 
further in several papers such as the ion-ion two stream instability [e.g., Akimoto and Omidi, 
1986; Grabbe, 1987; Schriver and Ashour-Abdalla, 1990], the ion beam acoustic instability [e.g., 
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Grabbe and Eastman, 1984 Dusenbery and Lyons, 1985; Omidi, 1985; Akimodo and Omidi, 
1986; Ashour-Abdalla and Okuda, 1986a, b; Dusenbery, 1986; Grabbe, 1987; Burinskaya and 
Me~ ter, 1989, 1990), the Bunneman instabili y [Grabbe, 1985, 1989), and their combinations 
[Schriver and Ashour-Abdalla, 1987, 1989]. In addition, Tsutsui et al. [1991] considered the ion 
flow as the plasma bulk flow to provide the Doppler shift, and they attempted to explain the 
broad frequ ncy chara teristics of BEN by the Doppler shift of ion acoustic potential bubbles 
conve ting with the plasma bulk flow. Another proposed generation model was, for example, 
ba.."ed on the lower hybrid drift instability (LHDI) [Huba et al., 1978]. 

On th oth r hand, Parks et al. [1984] demonstrated the relation of BEN emissions and 
electron beams based on observations by the ISEE-1 spacecraft. Further detailed analysis on 
the relation of BEN emissions and electron distributions were conducted by Onsager et al. 
[1993]. Th y showed that BEN emissions can be observed in the electron layer of the outer 
PSBL without n rgetic ions. They pointed out that the ion streaming is not essential in 
the excitation of BEN emissions and BEN emissions have the close relation to the electron 
dynami s. 

Th above proposed generation mechanisms are based on destabilized normal mode waves. 
However, Nishida et al. [1985] pointed out that the high frequency component (f > fee) of 
B N emissions is not a normal m de. They sugg sted the possibility that the high frequency 
component of BEN emissions corresponds to a kind of potential structures. 

In spite of the above observational and theoretical efforts, the clear answers to the generation 
m hanism of BEN emissions had not been obtained. The main difficulty for explaining the 
excitation mechanism of BEN emissions is originated from the broadness as well as the strength 
of their sp ctrum. In order to explain the broadness of the BEN spectra, it is necessary to 
con1bine some other instabilities. 

1.3 Significance of computer simulations 

The space exploration has been achieved by a rapid development of space vehicles and their 
use for science survey of space environment. In 1960's and 1970's a lot of discoveries of new 
phenomena were brought from these spac craft observations. Data analysis-phase followed after 
th di cover -phase yielding a variety of physical models of space environment and theories for 
the related plasma processes taking place therein. However, there still remains a large number 
of problems b cause of too many possibilities in selecting physical models. Nat ural phenom na 
in space plasmas are often highly nonlinear and too complicated for analytic theories which 
usually rely on linearization or weak nonlinearization, symmetry characteristics, homogeneity 
or simpl inhom geneity and other s'mplified assumptions. On the other hand, observations 
by satellites are still too coarse because measurements are limited in time and especially in 
space, so that much ambiguity is left. This causes disputes among related theoretical models. 
Tor solve these uncertainties, among various models and theories and to find a hint or clue for 
understanding the unsolved physics underlying the observed phenomena, computer simulations 
have been high lighted as a third promising approach to bridge th traditional two approaches, 
theory and ob rvation, among space researchers from lat 1970's. 

wing to th rapid development of computer resources in the last decade, computer simu­
lations becom powerful and useful tools to inve tigate nonlinear plasma phenomena in space. 
Especially partie e simulations which follow the individual nonlinear motions of many particles 
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in their simulations play a significant role in space physics in their self-consistent fields. The 
particle simulations become an efficient method in spac physics in interpreting highly non­
linear kinetic effects like wave instabilities and as ociated plasma scattering, diffusion heating 
and particle acceleration, so called wave-particle interaction. 

Complicated and sometimes overlapping phenomena whose nature generally exhibits can 
be decomposed into simpler elements of physics in simulations to obtain a clearer phy ical 
picture. One of the advantages of the computer simulations is that one can make as detailed 
diagnostics of plasma and field quantities as one desires. A precise visualization of the time 
evolution of graphic displays of the results of parti le simulations. This could not be realized 
either by theories nor by satellite observations. Thus particle simulations pro ide useful data 
of nonlinear wave-particle interactions which are currently inaccessible to satellite observations 
nor to theories. One such example is a rapid variation of the parti le distribution function 
in inspiration not only for further theoretical developn1ent but also for d sign of new satellite 
observations. 

1.4 Contribution of the present work 

The present paper describes the formation mechanism of Electrostatic Solita y Waves (ESW) 
via one- and two-dimensional computer simulations. At first, we introduce ESW observations by 
the Geotail spacecraft and some other satellites in several regions in the Earth's magneto phere, 
and show ESW generation model based on these observations and the pr vious siinulations. 
We performed one- and two-dimensional electrostatic particle simulations of ESW formation, 
and discuss the generation mechanism of ESW and parametric dependence on the formation 
and the stability of ESW. 

In Chapter 2, we present satellite observations of two types of ESW studied in the present 
thesis. We show the Geotail observations of ESW in the Earth's magnetotail region and ESW 
observation by other satellites such as FAST and POLAR in the auroral region. We summarize 
characteristics of these two types of ESW based on the satellite ob ervations, and present ESW 
potential model which is assumed by the Geotail/PW team based on the waveform analy s 
of the Geotail/W C observations. 

In Chapter 3, we present linear and nonlinear theories related to he generation model 
of ESW presented in Chapter 2. We consider that ESW are generated through nonlinear 
evolution of certain kinds of electron beam instabilities. We assume three possible electron beam 
instabilities to generate ESW in space plasma. Then we examine a linear dispersion analy i 
on these three electron beam instabilities, and estimate linear effects of th magnitudes of the 
static magnetic fields and the propagation angles of waves in these instabilities. In addi ion, 
we present BG K theory and nonlinear trapping theory which are basic as well as important 
theories in the ESW formation mechanism. 

In Chap er 4, we introduce a newly developed two-dimensional electrostatic par icle code 
kuES2 for the present simulation study. We explain the basic equations, the finite-d'fference 
scheme and the superparticle model which are adopted in this simulation cod . We al o mention 
to two methods in parallelizing particle codes for parallel computers with multiple processors. 
In addition, we mention to effects of enhanced thermal fluctuations which are not avoidable in 
particle simulations. We also present one- and two-dimensional simulation models and common 
system parameters which are used in simulation runs of ESW performed in the present study. 
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In Chapter 5, we investigate basic mechanism of ESW formation in one-dimensional system 
and try to clarify necessary conditions for the formation of stable ESW via one-dimensional 
computer simulations. At first, we perform one-dimensional electrostatic particle simulations of 
three typical electron beam instabilities, which are assumed in Chapter 3, without ion dynamics, 
and confirm our assumption that ESW are formed through nonlinear evolutions of electron 
beam instabilities. Next, we perform a series of simulations with ion dynamics and estimate 
effects of ion dynamics on the ESW formation from electron beam instabilities. In this chapter, 
we perform simulations varying several plasma parameters, and analyze their effects on the 
formation process and the stability of ESW in the one-dimensional system. We compare these 
one-dimensional simulation results and the satellite observations of ESW, and estimate possible 
instabilities which generate ESW in the Earth's PSBL region and in the auroral region. 

In Chapter 6, we further investigate detailed mechanisms of the ESW formation from elec­
tron beam instabilities in two-dimensional system via two-dimensional computer simulations. 
On the basis of the one-dimensional simulations studied in Chapter 5, we perform a series of 
two-dimensional electrostatic particle simulations of the electron bump-on-tail instability as a 
generation mechanism of the one-dimensional ESW observed in the Earth's PSBL region. In 
this simulation study, we investigate parametric dependence of the formation mechanism and 
the spatial structures of ESW in the two-dimensional system, especially the coherency of ESW, 
on the magnitudes of the ambient magnetic field. Next, we perform two-dimensional simu­
lations of the electron two-stream instability as a generation mechanism of two-dimensional 
ESW observed in the auroral region. We examine a series of simulations without ion dynamics 
for different plasma parameters of electrons, and discuss parametric dependences of the time 
evolutions of the spatial structures of ESW. Then, we perform simulation runs with ion dy­
namics, and investigate effects of ion dynamics on the formation mechanism of ESW with a 
two-dimensional structure. We summarize the time evolutions of the one- and two-dimensional 
ESW from the electron beam instabilities, and conclude the formation mechanisms of ESW in 
the PSBL region and in the auroral region. 

In Chapter 7, we summarize the present study and make conclusions. We also present 
suggestions of future works for development and extension of the space plasma physics via 
con1puter simulations. 

Chapter 2 

Characteristics of ESW 

2.1 Geotail observations of ESW 

The Geotail spacecraft [Figure 2.1] was launched on July 24, 1992 at the Kennedy Space Center. 
The scientific objectives of the Geotail Plasma Wave Instruments (PWI) are to study plasma 
wave phenomena observed in the Earth's magnetosphere. The Geotail/PWI team observe 

PANT (100m tip-to-tip} 

WANT (1OOm tip-to-tip) 

Figure 2.1: Outlook of the Geotail spacecraft [after Kojima, 1998] . 

plasma waves with the following three different sets of receivers on board: 

1. Sweep Frequency Analyzer (SFA), 

2. Multi Channel Analyzer (MCA) and 

3. Wave-Forn1 Capture receiver (WFC). 

The SFA and MCA are the standard spectrum receivers with different frequency and time 
resolutions, while the WFC is a newly designed instrument to receive real waveforms of plasma 
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waves [Matsumoto et al., 1994a]. The WFC receiver has successfully revealed the waveforms 
of various electrostatic and electromagnetic emissions. Most of all, the waveforms of BEN 
emissions have been revealed to have unexpected characteristics. 
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Figure 2.2: Dynamic spectra and waveform of the BEN emission observed by the Geotail 
spacecraft in the PSBL on Jan. 16, 1993. Left upper panel is the dynamic spectrum 
obtained from the SFA electric field data. The intensities of waves are indicated by shades 
with logarithmic scale as shown by the contour bar. The white line in the spectra indicates 
the local electron cyclotron frequency. Bottom panel is amplitude versus time plot of WFC 
data, showing the waveform of this BEN emission. Right panel is the spectrum obtained 
by Fourier transforming of the WFC data. 

The Geotail/PWI observed BEN emissions in the Earth's magnetotail region, especially 
almost always in the PSBL [Matsumoto et al., 1994b]. We present a typical exa1nple of the 
Geotail observation of BEN emissions in the PSBL, at January 16, 1993, in Figure 2.2. The 
upper panel shows the SFA dynamic spectrum, presenting f-t contour, and the white line 
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presents the local electron cyclotron frequency. In this diagram, BEN emissions are observed 
at 15:58rv16:25(UT), with frequency range 10Hzrv2kHz. The lower diagram is the waveform 
of this BEN emission at 16:06(UT). This shows that the waveform of BEN emissions are not 
continuous "noise" but are composed of sequences of impulsive solitary waves, which are called 
ESW [Matsumoto et al., 1994b). Since intervals between these adjacent spikes and widths of 
spikes themselves are random, this emission has a wide frequency range. 

Since BEN emissions are frequently observed with a high-energy ion flow [e.g., Grabbe 
and Eastman, 1984; Schriver and Ashour-Abdalla, 1990; Kojima et al., 1994], they have been 
regarded as being generated via ion beam driven instabilities, as noted in Section 1.2. The 
Geotail/WFC data analysis, however, show the waveforms of ESW change very rapidly, with 
timescales of 1""'50 ms, implying that ESW are related to the electron dynamics rather than 
those of ions. The amplitudes of electric fields of ESW in the PSBL region are several hundreds 
J-L V / m or smaller. 

According to the Geotail/WFC data 
analysis of examining the polarization of 
the electric fields measured by two anten­
nas, the waveforms of ESW have a spin 
dependence, which suggests that ESW are 
propagating in a certain direction. It is re­
vealed that ESW are propagating in the 
direction almost parallel to the ambien­
t magnetic field [Matsumoto et al., 1994a; 
Kojima et al., 1997]. Further, Kojima et 
al. [1998] presented a hodogram of elec­
tric field components of ESW observed by 
Geotail on a fixed Eu-E..L plane, as shown 
in Figure 2.3. In this figure, the upper two 
panels show E11 and E ..L, and the lower plot 
is a corresponding E11 versus E ..L hodogram. 
Though a clear solitary wave is shown in 
the E11 plot, no significant wave exist in 
the E..L plot. In other words, the polar­
ization of this ESW is completely parallel 
to the ambient magnetic field. This fea­
ture also represents that this ESW has one­
dimensional structure uniform in the direc­
tion perpendicular to the ambient magnet­
ic field. Since ESW are purely electrostatic 
emissions, these results suggest that ESW 
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Figure 2.3: ESW waveforms and corre­
sponding hodogram in the En-E .L plane 
[after Kojima et al., 1998]. 

are related to purely electrostatic instabilities along the magnetic field. Since ESW are relat­
ed to the electron dynamics rather than the ion dynamics, such electrostatic instabilities are 
thought to be excited by electron beams traveling along the ambient magnetic field. 

The Low Energy Particle (LEP) instrument on board the Geotail spacecraft [Mukai et al., 
1994] can measure three-dimensional velocity distribution functions. Omura et al. [1999a] 
studied waveforms of ESW obtained by the Geotail/WFC data and corresponding electron 
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Figure 2.4: Example of electric fields E11 and E.1 of ESW (a"'f) and corresponding reduced 
velocity distribution functions of electrons (g) observed by the Geotail spacecraft. Solid 
line and dashed line correspond to the velocity distribution function of beam electrons and 
that of bulk electrons, respectively [after Omura et al. , 1999a]. 
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velocity distribution functions obtained by the Geotail/ LEP data. They found that enhanced 
fluxes of high-energy electrons flowing along the ambient magnetic field which correspond to 
a series of ESW in the PSBL of the Earth's magnetotail. This enhanced high-energy electron 
flux is regarded as the diffused electron beam after saturation of the electron beam instability. 
There are good correlation between the propagation direction of ESW and the direction of the 
enhanced high-energy electron flux. 

Figure 2.4 shows an example of electric fields EH and E1. of ESW (a)rv(f) and corresponding 
reduced velocity distribution functions of electrons (g) observed by the Geotail spacecraft in 
the PSBL region. Some ESW with a short wave length are shown in Figure 2.4(a). These short 
ESW are revealed to be propagating in the direction parallel to the ambient magnetic field, i.e., 
the tailward direction. While in Figure 2.4(d), one ESW with a large wave length is shown. 
This large ESW is propagating in the direction anti parallel to the magnetic field , i.e. , the 
earthward direction. These ESW with different wave lengths are observed during a time period 
of 8. 7 sec, which is a single sampling period of the Geotail/WFC data. On the other hand, two 
enhanced high-energy electron fluxes in the both parallel and anti parallel direction, i.e. , in the 
tail ward and earthward direction, are shown in Figure 2.4(g). The short ESW correspond to the 
tailward energy flux, and the large ESW corresponds to the earthward energy flux . The good 
correlation between the propagation directions of ESW and the directions of electron beams 
is presented in this figure. This correlation indicates that ESW are related to electron beams 
drifting along the ambient magnetic field, and ESW are drifting with these electron fluxes . This 
also supports the above assumption that ESW are related to electrostatic instabilities excited 
by electron beams traveling along the ambient magnetic field . 

The characteristics of ESW observed by the Geotail spacecraft are summarized as follows: 

1. one-dimensional structure. 

2. small amplitude of the electric field. 

3. propagating along the ambient magnetic field. 

4. related to electron beams drifting along the ambient magnetic field. 

Meanwhile, these ESW waveforms mainly contribute to the high frequency component of 
BEN emissions. Lower frequency part of BEN emissions must be supported by other waves. 
The polarization of ESW is almost parallel to the ambient magnetic field as noted, on the other 
hand, the polarization of the lower frequency component of BEN emissions is detected to be 
almost perpendicular to the ambient magnetic field, as shown in Figure 2.5 [Kojima, 1998]. As 
stated in Section 1.2, Gurnett et al. (1976] reported that the electric field orientation of the 
BEN is almost perpendicular to the ambient magnetic field. This is because they examined the 
electric field orientation using the frequency averaged spectrum intensities, and we can guess 
that their obtained electric field orientation is strongly affected by the low frequency component 
with larger wave intensities and perpendicular polarizations relative to the ambient magnetic 
field. Unfortunately, we have no clear answer to determine the mode of this low frequency 
component of BEN emissions. 
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Figure 2.5: Waveforms and electric field orientation of the low frequency component of 
ESW in the PSBL region [after Kojima, 1998]. 
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2.2 ESW observed in the a u r oral region 

Solitary waves similar to ESW observed by Geotail have been also observed by other satellites. 
Especially in the auroral region, very strong solitary waves have been frequently observed. The 
initial observation of the solitary waves was reported by Tem erin et al. [1982]. They found two 
kinds of solitary structures in the electric field data observed by the S3-3 satellite in the polar 
magnetosphere at the altitude of 6030 km. They reported to find two kinds of solitary structures 
in the direction parallel to the ambient magnetic field. Since they are purely electrostatic, these 
solitary structures correspond to isolated electrostatic potentials. The structures with a net 
potential drop are referred to as Weak Double Layers (WDL) and those without net potentials 
as solitary waves (SW). They pointed out that these solitary structures are correlated with 
upward ion flows and enhanced loss-cone electrons. 

More detailed analyses of WDL and SW are conducted by using the observation data of the 
Viking satellite [Koskinen et al. , 1987; Bostrom et al., 1988]. They observed similar solitary 
structures associated with density depletions, and showed that the observed solitary structures 
flow upward along the ambient magnetic field with drift velocities of 5r-v50 km/s, and the 
spatial scale of their potentials is 50r-v100 m, which corresponds to about 10 Ao , where An is 
the Debye length. They also reported that the observed SW and WDL correspond to negative 
potentials with amplitudes of 2r-v3 V. Further, statistical surveys on these solitary structures 
are performed using the Viking data [Koskinen et al., 1990; Malkki et al., 1993, 1994; Eriksson 
et al., 1997]. They showed that these structures are mostly observed at altitudes between 7000 
and 11000 km, and close relations between these solitary structures and upward flowing ions 
with moderate-energies. 

Similar solitary structures have been detected in the lower altitude of the polar region by the 
Freja satellite [Dovner et al., 1994]. Though waveforms of SW observed by the Freja satellite 
are very similar to the previous waveforms observed by the 83-3 and the Viking satellites, the 
characteristics of these solitary structures is completely different from those of ESW observed 
by the Geotail spacecraft in the Earth's magnetotail region. The solitary structures observed 
by Freja propagate in the direction perpendicular to the ambient magnetic field with a very 
slow velocity of 4 km/s. 

According to the recent observations, two different satellites observed solitary waves in the 
polar region. The FAST satellite found solitary waves in burst broadband VLF emissions 
in t he downward current regions of the mid-altitude auroral zone ( r-v3000 km) [Ergun et al. , 
1998]. Figure 2.6 shows an example of solitary waves observed by the FAST satellite. In this 
figure, the left column shows E11 and E1.., and the right plot is E 11 versus E1.. of the solitary 
wave. The point in this figure is mono-hump or mono-well structure with a large amplitude 
in t he E1.. component, which is not found in the waveforms of ESW observed by the Geotail 
spacecraft. This feature represents that this solitary wave observed by the FAST satellite 
has two-dimensional structure. This solitary wave has a finite spatial scale in the directions 
perpendicular as well as parallel to the ambient magnetic field. Since the FAST satellite can 
measure particle distributions with very high time resolutions, Ergun et al. [1998] revealed the 
modulation of upgoing electron fluxes of r-v100 eV synchronizing with appearance of solitary 
waves. This modulation is consistent with the result that the estimated positive potential 
amplitude of solitary waves is about 100 V. They reported that the observed solitary structures 
propagate upward with a velocity of r-v4500 km/s. 
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Figure 2.6: Solitary waves observed by the FAST satellite. Right plot is E11 versus E1_ of 
the solitary waves [after Ergun et al., 1998]. 

The Polar satellite also succeeded in detecting solitary waves in the polar region. [Mozer 
et al., 1997; Franz et al., 1998]. Franz et al. [1998] observed solitary waves shown in Figure 
2. 7 at radial distances of 2.02 to 8.5 RE. In this figure, the top panel shows waveforms of the 
perpendicular electric field component. Waveforms shown in the lower two panels are observed 
by two mono-pole antennas parallel to the ambient magnetic field at this observation time. We 
can find that these observed solitary waves also have two-dimensional potential structures. The 
observed solitary waves correspond to positively charged potentials propagating at velocities of 
the order of 1000 km/s in the parallel direction relative to the ambient magnetic field. These 
features are very similar to those of solitary waves observed by the FAST satellite. 

The characteristics of solitary waves in the auroral region are summarized as follows: 

1. two-dimensional structure. 

2. large amplitude of the electric field. 

Other features are almost similar to those of ESW observed by the Geotail spacecraft in the 
PSBL region. Solitary waves have clear two-dimensional structures and large electric fields 
(even several V / m) in the downward current regions of the mid-altitudes auroral zone observed 
by the FAST satellite. While in the high altitude polar region observed by the Polar satellite, 
the amplitude of solitary waves is smaller than that of solitary waves in the auroral zone. In 
addition, by comparing Figures 2.6 and SW by Polar, we can find that the ratio of parallel and 
perpendicular electric field Eu/ Ej_ is also smaller. This indicates that solitary wave in the high 
altitude polar region have larger spatial scale in the perpendicular direction than ESW in the 
lower altitude. 

Since solitary waves were discovered in the auroral region by the S3-3 and the Viking 
satellites, many theoretical and simulational attempts have been made for explaining their 
generation mechanism. The candidates for their generation mechanisms are mainly classified 
in two kinds of waves, the ion acoustic solitons and the ion hole instability. The ion acoustic 
solitons are proposed as the nonlinear evolutions of beam driven ion acoustic instabilities [e.g., 
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Figure 2.7: Solitary structures observed by the Polar satellite. The Eu antenna is roughly 
perpendicular to the ambient magnetic field, while the Ev + and Ev _ antennas are roughly 
parallel to Bo [after Franz et al., 1998]. 
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Lotko and Kennel, 1983; Marchenko and Hudson, 1995] or the interactions between hot and 
cold electron components in the presence of a finite ion temperature [e.g., Berthomier et al., 
1998]. On the other hand, the quasi-stationary BGK mode is also proposed for generation 
mechanisms of solitary waves observed by the Viking satellite. The nonlinear evolution to 
BGK mode is addressed as a phase-space ion hole instability, which is driven by ion-ion two 
streams or electron currents [Dupree, 1982; Hudson et al., 1983]. In these mechanisms, the 
formation of solitary waves has been successfully confirmed. Miilkki et al. [1989] compared 
observation results from the S3-3/Viking satellites with the results of co1nputer experiments 
focusing on the above two generation mechanisms. Since the velocities of observed solitary 
structures are much smaller than those expected by the theory of ion acoustic solitons, they 
concluded that it seems that the theory of nonlinear ion hole instability is in the best agreement 
with the observations. 

Solitary structures discovered by the S3-3 and the Viking satellite are negatively charged, 
suggesting ion trapped potentials. Therefore, these theoretical and simulational works are 
based on ion dynamics. According to recent satellite observations, however, the FAST and the 
Polar satellites detected positively charged solitary structures in the auroral region, which are 
similar to ESW observed by the Geotail spacecraft. The generation mechanism of these solitary 
waves with positiv ly charged potentials are not clarified yet. Dobouloz et al. [1991a, 1993] 
applied the theory of the electron acoustic solitons and showed that it is a plausible generation 
mechanism to explain solitary structures in the auroral region. They derived soliton solutions 
of two electron fluids with different temperatures based on the condition in the auroral double 
layer region. Th y also tried to explain BEN emissions in the auroral zone by electron acoustic 
solitons excited due to two different components of electrons. Though this model succeed to 
explain the wide frequency range of BEN emissions, the growth rate of this electron acoustic 
instability is very small, and this model cannot explain very strong electric field of solitary 
waves in the auroral region. Recently, Tsurutani et al. [1998] conducted a statistical analysis 
of broadband plasma waves observed by the Polar satellite. They call these broadband waves 
as polar cap boundary layer (PCBL) waves, and concluded that these broadband waves are 
mixture of obliquely propagating electromagnetic whistler mode waves plus electrostatic waves 
(solitary waves) [Tsurutani et al., 1998; Lakhina and Tsurutani, 1999]. This is very similar to 
the nature of BEN in the PSBL, mixture of ESW and the low frequency component. 

Historically, electrostatic solitary structures observed in the auroral region have been termed 
"Solitary Waves (SW)". These SW have almost the same natures with those of ESW observed by 
the Geotail spacecraft in the PSBL region, except for the spatial structures and the amplitudes 
of the electric fields. We regard these "Solitary Waves" in the auroral region as another type 
of ESW. In the present study, we use the term "ESW" to present both ESW observed in the 
PSBL region, and SW observed in the auroral region. In other words, we deal with two types of 
"ESW" in the present study, one is ESW observed by the Geotail spacecraft in the PSBL region 
of the Earth's magnetotail, the other is ESW observed by the FAST and the Polar satellites in 
the auroral region. 

2.3 ESW potential model 

As mentioned in Section 2.1, the Geotail/PWI observed ESW in the PSBL region, and revealed 
that the waveforms of ESW are composed of sequences of impulsive isolated waves. In this 
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chapter, we introduced the two different types of ESW observed in the different regions, in 
the Earth's PSBL region and in the auroral region. Similar solitary waves are also observed 
in various regions by lots of satellites, i. e., at the Earth's bow shocks by ISEE-1 [Wygant 
et al., 1987]. Anderson et al. [1982] also reported the v ry bursty electrostatic waves called 
"spikes" around the bow shock. They presented only spectrum data, but these "spikes" would 
have similar impulsive waveforms. The Geotail/PWI further observed ESW at the bow shock 
transition layer [Matsumoto et al., 1997] and in the distant magnetosheath region [Kojima et 
al., 1997]. Among these ESW observations, detailed analyses are conducted on those observed 
in the PSBL region and in the auroral region, as mentioned in the previous two sections. We 
focus on these two types of ESW, and investigate their generation mechanisms in the present 
study. 
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Figure 2.8: Schematic drawings of potential structures of the one- and two-dimensional 
ESW. (a):one-dimensional ESW observed by the Geotail spacecraft in the Earth's PSBL 
region; (b) :two-dimensional ESW observed by the FAST and Polar satellites in the auroral 
region. 

According to the Geotail/WFC data analyses, the polarization of ESW in the PSBL region 
is parallel to the ambient magnetic field, as presented in Section 2.1. This indicates that 
ESW are propagating along the ambient magnetic field. Since ESW are purely electrostatic 
waves, impulsive waveforms of ESW correspond to sequence of isolated electrostatic potentials. 
In other words, impulsive waveforms of ESW correspond to a sequence of isolated potentials 
traveling along the ambient magnetic field passing through the spacecraft. As presented in 
Figure 2.3, the typical waveform of ESW electric field is only shown in the E11 plot. While in 
the E.1. plot, no significant structure exist. This indicates that the ESW potential have one­
dimensional structure uniform in the direction perpendicular to the ambient magnetic field. 
They look like "trough" as schematically illustrated in Figure 2.8(a). 

On the other hand, according to the satellite observations by FAST [Ergun et al. , 1998] and 
Polar [Franz et al., 1998; Mozer et al., 1997], the polarization of ESW in the auroral region 
is also parallel to the ambient magnetic field, indicating that ESW are propagating along the 
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magnetic field. The waveforms, however, are different from those of ESW in the PSBL region. 
As shown in Figures 2.6 and 2.7, the waveform of ESW in the auroral region have mono-hump 
or mono-well structure with a large amplitude in the E1_ component, indicating that this ESW 
has two-dimensional structure. The ESW potentials in the auroral region have isolated two­
dimensional structure, which are not only solitary in the parallel direction but also isolated in 
the direction perpendicular to the ambient magnetic field as schematically illustrated in Figure 
2.8(b). The scale length of these waves in the perpendicular direction is reported as the order 
of local ion gyroradius by the observations of the FAST satellite. 

Since November 1994, Geotail was put on the near tail orbits and we have many oppor­
tunities to observe the PSBL in the near tail region. According to the recent observations of 
the Geotail spacecraft, ESW with two-dimensional structures are found in the near tail PSBL 
[Kojima, 1998]. The natures of these two-dimensional ESW are very similar to those of ESW 
in the auroral region, except for the amplitudes of their electric fields. From the statistical 
analyses, Kojima [1998] concluded that the observation possibilities of the PSBL ESW with 
two-dimensional structures are much higher in the near tail region IXasEI < lOORE than in the 
distant tail region. This tendency is very important for investigating the generation mechanism 
and generation source region of ESW in the PSBL. 

Chapter 3 

Linear and Nonlinear Theories of Electron 
Beam Instabilities 

In the previous chapter, we explained the ESW potential model assumed from Geotail observa­
tions. This ESW potential model is that impulsive waveforms of ESW correspond to sequences 
of spatially isolated potentials traveling along the ambient magnetic field. These potentials can 
be explained by BGK potentials which are excited by electron beams drifting along the ambient 
magnetic field. In this chapter, we assume ESW generation model based on linear and non­
linear theories and previous simulation studies, and specify possible electron beam instabilities 
for ESW generation. 

3.1 Electron velocity distribution functions 

As stated in Section 2.1, ESW are considered to be related to purely electrostatic instabilities 
along the magnetic field, and these instabilities are excited by electron beams traveling along 
the ambient magnetic field. In addition, previous one-dimensional simulation studies by par ide 
code [e.g., Morse et al., 1969] or Vlasov code [e.g., Berk and Roberts, 1967; Berk et al., 1970] 
demonstrated that some kinds of electron beam instabilities excite isolated poten ials along 
the magnetic field. According to these observation and simulation studies, we assumed that 
isolated potentials of ESW are generated by some kinds of electron beam instabilities along the 
ambient magnetic field. 

During over seven years' observations of the Geotail spacecraft, ESW have almost always 
been observed when the Geotail spacecraft is traveling in the PSBL region. This suggests that 
ESW exist almost everywhere in the PSBL region. As mentioned in Section 2.1, since ESW are 
not locally excited but propagating along the ambient magnetic field, we consider that ESW 
in the PSBL region can exist very stably, and electrostatic potentials corresponding to ESW 
are also very stable. Such stable electrostatic potentials are assumed to be Bernstein-Greene­
Kruskal (BGK) potentials [Bernstein et al., 1957]. 

Electron two-stream instability is one of electron beam instabilities along the ambient mag­
netic field, driven by two counter streaming electron beams. Assuming these two electron groups 
as beam and background electrons, beam electrons are drifting against background electrons 
with drift velocity vd. To make a problem simple, we assume only one-dimensional motion 
(only move in x direction) and cold plasma (Tel = Te2 = 0), the electron dielectric function 
c( k, w) is given as 

c(k, w) (3.1) 

27 
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where Ilel and Ile2 are electron plasma frequencies of beam and background electrons, respec­
tively. When this equation has solutions with a positive imaginary part, waves corresponding 
to those solutions b come unstable. This is so-called "electron two-stream instability". 

We consider certain kinds of these two-stream instabilities are possible generation mecha­
nisms of ESW, then we treat some variations of these two-stream instabilities as initial elec­
tron distribution functions. We assumed three typical electron beam instabilities, "two-stream 
instability", "weak beam instability" and "bump-on-tail instability". The electron velocity dis­
tribution functions of these three types of instabilities are shown in Figure 3.1. 
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Figure 3.1: Initial electron velocity distribution functions of three types of electron beam 
instabilities, (a):two-stream instability, (b):weak-beam instability and (c):bump-on-tail in­
stability. 

All the electron beam instabilities studied in this thesis are driven by two counter streaming 
electron beams, an electron beam and background electrons, so-called "two-stream instability". 
However, we use this term "two-stream instability" as the most typical case of such electron 
beam instabilities [as shown in Figure 3.l(a)], where two electron beams have equal densities 
(n1 = n2) and equal temperatures (Tel = Te2), where n1 and n2 are densities of beam and 
background electrons, and Tel and Te2 are temperatures of beam and background electrons, 
respectively. First of all, we assumed this simple two-stream instability formed by two elec­
tron beams with the sa1ne densiti s as a possible instability to form ESW. Especially in the 
auroral region, very strong electron beams are observed, therefore, this assumption is feasible 
in space plasma. Next, we studied another typical electron beam instability excited by a very 
weak electron beam, the weak-beam instability [Figure 3.1(b)], and estimated dependence of 
ESW forrr1ation on electron beam densities. These two types of electron beam instabilities 
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are formed by both very cold electron components, beam and background electrons. In the 
Earth's magnetotail region, however, ESW are frequently observed in the PSBL region, where 
the background electrons are always thermalized, as shown in Fig re 2.4(g). In addition, strong 
electron beams as we assumed for the two-stream instability are scarcely observed in this region. 
Therefore, we assumed another electron beam instability formed by a weak el ctron beam and 
a hot background electrons as a possible instability to generate ESW in the PSBL region, This 
is the bump-on-tail instability, as shown in Figure 3.1(c). 

In the two-stream instability, the electron beam density ratio R (= n1/(n1 + n2)) is given 
as R = 0.5, while in the weak-beam and the bump-on-tail instability, R = 0.03. The weak­
beam instability and the bump-on-tail instability are excited by a electron beam with very 
small density. The difference between the weak-beam and the bump-on-tail instabilities is the 
temperature of background electrons. Both beam and background electrons are assumed to be 
cold in the two-stream and the weak-beam instability. While in the bump-on-tail instability, 
beam electrons are cold but background electrons are hot. 

In the present simulations, we assume a relatively cold electron beam as the initial condition. 
Unfortunately, such cold electron beams cannot be observed because the particle detector has 
insufficient time resolution in comparison with the diffusion time of electron beams in the 
electron beam instabilities. What we can observe in the particle measurement are the diffused 
electron fluxes resulting from the instabilities [Omura et al., 1999a], as shown in Figure 2.4(g) 
presented in Section 2 .1. 

3.2 Linear dispersion analysis of electron beam insta­
bilities 

Before performing computer simulations, we calculated linear dispersion relations of waves 
excited from electron beam instabilities studied in the present study. To calculate linear dis­
persion relations, we use the dispersion solver (KUPDAP: .Kyoto University Plasma Dispersion 
Analysis Package)[ Ueki, 1987], which have been developed at RASC (Radio Atmospheric Sci­
ence Center) in Kyoto University. In this analysis, the initial velocity distribution functions 
of electrons are assumed as those of "two-stream instability", "weak-beam instability'' and 
"bump-on-tail instability". As mentioned in the previous section, these instabilities are con­
sidered as source instabilities of ESW generation. In each case, we calculated linear dispersion 
relations of waves in various propagation angles to the static magnetic field for two different 
magnitudes of the magnetic fields. The magnitudes of the static magnetic fields have no effect 
in the one-dimensional simulation system along the magnetic field, and oblique mode waves 
also cannot exist in such one-dimensional systems. In the two-dimensional simulations, on the 
other hand, oblique mode waves are excited and suspected to affect the spa ial structures of 
ESW and their formation process. The growth rates of oblique mode waves are considered to 
be affected by the magnitude of the static magnetic field and the propagation direction to the 
magnetic field. We estimated dependence of linear growth rates on the propagation directions 
and the magnitudes of the static magnetic fields. These parametric dependence of linear growth 
rates can be used to distinguish linear and nonlinear effects in the formation process of ESW. 

In this simulation study, magnitudes of the static magnetic fields are defined by ratio of an 
electron cyclotron frequency and an electron plasma frequency (Oe/lle)· In the PSBL region, 
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magnitudes of the magnetic fields are relatively small such as Oe/lie rv 0.2. In the auroral 
region, on the other hand, magnitudes of the magnetic fields are very strong in comparison 
with those in the PSBL region, and they depend on the altitudes. We assume the strong and 
the weak magnetic fields as Oe/lie rv 1.0 and Oe/lie rv 0.2 in this study. We examined a linear 
analysis and performed simulation studies for these strong and weak magnetic fields. In the 
linear dispersion analysis, propagation angles of waves are taken as 0, 15, 30, 45 degrees to the 
ambient magnetic field. All the constant plasma parameters used in this analysis are listed in 
Table 3.1. In this table, R, ne, Vd, Vt! and Vt2 represent the electron beam density, the electron 

Run II R Vt2 

(a)-1 0.50 1.0 2.0 0.1 0.1 
(a)-2 0.50 0.2 2.0 0.1 0.1 
(b)-1 0.03 1.0 2.0 0.1 0.1 
(b)-2 0.03 0.2 2.0 0.1 0.1 
(c)-1 0.03 1.0 2.0 0.1 1.0 
(c)-2 0.03 0.2 2.0 0.1 1.0 

Table 3.1: Plasma parameters in the linear analysis of electron beam instabilities, 
(a):two-stream instability, (b):weak-beam instability and (c):bump-on-tail instability. 

cyclotron fr quency, the drift velocity of the electron beam, the thermal velocity of the beam 
electrons and the thermal velocity of the background electrons, respectively. These parameters 
are the same with those in simulation studies examined in the following chapters. 

3.2.1 Linear dispersions of electron beam instabilities 

Figures 3.2, 3.3 and 3.4 present dispersion relations of three types of electron beam instabilities, 
(a):the two-stream instability, (b) :the weak-beam instability and (c):the bump-on-tail instabil­
ity, respectively. In these figures , we displayed dispersion relations of only unstable waves with 
positive growth rates in these instabilities. In each figure, the left and the right columns show 
the cases with a strong magnetic field (Oe = lie) and a weak magnetic field (Oe = lie x 0.2) , 
and the upper and the lower panels show the real and the imaginary parts of the w-k diagrams, 
respectively. In all these figures, they axis , presenting frequencies, is normalized to the plasma 
oscillation frequency of electrons which is constant in all the simulation runs as lie= 1.0, and 
the x axis, presenting wave numbers, is normalized to the De bye length of the background elec­
trons in the bump-on-tail instability [Runs (c)-1,2] (.An= Vt2/lie)· The line styles correspond 
to the propagation directions of waves to the static magnetic field as shown in each figure. 

Two-stream instability Figure 3.2 presents the linear dispersion relations of the two-stream 
instability with two different magnitudes of the static magnetic fields. In the upper panels, pre­
senting the real frequencies of the w-k diagrams, we can find strong unstable waves. According 
to the linear th ory, the two-stream instability excites Langmuir waves. In this results of the 
linear dispersion analysis of the two-stream instability, however, we cannot find no Langmuir 
waves. This is because the two-stream instability studied in the present study is excited by 
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cold electron beams, and it is too strong to treat by usual linear theories in which only very 
weak linear waves are assumed, a priori. Therefore, not Langmuir waves but strong beam-mod 
waves are excited in Figure 3.2. These beam-mode waves are drifting with the electron beam, 
and the gradient of the parallel propagating wave in t he w-k diagram, which indicates the phase 
velocity of these beam-mode waves, corresponds to the drift velocity of the electron beam. In 
this two-stream instabilities, since the most unstable waves with the largest growth rate are 
excited due to the interaction of two counter streaming electron beams, these beam-mode waves 
are excited almost in the middle of the two electron beams, and the phas velocity of this wave 
becomes almost equal to a half of the drift velocity of the electron beam ( vd/2 ~ 1.0). In both 
cases with a strong and a weak magnetic fields, the most unstable waves with the maximum 
grow h rates are those p opagating in the direction parallel to the static magnetic field. In 
addition, the maximum growth rates themselves are almost same, 1 ~ 0.36 x lie, and they are 
also found at the same point where k>..n ~ 0.6. There is no significant difference due to the 
magnitudes of the static magnetic fields on the most unstable waves with the maximum growth 
rates. 
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Figure 3.2: Linear dispersion relations of the electron two-stream instabilities with a strong 
and a weak magnetic fields . The left and right panels show the w-k diagram of Runs (a)-1 
and (a)-2 listed in Table 3.1, respectively. 

The growth rates of the oblique mode waves, on the other hand, have obvious dependence 
on the magnitudes of the static magnetic fields. In the left column, presenting the case with a 
strong magnetic field [Run (a )-1], the growth rates of the oblique mode waves are smaller and 
lilnited in smaller k range in comparison with that of the parallel propagating wave with the 
maximum growth rate. In the right column, presenting the case with a weak magnetic field 
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(Run (a)-2], on the other hand, even the oblique mode waves have larger growth rates almost 
equal to the maximum growth rate of the parallel propagating wave. This indicates that in 
the electron two-stream instability with a weak magnetic field, the oblique mode waves are 
strongly excited and wave lengths in the direction perpendicular to the ambient magnetic field 
are smaller than those in the two-stream instability with a strong magnetic field. 

W eak-b eam inst ability Figure 3.3 presents the linear dispersion relations of the electron 
weak-beam instability with two different magnitudes of the static magnetic fields. As the 
same with the electron two-stream instability, we can find strong beam-mode waves in the real 
frequency part of the w-k diagrams, presented in the upper panels of this figure. The gradient 
of the parallel prop gating wave in the w-k diagram, indicating the phase velocity of this wave, 
is about 1.5. This phase velocity is larger than that in the two-stream instability. Though 
the most unstable wave in the weak-beam instability is excited due to the interaction of the 
weak electron bea1n and the background electrons, this beam-mode wave is excited in the weak 
electron beam, therefore, the phase velocity of this wave becomes close to the drift velocity of 
the electron beam. 
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Figure 3.3: Linear dispersion relations of the weak-beam instability with a strong and a 
weak magnetic fields. The left and right panels show the w-k diagram of Runs (b)-1 and 
(b )-2 listed in Table 3.1, respectively. 

In the electron weak-beam instability, the most unstable waves with the maximum growth 
rates are those propagating in the parallel direction to the static magnetic field in both cases 
with a strong and a weak magnetic fields. The maximum growth rates are almost same in both 
cases and they are also found at the same point where kAn ~ 0.6. We cannot find any effects 
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of the magnitudes of the static magnetic fields on characteristics of the most unstable waves. 
These results are almost the same with the previous case of the two-stream instability. On the 
other hand, since the weak-beam instability is weaker instability in comparison with the two­
stream instability, the maximum growth rates ( r ~ 0.18 x ITe) in the weak-beam instabilities 
are smaller than those in the two-stream instabilities. 

The growth rates of the oblique mode waves also have dependence on the magnitudes of the 
static magnetic fields in the weak-beam instability. They show almost the same charac eristics 
with those in the two-stream instability. In the left column, presenting the case with a strong 
magnetic field [Run (b )-1], the growth rates of the oblique mode waves are smaller and limited 
in smaller k range. While in the right column, presenting the case with a weak magnetic field 
[Run (b )-2], though the growth rates of the oblique mode waves are a little smaller than that of 
the parallel propagating wave with the maximum growth rate, they have still large values and 
spread in wide k range. As the same with the two-stream instability, this also indicates that 
the oblique mode waves are strongly excited and wave lengths in the direction perpendicular 
to the ambient magnetic field are smaller in the weak-beam instability with a weak magnetic 
field in comparison with those with a strong magnetic field. 

Bump-on-t ail instability Figure 3.4 presents the linear dispersion relations of the electron 
bump-on-tail instability with two different magnitudes of the static magnetic fields. Though 
the bump-on-tail instability is a relatively weak instability, we cannot find linear Langmuir 
waves but beam-mode waves in the upper panels of this figure, presenting the real frequency 
part of the w-k diagrams, which is the same with the previous two instabilities. The gradient 
of the parallel propagating wave in the w-k diagram, indicating the phase velocity of this wave, 
is about 1. 7. This phase velocity is larger than that in the weak-beam instability. This can be 
explained as follows. In the bump-on-tail instabilities, the background electrons are hot and 
the electron beam is on the high-energy tail of the background electrons. The electron beam 
interact with only this high-energy tail of the background electrons, then the unstable waves 
are excited in the electron beam. The phase velocity of this beam-mode wave, therefore, is 
almost same with the drift velocity of the electron beam . 

As the same with the previous two electron beam instabilities, the most unstable waves 
with the maximum growth rates are those propagating in the direction parallel to the static 
magnetic field in both cases with a strong and a weak magnetic fields in the bump-on-tail 
instability. The maximum growth rates are almost same in both cases ( r ~ 0.07 x lie), and 
they are also found at the same point where kAn ~ 0.5. This growth rates are very small in 
comparison with the previous two electron beam instabilities. 

The growth rates of the oblique mode waves have only a little dependence on the magnitudes 
of the static magnetic fields in this bump-on-tail instability. This dependence, however, is not 
so critically, and it's characteristics is different from those in the previous two instabilities. In 
both cases with a strong and a weak magnetic fields, the growth rates of the oblique mode 
waves are smaller than that of the parallel propagating wave. In the previous two instabilities, 
the growth rates of the oblique mode waves are larger in the case with a weak magnetic fields 
in comparison with those in the case with a strong magnetic fields. While in this bump-on-tail 
instability, the growth rates of the oblique mode waves are smaller in the case with a weak 
magnetic field [Run (c) ... 2] than those in the case with a strong magnetic field [Run (c}-1]. This 
indicates that the oblique mode waves are not excited strongly in the bump-on-tail instabili y 
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with a weak magnetic field. In the bump-on-tail instability, however, the difference in the 
growth rates of the oblique mode waves are small, and these is no significant dependency on 
the magnitudes of the static magnetic fields. 
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Figure 3.4: Linear dispersion relations of the bump-on-tail instability with a strong and a 
weak magnetic fields. The left and right panels show the w-k diagram of Runs ( c )-1 and 
( c )-2 listed in Table 3.1, respectively. 

3.2.2 Parametric dependence of linear dispersions 

All of the electron beam instabilities analyzed in the present study, the two-stream instability, 
the weak-beam instability and the bump-on-tail instability, have their maximum growth rates 
at the waves whose propagation angles are in the direction parallel to the static magnetic field. 
Their maximum growth rates are almost same in both cases with a strong and a weak magnetic 
field in all these instabilities. In other words, the maximum growth rates of these electron beam 
instabilities are independent of the magnitudes of the static magnetic fields. Among these three 
types of electron beam instabilities, the two-stream instability has the largest growth rate, while 
the bump-on-tail instability has the smallest growth rate. 

There are differences due to the magnitudes of the static magnetic fields especially on the 
growth rates of the oblique mode waves. In the two-stream instability and the weak-beam 
instability, the oblique mode waves are excited more strongly in the weak magnetic field than 
those excited in the strong magnetic field. The growth rates of these oblique n1ode waves in 
the weak magnetic field is very large, which are almost equal to the maximum growth rate of 
the parallel propagating wave. While the growth rates of the oblique mode waves are small 
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and limited in small k range in the strong magnetic field. In the bump-on-tail instability, on 
the other hand, the difference due to the magnitudes of the static magnetic fields in the growth 
rates of the oblique mode waves are small, and their effects are different from those in the other 
two instabilities as presented in the previous section. 

According to the satellite observations, as presented in Chapter 2, the amplitudes of ESWs' 
electric fields in the PSBL region are very s1nall, suggesting that ESW are generated by weak 
electron beam instabilities. In terms of the strength of instabilities, the bump-on-tail instability 
is the most possible instability to generate ESW in this region among these three types of 
electron beam instabilities. The magnitudes of the ambient magnetic fields are relatively small 
in the PSBL region, and spatial structures of ESW in this region is estimated to be one­
dimensional. This is consistent with the results of the linear dispersion analysis of the bump-on­
tail instability with a weak magnetic field. According to the linear analysis, oblique mode waves 
are not excited so strongly in the bump-on-tail instability with a weak magnetic fields, which 
suggests that ESW genera ed by the bump-on-tail instability tend to have one-dimensional 
structures rather than two-dimensional ones. On the other hand, the amplitudes of ESWs' 
electric fields are very large in the auroral region, suggesting that ESW are generated by very 
strong electron beam instability. We expect that the two-stream instability is the most possible 
instability to generate ESW in this region. In addition, the magnitudes of the ambient magnetic 
fields are very strong in the auroral region, and spatial structures of ESW in this region is 
reported to be two-dimensional. This is not consistent with the linear dispersion analysis of 
the two-stream instability with a strong magnetic fields. In the two-stream instability with a 
strong magnetic field, oblique mode waves are not excited so strongly in comparison with those 
with a weak magnetic field. 

The linear dispersion theory tells that unstable Langmuir waves are excited by electron 
beam instability of two counter streaming electron beams. In the dispersion relations of the 
three ypes of electron beam instabilities a:q.alyzed in the present study, however, we can find 
no Langmuir waves are excited but the beam-mode waves are excited. This is because even 
the bump-on-tail instability formed by a 3% electron beam, which is the weakest instability 
of these three instabilities, is still strong instability, and we cannot treat these instabilities by 
the usual linear dispersion theories. We examined to calculate dispersion relations of much 
weaker bump-on-tail instabilities, which are formed by weak electron beams with much smaller 
densities. 

In Figure 3.5, linear dispersion relations of very weak bump-on-tail instabilities are present­
ed. The left column shows the linear dispersion relations of the bump-on-tail instability of a 
0.05% density electron beam, and the right column shows those of the bump-on-tail instability 
of a 0.01% density electron beam. In this figure, the solid and the dashed lines show dispersions 
of the Langmuir waves in the background electrons and those of the beam electrons, respec­
tively. In the right column, presenting the bump-on-tail instability of a 0.01% electron beam, 
we can find coupling of the Langmuir wave and the beam electrons. This linear Langmuir wave 
has a positive linear growth rate. Beam-mode waves with positive growth rates are not found in 
this dispersion relation. In the left column, presenting the bump-on-tail instability of a 0.05% 
electron bean1, on the other hand, though we can also find coupling of the Langmuir wave and 
the beam electrons, this linear Langmuir wave has only a negative growth rate. In this figure , 
we have another line (the dash-dotted line) with positive growth rates. This line presents the 
dispersion relation of the beam-mode wave with positive growth rates. 
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This result indicates that all the electron beam instabilities investigated in this simulation 
study are too strong to treat with the linear dispersion theories. Even the bump-on-tail in­
stability of a 0.05% electron beam is still too strong and excite beam-mode waves not linear 
Langmuir waves. We confirmed the linear Langmuir wave with a positive growth rates excited 
in the very weak bump-on-tail instability which is formed by a very weak electron beam of only 
a 0.01% density ratio, as shown in the right column of Figure 3.5. 
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Figure 3.5: Linear dispersion relations of the very weak bump-on-tail instabilities. We can 
find the linear Langmuir wave with a positive growth rate in the right column. While in 
the left column, the beam-mode wave has a positive growth rate and that of t he Langmuir 
wave is negative. 

3.3 BGK equilibrium 

As mentioned in the previous section, ESW potentials are isolated electrostatic potentials, and 
they are stable under th plasma conditions, for example, in the PSBL. Such electrostatic 
potentials are assumed to be Bernstein-Greene-Kruskal (BGK) potentials [B ernstein et al. , 

1957]. BGK potential is an electrostatic potential formed by BGK mode waves, which are 
stationary waves independent of time. BGK mode waves are solved as stationary solutions of 
one-dimensional Vlasov equation and Poisson's equation [Bernstein et al., 1958]. 
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One-dimensional Vlasov equation for stationary solutions ( %f = 0) is given as 

(3.2) 

where the subscripts represents the s-th species of particles, and fs, Qs and ms are a distribution 
function in time, space and velocity space, a charge and a mass of the s-th species, respective­
ly. ¢ represents an electrostatic potential in the one-dimensional system. One-dimensional 
Poisson's equation of one electron and one ion (proton) components is written as 

82¢ e [1co 1co ] -
2 

= - dvfe- dvfi 
8x Eo -co -co (3.3) 

where f~ and [i represent the distribution functions of electron and ion (proton) components, 
and e and Eo represent the electron charge and the electric permittivity, respectiv ly. BGK mode 
waves satisfy these two equations. These stationary solutions make poten ial structures called 
"BGK potentials", as schematically illustrated in Figure 3.6 [Nicholson, 1983]. Therefore, BGK 
potentials are electrostatic potentials, independent of time, and they can exist stably for a long 
time. Since BGK mode wave is a solution of one-dimensional Vlasov and Poisson's equations, 
BG K potentials are one-dimensional potentials. 
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Figure 3.6: Periodic potentials of a BGK mode that contains trapped and untrapped 
particles [after Nicholson, 1983]. 

According to the previous simulation studies, two counter streaming electrons give rise to 
the two-stream instability and excite unstable waves. As the time goes on, these waves grow 
and electrostatic potentials are excited. At the time when energies of waves become comparable 
to kinetic energies of particles, particles are trapped in these potentials, and waves and particles 
interact with each other. This interaction transfer energies of waves into those of particles. s 
a result, growth of unstable waves saturate. This wave-particle interaction modifies velocity 
distribution of particles, then it manages to keep the present state for a long time. One of these 
stationary states is BG K mode, and electrostatic potentials formed in this process are BG K 
potentials. BGK potentials are stable due to this wave-particle interaction. 
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3.4 Nonlinear trapping theory 

In this section, we assumed ESW generation model by electron beam instabilities. We assumed 
that ESW potentials are BG K potentials which are excited by electron beam instabilities. These 
BG K potentials are very stable on the balance of stationary electrostatic potentials and trapped 
and untrapped electrons. Many theoretical works on such nonlinear trapping of particles by 
coherent electrostatic and electromagnetic waves are examined [e.g., Karpman et al., 1975; 
Matsumoto, 1985]. 

A suming a large-amplitude monochromatic electrostatic wave traveling along x axis, pen­
dulum equations of resonant particles in a longitudinal electric field are written as follows: 

d2( 2 . 
dt2 + WT Sin ( = 0 (3.4) 

where ( = kx is a phase angle presenting a relative location of the particle in one wavelength, 
and WT is the trapping frequency defined by 

(3.5) 

where EA, k are the amplitude of the wave and wavenumber, q and m present a mass and a 
charg of a test particle, respectively. The trapping frequency WT physically determines the 
bounce period of particles trapped in the vicinity of the bottom of the wave potential ¢( x) ( = 

-~cos(). By eliminating t, an equation of energy conservation is obtained, which is a form 
of 

(3.6) 

where Wo is an integration constant which represents a total energy of the particle. This total 
energy Wo determines the orbit of the particle in phase space. The phase space orbits for various 
values ofWo are illustrated in Figure 3.7 [Matsumoto, 1985]. The orbits within the shaded area 
have a form of the closed loops representing a bounce motion of the trapped particles in the 
electrostatic wave potential well. The shaded area is often called "trapping region" in the phase 
space. The separatrix of "trapping" and "untrapping" region is expressed by 

1 2 qEA 

2mv + q¢(x) = k (3.7) 

Therefore the speed of the trapped particles is limited by a maximum velocity which is achieved 
at ( = 2n?r ( n: integer) on the separatrix. This maximum velocity is called "trapping velocity" 
VT which is expressed as 

VT = 2Wr 
k 

and the separatrix is expressed in terms of VT as 

(3.8) 

(3.9) 

This equation of the separatrix indicates that those particles with an initial velocity v0 and an 
initial phase angle (0 which satisfy 

(3.10) 
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Figure 3.7: Concept of particle trapping in an electrostatic potential [after Matsumoto, 1985]. 
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are not trapped by the electrostatic wave potential and travel over this potential well. BG K 
potential is one of stationary solutions of such electrostatic potentials formed by and balanced 
with trapped and untrapped particles. 

The nonlinear evolution of this wave-particle interaction gives rise to particle trapping by 
the wave potential and phase mixing in the phase space and associated deformation of velocity 
distribution function, as schematically illustrated in Figure 3.8 [Kadomtsev, 1976]. As shown 
in this figure, phase mixing occurred within the separatrix in the phase space, form a plateau 
in the velocity distribution function. 

Since the electron beam instabilities studied in this thesis are strong as analyzed in Section 
3.2, electrostatic potentials which are excited by these instabilities are thought to grow to large­
amplitude enough to trap electrons therein, and the deformation of the velocity distribution 
function due to phase mixing of trapped particles occurs. In these instabilities, this deformation 
of the velocity distribution function diminish positive gradients in the velocity distribution 
functions, stopping the growth of the electron beam instabilities. Due to this saturation process, 
stable BG K potentials, corresponding to ESW, are formed through nonlinear evolutions of 

electron beam instabilities. 
A theoretical work on the nonlinear trapping of electrons in solitary BGK potentials is 

performed by Krasovsky et al. [1997]. They further investigate theoretically interaction of two 
BG K potentials, explaining the general tendency to coalescence of BG K potentials [ K rasovsky 

et al., 1999]. 
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Figure 3.8: Schematic illustration of phase mixing and associated formation of plateau in 
velocity distribution function [after Kadomtsev, 1976]. 

Chapter 4 

Electrostatic Particle Code and Simulation 
Model for ESW 

4.1 Two-dimensional electrostatic particle code 

4.1.1 Basic equations 

In the present study, since we treat only electrostatic wave-particle interactions in space plasma, 
basic equations are the equations of motion with no collision terms and Poisson's equation. 
Assuming a non-relativistic effect, the equations of a particle motion are given by 

- ~(E + vs x B ) 
ms 

(4.1) 

(4.2) 

where the subscript s represents the s-th species of particles and V 8 , r 8 , Qs and ms represent a 
velocity, a particle position, a charge and a mass of the s-th species, and E and B represent 
the electric and the magnetic field, respectively. Poisson's equation in the MKSA unit is 

p 
Y'· E =-

Eo 
(4.3) 

where Eo represents the electric permittivity, and the quantities p represents the charge densi­
ty. These basic equations are simultaneously solved in a self consistent manner in computer 
simulations performed in the present study. 

4.1.2 Two-dimensional electrostatic particle code (kuES2) 

We have a simulation code, called KEMPO (.Kyoto university ElectroMagnetic Particle cOde) 
[Matsumoto and Omura, 1984; Omura, 1985; Omura and Matsumoto, 1993] to investigate 
nonlinear phenomena in space plasma. This KEMPO code has been developed at RASC in 
Kyoto University, and we have dedicated much efforts to revise this code for more than two 
decades. In conjunction with the rapid progress in computer in terms of its speed and working 
area of memory, KEMPO has become a very powerful and useful tool in investigating nonlinear 
plasma phenomena in space. 

Two-dimensional computer simulations performed in this study, however, still need numer­
ous computer resources, especially working area of memory and CPU time. In addition, we 
treat only electrostatic wave-particle interactions in the present study. To save computer re­
sources, we developed a new two-dimensional electrostatic particle code named kuES2 (kyoto 

41 



42 CHAPTER 4. SIMULATION CODE AND MODEL 

.11niversity Electro S.tatic 2.-dimensional particle code). This simulation code is improved from 
KEMPO to optimiz in investigating electrostatic phenomena in space plasma by one- and 
two-dimensional particle simulations. In kuES2, we calculate only Poisson's equation in stead 
of full Maxwell equations to decrease calculation time, and we also decrease necessary memory 
area for performing simulations. By using this simulation code, we can make quantitative anal­
ysis on various electrostatic phenomena in space plasma, especially electrostatic wave-particle 
interactions. 

In kuES2, the position of particles have two-dimensional space, x and y, and the velocity 
have three-dimens'onal space, Vx, Vy and Vz. Basic equations stated in the previous subsection 
are solved with the finite-difference scheme. Non-relativistic equations of motion and Poisson's 
equation in the difference scheme can be written as follows: 

dr s(t + ~t)- dr 8 (t) 
Vs (4.4) /).t -

dv8 (t + ~t)- dv8 (t) 
!l!_(E + V 8 X B ) (4.5) 

~t ms 
dE(x + /).r)- dE (x) p 

(4.6) 
~r 

-
Eo 

In particle simulations, however, it is impossible to treat a realistic enormous number of 
plasma parti les because of the memory and the CPU time limit of computers. Thus, so-called 
"superparticle rnodel" is adopted in particle codes. In this superparticle model, a particle is 
treated as a superparticle with a large charge and a large mass which represents many real 
particles, retaining the particle nature of plasma. The charge density (p) is calculated by using 
the PIC (Particle-In-Cell) method which distributes the charge of particles to the adjacent grid 
points (four grid points in the two-dimensional simulation) with an area weighting method. 

Normalization by relative system of units is adopted in kuES2, because it is not efficient 
to treat a physical quantity as it is. Since this code is improved to study mainly stability 
and equilibrium of plasma phenomena in space, boundary condition is taken to be periodic in 
kuES2. Of course, we will change the boundary condition of this simulation code, and study 
effects of the boundary condition by performing computer simulations with other boundary 
conditions, for example, the free boundary condition. 

4.1.3 Parallel coding for particle code 

Owing to the recent progress of computer hardwares, we come to be able to perform simulation 
runs using a lot of computer resources, CPU time and memory space. Making use of the recent 
computers with multiple processors, we parallelized our simulation code kuES2. We have two 
merits in parallelizing a simulation code. One is the reduction of computing time, and the other 
is the magnification of simulation scale owing to the increase of available memories. Especially 
in particl simulations, the enhanced thermal fluctuations, which are determined by the number 
of sup rparticles, sometimes disturb physical phenomena in simulations. We can increase the 
number of available superparticles in simulation system and suppress the enhanced thermal 
fluctuations by parallelizing simulation codes. The effects of the enhanced thermal fluctuations 
in particle simulations are discussed in the next section. 

We have two methods to parallelize a particle code, "region dividing method" and "particle 
dividing method" [Akiyama et al., 1997]. 
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R egion dividing m ethod The concept of "Region dividing method" is dividing simulation 
space as well as particles into the number of processors, as schematically illustrated in Figure 
4.1. Each processor calculates time evolutions of field variables of the divided space and motions 
of the particles therein. This method is widely used in parallelizing MHD simulation codes or 
so-called hybrid codes. In this region dividing method, though we have to ex hange particl 
data between processors when particles move across the separated regions, we can calculate 
time evolutions of field variables in each processor without communicating to other processors. 
In parallelizing a particle code, this method is effective for simulation runs in which the number 
of particles in each grid is small and the motions of particles are inactive. 

CPUl CPU2 CPU3 CPU4 

• 1111 : communication process 

Figure 4.1: Schematic drawing of the region dividing method in parallelizing a particle 
code. The concept of this method is dividing both space and particles to each processor. 
Each processor calculates time evolutions of field variables in the divided space and mo ions 
pf the particles therein. 

Liewer et al. [1989] adopted the region dividing method in parallelizing their one- and two­
dimensional PIC code (GCPIC). They also proposed another method of dividing simulation 
space and particles therein dynamically to equalize CPU loads of each processor [ Liewer et al., 
1989; Fox et al., 1994]. In addition, KEMPOl (one-dimensional KEMPO) was also parallelized 
with this method [ Ueda et al., 1997]. In simulations performed in the present study, however, 
we use a large number of superparticles in each grid, and the motions of particles are very 
active. Therefore, this region dividing method is not effective in the present study. We adopted 
another method in parallelizing our particle code. 

Particle div iding m ethod The concept of "Particle dividing method" is dividing only par­
ticles into the number of processors and distributing the divided particles to each processor, 
as schematically illustrated in Figure 4.2. Each processor calculates motions of the divided 
particles and field variables in all the simulation space. In this particle dividing method, since 
the processor in which the motion of each particle is solved is detennined at the simulation 
start time and this relation never change wherever the particle moves to, these is no need to 
exchange particle data among processors. On the other hand, to calculate time evolutions of 
field variab es, we have to exchange all the field data among all the processors. In parallelizing 
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a particle code, therefore, this method is very effective for simulation runs with a huge number 
of particles in each grid. Since simulation runs in the present study need a huge number of su­
perparticles in the simulation system as stated above, we adopted this particle dividing method 
in parallelizing our parti le code kuES2. The particle dividing method is easy to control and 
very efficient in equalizing CPU loads of each processor. 

CPUI • 

CPU2 

• CPU3 

• 
CPU4 

IIIII • : communication process 

Figure 4.2: Schematic drawing of the particl dividing method in parallelizing a particle 
ode. The concept of this method is dividing only particles to each processor. Each 

processor calculates motions of the divided particles and tin1e evolutions of field variables 
in all the sin1ulation space. 

In parall lizing a parti 1 code with the particle dividing method, we can divide simulation 
spac as well as particl s individually to reduce occupi d memory area and calculating time. On 
the contrar to th region dividing method, the simula ion space and the particles are divided 
individually, and there still need to exchange all the field data among all the processors to 
calculate tim volutions of the field variables. In simulation runs in the present study, however, 
almost all the calculation time is used to calculate motions of particles and the calculation time 
for field data is almost negligible. In addition, the memory area occupied by field data is much 
smaller than those for parti le data in simulation runs with a large number of superparticles in 
each grid. In a two-dimensional el ctrostatic pa tide simulation run with 256 particles in each 
grid, for exampl , memory area for field data is only 7% of that for particle data. We have 
no merit in dividing simulation space in such simulations but have some demerit of increasing 
communication proces es. Therefor , we do not divide simulation space in parallelizing our 
simulation code. 

As stated above, there is no need to exchange particl data in calculating motions of the 
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divided particles in the particl dividing method. This is because the collisionless plasma 
is assumed and particles do not interact wi h each other in kuES2. When we treat plasma 
phenomena with collisions among simulated particl s, we have to exchange particl data among 
processors and communication processes must increase. 

4.2 Enhanced thermal fluctuations in particle code 

In the previous section, we mentioned to the "superparticle model" 1nethod which is adopt d 
in kuES2. Although this method is indisp usable for particle codes, we cannot avoid numer­
i al effects on thermal fluctuations in computer simulations. By using "sup rparticl model", 
thermal fluctuations in the simulation system is much enhanced in cotnpar'son with those in 
the real space plasma. Thermal fluctuations are defined by the thermal energy of one plasma 
particle, given as ~msvrhs· Since one superparticle has much larger mass than one real plasma 
particle has, one sup rparticle has much larger hermal en rgy, and thermal fluctuations are 
much enhanced in particle code [ Ueda et al., 1994]. These enhanced thermal fluctuations are 
termed "numerical thermal fluctuations", and th y give rise to non-physical effects in particle 
simulations. They sometimes change or extinguish plasma phenomena in particle simulations. 

In one-dimensional simulations, effects of the enhanced thermal fluctuations are found as 
numerical particle diffusion. Especially in the present study, this effect is found as a diffus ~on 
of electrostatic potential structure fonned by the electron dynamics. Since ions have much 
larger mass than electrons have (mi/me = 100 in the present simulations) , this diffusion is 
mainly due to the enhanced thermal fluctuations of ions. As the same reason, lectrons tend 
to be diffused more than ions, and electrostatic potential structures formed by ele trons are 
easily diffused by thermal fluctuations of ions. In his study, since we are stimating the long 
time stability of electrostatic potential structures formed by electrons, these enhanced thermal 
fluctuations sometimes critically affect simulation results. It is possible that this diffusion 
numerically extinguish spatial potential structures which are stable in the real space plasma 
with less enhanced thermal fluctuations. 

To suppress thermal fluctuations for a long time in particle simulations, the onl avail­
able method is to use a very large number of superparticles in the simu ation system. Since 
the thermal fluctuations in particle simulations are determined b the thermal energy of one 
superparticle, the larger number of superparticles is used in simulation sy tem, the more ther­
mal fluctuations are suppressed. This method is easily available, however, it needs very larg 
memory area and computing time. 

In two-dimensional simulation runs, on the other hand, effects of the enhanced hermal 
fluctuations also critically affect during the initial wave growth phase. Since the ini ial hermal 
fluctuations become sources of unstable waves, this fluctuation level affects the saturation 
amplitudes of these waves. ssuming the initial thermal fluctuations are much enhanced, 
even waves with only small growth rates reach relatively large amplitudes. These weak waves 
cannot be observed in the real space plasma, because the thermal fluctuations are much more 
suppres., d, and there is no enough time as well as energy for these waves to grow from such a 
low fluctuation level. 

We are going to make some detailed explanation. To make a problem simple, we make one 
assumption that the saturation energy level of the unstable wave with the maximum gro th 
rate is independent of the initial conditions. In this case, when a certain wave has a constant 
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growth rate r, the time period for saturation Ts is given by 

(4.7) 

where Es and Ei represent the saturation energy and the initial energy of electric field, respec­
tively. The initial energy of electric field is so-called noise energy level in the simulation system, 
and it is determined by the initial thermal fluctuations. This equation indicates that the time 
period for saturation Ts is inversely proportional to the growth rate r. Now, we assume two 
unstable waves with different positive growth rates rl and r2 ('Yl > r2), and compare energies 
of these two waves at the saturation time. In this case, wave-1 saturates faster than wave-2 
because of the difference of their growth rates. The time period for saturation of wave-1, T81 , 

is given by Equation 4.7 as 

1 Es 
Tsl = -ln-

rl Ei 
(4.8) 

When wave-1 becomes saturated, the velocity distribution is modified due to nonlinear wave­
particle interactions, then the growth of not only wave-1 but also wave-2 are interrupted. The 
energy of wave-2 at this time (Tsd is given by 

Eie'"Y2Ts1 

E'"Y2 I'"Yt E.l- '"Y2 /'"YI 
s l (4.9) 

The ratio of the energies of these two waves at T81 , E 2/ E1 , is given by 

( 4.10) 

The point of this equation is that the energy ratio of two waves at the saturation time E 2/ E1 

depends on the initial thermal fluctuations Ei. The energy of the weaker wave at the saturation 
time becomes larger, when the thermal fluctuations are enhanced. 

Figure 4.3 presents one sample case of this effect of the initial thermal fluctuations. This 
figure shows time histories of E field energies of waves with different growth rates in different 
initial thermal fluctuations. In this figure, it is obvious that E field saturation energies of 
weaker waves, E 28_1 and E 28...2, depend on the initial thermal fluctuation levels, Eu and Ei2 . 

TheE field saturation energy of the weaker wave in the larg initial thermal fluctuations E2s....2 

is much higher than that in the small initial thermal fluctuations E 28_1• 

This effect of the initial thermal fluctuations indicates that even waves with small growth 
rates will be excited to have relatively larger amplitudes in particle simulations, where the ther­
mal fluctuations are numerically enhanced in comparison with those in the real space plasma. 
According to the linear dispersion analysis in Section 3.2, oblique mode waves are estimated 
to be excited with different growth rates in the different directions to the ambient magnetic 
field in this two-dimensional simulation study. Due to the enhanced thermal fluctuations, even 
oblique mode waves with smaller growth rates than that of the parallel propagating wave will be 
excited up to have relatively large amplitudes. It is possible that these enhanced oblique mode 
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Figure 4.3: Time histories of E field energies of waves with different growth rates. Solid 
and dotted lines indicate that E field energies of waves with larger and smaller growth 
rates, respectively. This figure represents effects of the initial thermal fluctuations on the 
saturation levels of waves. 
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waves affects critically and sometimes change simulation results in these two-dimensional sim­
ulations. We will discuss these effects of the enhanced thermal fluctuations in two-dimensional 
simulations in Section 6.4.5. 

We can apply two possible methods to suppress these initial thermal fluctuations in particle 
simulations. One is to use much larger number of superparticles in the simulation system. This 
method is very easy to apply but needs very large computer resources, as mentioned above. 
The other is so-called "quiet start" method (e.g., Okuda, 1984]. In this method, the phase space 
is loaded as uniformly as possible which has interesting characteristics. For a spatially uniform 
Maxwellian in the one-dimensional system, for example, quiet start can be ob ained by loading 
superparticles uniformly in x and repeating the velocities used to represent a Maxwellian ve­
locity distribution at one location in x for all the values of different x. In this way, an uniform 
phase space is maintained and there would be no random noise associated with the initial load­
ing. If a plasma is intrinsically unstable with respect to plasma instabilities, the initial noise 
associated with machine round-offs will grow to a large amplitude until limited by nonlinear 
effects. We apply this quiet start method in our particle code kuES2, and use this method 
to make uniform distributions of particles in simulation systems in two-dimensional particle 
simulations studied in Chapter 6. It is noted that this quiet start method is useful to sup­
press the initial thermal fluctuations, but it cannot suppress the enhanced thermal fluctuations 
throughout the simulation time. To suppress the enhanced thermal fluctuations throughout 
the simulation time, the only available method is increasing the number of superparticles, as 
mentioned above in this section. 

4.3 Simulation model for ESW 

In the present study, we performed one- and two-dimensional computer simulations. The basic 
parameters for all the simulation runs are listed in Table 4.1. Other parameters depending on 
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lD computer simulations 
Grid spacing 0.20 
Time step /).t 0.05 
Number of grid points 1024 
Total electron plasma frequency 1.00 
Ion plasma frequency 0.10 
Ion to electron mass ratio 100 

2D computer simulations 
Grid spacing 1.00 
Time step /).t 0.10 
Number of grid points 64x64 

128x 128 
Total electron plasma frequency 1.00 
Ion plasma frequency 0.10 
Ion to electron mass ratio 100 

Tabl 4.1: Basic simulation parameters in all the computer simulations performed in 
the present study. These parameters are used in one- and two-dimensional computer 
simulation runs, respectively. 

the initial conditions of each run are presented and explained in each chapter. 
We assume two components of electrons, beam and background electrons, and one compo­

nent of ions in the simulation system. The electron beam is drifting against the background 
electrons with a drift velocity vd, and the ions are drifting with Vdi· 

Initia l dist r ibution functions As the initial condition, all the particles, electrons and ions, 
have drifting maxwellian velocity distribution functions given by 

f( ) - ns ( (v-Vds)
2

) 
8 v - . rn= exp 2 

V 27rVts 2vts 
( 4.11) 

where the subscripts s = 1, 2, and i represent the two electrons and the ion, and n8 and Vts 

represent the density and the thermal velocity of each species, respectively. In the present 
study, we regard the second electrons as background electrons, i.e., vd2 = 0.0. As mentioned 
in Section 3.1, three typical electron beam instabilities, "two-stream instability", "weak-beam 
instability" and "bump-on-tail instability', are studied as the initial electron beam instabilities. 
The velocity distribution functions of electrons of these initial instabilities are already presented 
in Figure 3.1. 

Since we assume only one ion component, the ion density is equal to the total density of 
electrons (ni = n1 + n2). The total density is kept constant for all simulation runs, which is 
specified b the total electron plasma frequency defined as 

(4.12) 
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Assuming lle = 1.0, frequencies are normalized to the total plasma frequency in this study. 
The timet is also scaled according to the electron plasma oscillation period Tpe· 

Simulation parameters We performed simulation runs varying the following parameters, 
electron beam density ratio R, temperature of background electrons T2 , temperature of ions 
n and drift velocity of ions Vdi in one-dimensional computer simulations. We studied gen­
eration mechanism of ESW and estimated necessary conditions for stable ESW formation in 
the one-dimensional system. On the other hand, in two-dimensional computer simula ions, we 
performed simulation runs of the two types of electron beam instabilities, the bump-on-tail 
instability and the two-stream instability. In the two-dimensional simulations of the bump-on­
tail instability, we varied only one parameter, the magnitude of the ambient magnetic field B0 . 

In these simulations, we mainly analyze spatial structures of ESW and detailed mechanism 
of ESW formation. While in the two-dimensional simulations of the two-stream instabili y, 
we performed two series of simulation runs with and without ion dynamics. We performed 
simulation runs without ion dynamics varying two parameters, the magnitude of the arnbien­
t magnetic field B 0 and temperature of electrons Te. We studied parametric dependence of 
ESW formation and the spatial structures of ESW in the two-dimensional system. Then, we 
performed simulation runs including ion dynamics and investigated effects of ion dynamics on 
the stability and the time evolution of the spatial structures of ESW. 

Simula tion syst em In one-dimensional computer simulations, the simulation system is pure­
ly one-dimensional taken along the x axis with a periodic boundary. Since we study electron 
beam instabilities along the ambient magnetic field, the magnetic field, the drift velocities of 
electron and ion beams are also taken along the x axis as schematically illustrated in Figure 
4.4. As the initial condition, an electron beam is drifting against background electrons with a 
drift velocity vd and ions are flowing with an ion drift velocity Vdi· 

beam electron 

vdi 
ion flow 

o 
1

• • ..... • • • • • -baGkgr.f>QI.lQ -01.-ootr.QR.-...... .. 

Tt nt 

Ti Di 

T2 02 

Figure 4.4: Simulation model of electron beam instability in one-dimensional system drawn 
in x-vx phase diagram. 

In two-dimensional computer simulations, the simulation system is taken in the x-y plane 
with both periodic boundaries. The ambient magne ic field is taken along the x axis and an 
electron beam is drifting with a drift velocity Vd along the magnetic field. This initial condition 
is schematically illustrated in Figure 4.5. This figure schematically presents the initial condition 
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of electrons in the two-dimensional system. Ions are placed uniformly in all over the simulation 
sy tern as a background component. 

B 

y 

n2, T2 
background electrons 

X 

Figure 4.5: Simulation model of electron beam instability in two-dimensional system. 

Chapter 5 

One-dimensional Simulation Study of ESW 

In this chapter, we perform one-dimensional electrostatic particle simulations of several electron 
beam instabilities for various plasma parameters. Then, we present results of one-dimensional 
simulation runs and discuss parametric dependence on the formation mechanism and the stabil­
ity of ESW in the one-dimensional system [Omura et al., 1994, 1996]. In this one-dimensional 
simulation study, we performed simulation runs of three types of electron beam instabilities, 
the two-stream instability, the weak-beam instability and the bump-on-tail instability. These 
instabilities are expected as possible generation mechanisms of ESW, as presented in Section 
3.1. 

It is noted that we use the term "potential structure" to express quasi-stationary spatial 
structures of po entials in the present study. This term does not indicate net potential drops 
found in auroral double layers. 

5.1 One-dimensional particle simulations 

5.1.1 Model and parameters 

In one-dimensional simulations, the simulation system is taken along the x axis as mentioned 
in Section 4.3. The magnetic field, the drift velocities of electron and ion beams are assumed 
along the x axis. Since we only take into account the electrostatic field Ex and velocities of 
particles along the ambient magnetic field, the dynamics of electrons and ions are not affected 
by the magnetic field. 

In this one-dimensional simulation study, we performed simulation runs of three electron 
beam instabilities, the two-stream instability, the weak-beam instability and the bump-on­
tail instability. At first, we performed simulation runs of these electron beam instabilities 
without ion dynamics. Next, we performed simulation runs including ion dynamics varying 
temperature of ions 1i and drift velocity of ions Vdi· Temperatures are defined by thermal 
velocities of particles in computer simulations, so that we use thermal velocities as parameters 
changing ternperatures of particles. We have four simulation parameters, electron beam density 
R, thermal velocity of background electrons Vt2 , thermal velocity of ions Vti and drift velocity 
of ions Vdi· Velocities are normalized to the thermal velocity of the background electrons in 
the simulation runs of the bump-on-tail instability. In all the one-dimensional simulation runs 
in this thesis, the drift velocity of the electron beam Vd is kept constant as 2.0. Velocities and 
lengths are scaled by vd and vd/ IIe, respectively. 

We will present ten results of one-dimensional simulation runs. The varied parameters for 
different simulation runs are listed in Table 5.1. Three typical electron beam instabilities are 
expressed by the electron beam density R and the thermal velocity of the background electrons 

51 
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I Run II R vu Vt2 Vti 

Run A 0.50 - 0.1 0.1 -

Run B 0.03 - 0.1 0.1 -

Run C 0.03 - 0.1 1.0 -

Run D 0.50 0.0 0.1 0.1 0.1 
RunE 0.50 0.0 0.1 0.1 1.0 
Run F 0.03 0.0 0.1 1.0 0.1 
RunG 0.03 0.0 0.1 1.0 1.0 
Run H 0.50 1.0 0.1 0.1 1.0 
Run I 0.03 1.5 0.1 1.0 0.1 
Run J 0.03 1.5 0.1 1.0 1.0 

Table 5.1: Plasma parameters in one-dimensional computer simulations, parameters of 
beam and background electrons [Runs ArvC] and those of beam and background electrons 
and ions [Runs DrvJ] in each simulation run. 

Vt2 . Electron beam density Rand thermal velocity of the background electrons Vt2 are decided 
as follows; R = 0.5 and Vt2 = 0.1 in simulation runs of the two-stream instability [Runs A, D, 
E, H] , R = 0.03 and Vt2 = 0.1 in those of the weak-beam instability [Run B] , R = 0.03 and 
Vt2 = 1.0 in those of the bump-on-tail instability [Runs C, F, G, I, J]. In this table, Run ArvC 
are simulation runs without the ion dynamics, the rest Runs DrvJ are those including the ion 
dynamics. Other common parameters are listed in Table 4.1 in Section 4.3. 

The number of superparticles used for simulation runs is about 1,000,000 for electrons and 
8,000,000 for ions. It is noted that we need to use a large number of superparticles to avoid 
numerical particle diffusion due to the enhanced thermal fluctuations , as mentioned in Section 
4.2. Esp cially to analyze the stability of ESW for a long time period, it is very important to 
suppress the enhanced thermal fluctuations. 

5.1.2 Time evolutions of ESW formation 

To analyze time evolutions of one-dimensional simulations, we show x-vx phase diagram of 
electrons at different times. In Figure 5.1(a), we present a sample of x-vx phase diagram of 
electrons and corresponding Ex and potential plots. We can confirm that a vortex of electrons 
in x-vx phase diagram corresponds a spiky waveform of Ex and a positive potential structure. 
In the present study, this x-vx phase diagram plot is very useful to analyze potential structures 
as well as electron distributions. 

At first, we performed three simulation runs, the simulation run of the two-stream insta­
bility [Run A], the run of the weak-beam instability [Run B] and the run of the bump-on-tail 
instability [Run C]. In these three simulation runs, the dynamics of ions is neglected. Ions 
are distributed uniformly and they are fixed as particles with infinite mass in the simulation 
system. 

Two-stream instability First of all, we performed an one-dimensional electrostatic particle 
simulation of the electron two-stream instability. The initial distribution functions of electrons 
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Figure 5.1: Example of x-vx phase diagram of electrons and corresponding Ex and potential 
plots in the one-dimensional system. 

53 



54 CHAPTER 5. lD SIMULATION STUDY OF ESW 

in this simulation is shown in Figure 3.l (a), and simulation parameters are listed in Run A of 
Tabl 5.1. 

Figur 5.2 presents x-vx phas diagrams (left panels) and corresponding distribution func­
tions of electrons f ( Vx) (right panels) at different times. In this figure, x and Vx are scaled by 
vd/ II and vd, resp ctively. In the left column, we can find that one vortex is formed in the 
bot tom figure. As mentioned above, this vortex corresponds an electrostatic potential formed 
by electrons. 

In this simulation run, time evolution of potentials is as follows. At first , the initial electron 
two-stream instability is excited, then many vortices are formed as shown at t = 4.08 x Tpe 
in Figur 5.2. Since these vortices have different drift velocities, they coalesce with each other 
and grow larg r , finally one larg vortex is formed, as shown at t = 40.7 4 x Tpe in this figure. 
This vortex corr sponds an electrostatic potential, as presented in Figure 5.1. This electrostatic 
potential formed after coalescence process is very stable, and this is a BG K potential which 
orr sponds to ESW. This BG K potential is drifting with almost a half of the drift velocity 

of the initial electron beam ( VEsw ~ vd/2), which is consistent with the phase velocity of the 
beam-mode waves expect d in Section 3.2. 

In the right column of Figure 5.2, the distribution functions of electrons f( vx) at different 
times are presented. We can see that both cold beam and background electrons are thermalized 
by the initial instability. Through this thermalization process, electrons become to have thermal 
v locities almost a half of the drift velocity of the initial electron beam vd/ 2. In the final state 
(t = 130 x Tpe), electrons form a flat top distribution. This is because the gap in th velocity 
spac is filled due to Landau damping, forming a plateau between the initial two electron beams. 
In addi ion, w can see a flat high-energy tail in this distribution function. This high-en rgy 
tail is formed by electrons which are accelerated by to large velocities the BG K potential. 

Weak-beam instability Next, we performed a simulation of the electron weak-beam insta­
bility with a v ry small electron beam density R = 0.03. The initial distribution function of 
electrons in this simulation is shown in Figure 3.1 (b) , and simulation parameters are listed in 
Run B of Table 5.1. 

In Figur 5.3, we present x-vx phase diagrams and corresponding electron velocity distribu­
tion functions at different times in this simulation of t he weak-beam instability. The left column 
shows x-vx phas diagrams. As we found in Figure 5.2, a strong electron beam instabili y is ex­
cited, then many lectrostatic potentials are formed in the initial phase (t = 16.30 x Tpe) · 
These paten ials, however, do not grow and they are diffused in time. In the final state 
(t = 130.35 x Tpe), lectrons are thermalized at all, and there exists no significant potential 
structure in the simulation system. 

The right column in Figure 5.3 shows that the beam electrons spread over the velocity 
space, forming a plateau over the velocity range between the drift velocities of the electron 
b am and the background electrons. While the background electrons are not much affected by 
this diffusion process. The lectron b am is diffused gradually filling the gap in the v locity 
space between the electron beam and the background electrons. As is well known, this process 
is described by the quasi-lin ar theory [e .g. , Nicholson, 1983]. Langmuir waves with smaller 
phase velocities are subsequently excited due to Landau damping, till positive gradients in the 
velocity distribution function are extingui hed. 
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velocity distribution functions f(vx) at t = 4, 16, 40, 130x Tpe, respectively. 
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Figure 5.3: Time evolution of the weak-beam instability [Run B in Table 5.1]. Left and 
right columns present the x-vx phase diagrams of electrons and the corresponding electron 
velocity distribution functions f(vx) at t = 4, 16, 40, 130xTpe, respectively. 
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Bump-on-tail instability In Section 3.1, we assumed the bump-on-tail instability as a pos­
sible instability to form ESW in the Earth's magnetotail region. We performed a simulation 
run of the bump-on-tail instability with parameters listed in Run C of Table 5.1. The initial 
distribution function of electrons in this simulation is shown in Figure 3.1 (c). 

In Figure 5.4, x-vx phase diagrams and corresponding velocity distribution functions at 
different times are presented. In the left column, many vortices are excited by the initial electron 
bump-on-tail instability in the initial phase (t = 16.30 x Tpe)· They coalesce with each other 
forming larger vortices, then isolated vortices are formed in the final state (t = 130.40 x Tpe). 
These isolated vortices correspond to spatially isolated potentials, and these potentials are very 
stable BGK potentials. This time evolution of potentials are almost the same with that in 
the simulation run of the two-stream instability [Run A]. In comparison with the two-stream 
instability, the bump-on-tail instability is a weak instability, and localized in phase space. 
Therefore, the vortices formed from this instability spread over small range in phase space, and 
the corresponding BGK potentials have only a small amplitude. 

In this case, the positive gradient of the velocity distribution yields positive growth rates 
due to Landau damping, then the gap of the initial velocity distribution function between the 
electron beam and the background electrons is filled forming a plateau as presented in the 
right column of Figure 5.4. Contrary to the previous weak-beam instability, since the positive 
gradient is localized at a small bump on the high-energy tail of the background electrons, this 
positive gradient is extinguished in instance, and no further instability is excited. Therefore, 
potentials excited by the initial instability exist stably in this case, they coalesce with each other, 
forming isolated BGK potentials. This process of stopping instability is the most important 
mechanism to form ESW from the bump-on-tail instability. 

Figure 5.5 show Ex and corresponding potentials in the final state of the simulation time 
(t = 130.40xTpe) in Runs ArvC. Panels (a)rv(c) correspond to Runs ArvC, respectively. We can 
confirm a clear ESW and a corresponding electrostatic potential in Figure 5.5(a), presenting 
the results of the two-stream instability. While in Figure 5.5( c), presenting the results of the 
bump-on-tail instability. some spiky electric fields and corresponding potentials are found. In 
the simulation run of the bump-on-tail instability [Run C], though it is obvious that stable 
potentials are formed in the final state, which are shown in the bottom panel of Figure 5.4, 
the electric fields are contain much noise and clear ESW are hard to be found. This is because 
the amplitudes of ESW formed from the bump-on-tail instability are very small in comparison 
with the amplitudes of ESW formed from the two-stream instability. As mentioned above, 
the bump-on-tail instability is a relatively weak instability in comparison with the two-stream 
instability. In addition, the growth of this instability saturates in instance, because the positive 
gradient in the velocity distribution function diminish as soon as the nonlinear trapping occurs. 
Because of these reasons, ESW with only small electric fields are formed in the bump-on-tail 
instability. In t he real space plasma, however, since the thermal fluctuation is much suppressed, 
the electric field of ESW contain much less noise, clear ESW are expected to be formed from 
the electron bump-on-tail instability. 

In Figure 5.5(b ), presenting the results of the weak-beam instability, on the other hand, not 
ESW but a quasi-monochromatic wave is observed. This wave is the nonlinearly modulated 
Langmuir wave. This modulation in amplitudes of the Langmuir wave is explained as the 
density modulation in space due to the nonlinear beam-mode waves [Akimoto et al., 1996]. As 
presented in Section 3.2, the electron weak-beam instability excite not linear Langmuir waves 
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Figure 5.4: Time evolution of the bump-on-tail instability [Run C in Table 5.1]. Left and 
right columns present the x-vx phase diagrams of electrons and the corresponding electron 
velocity distribution functions f(vx) at t = 4, 16, 40, 130xTpe, respectively. 
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but nonlinear beam-mode waves. In a long time evolution, however, linear Langmuir waves 
are excited by the background electrons. Since the nonlinear beam-mode waves correspond 
to the density modulations in space, Langmuir waves excited by the background electrons are 
spatially modulated by the nonlinear beam-mode waves. 
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Figure 5.5: Ex and potential plots of three simulation runs in the final state of the simu­
lation time. Panels (a)"'(c) show Ex (upper panel) and potential (lower panel) in (a):the 
two-stream instability, (b):the weak-beam instability and (c):the bump-on-tail instability, 
respectively [Runs A"'C in Table 5.1]. 

Time history of energies 

50 

Figure 5.6 represents time histories of Ex energy densities in simulation Runs ArvC. These Ex 
field energy densities are normalized to the thermal energy densit of the background electrons 
in the bump-on-tail instability (nmvr2). 
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Figure 5.6: Time histories of Ex energy densities in simulation runs [Runs ArvC in Table 5.1]. 

In this figure, the saturation level of the bump-on-tail instability [Run C] is much smaller 
than those of the other two instabilities. This is because the growth rate of the bump-on­
tail instability is smaller than those of the other two instabilities as well as the growth of the 
instability t ps in instance, as explained above. 

The time histories of the electric field energies in the runs of the two-stream instability 
[Run A] and the bump-on-tail instability [Run C] show quasi-stepwise changes after the initial 
instability saturate. This quasi-stepwise changes represent the merging of two adjacent ESW. 
Wh n two adjacent ESW coalesce with each other, the phase mixing process occurs and the 
energy of potent· als is transferred to the thermal energies of particles trapped therein. Through 
this coalescence process, the parall 1 electric field energy, in other words the potential energy, 
decrease in th two-stream and the bump-on-tail instabilities. This decrease of the elec ri field 
energy stops, when all the ESW coalesce with each other and only one ESW remains in the 
simulation system. 

In the weak-beam instability [Run B], on the other hand, the electric field energy do not 
decrease after the initial instability saturate. It keeps almost a constant value throughout 
the whole simulation time. In the simulation run of the weak-beam instability, stable Lang­
muir waves are excited and exist stably for a long time. o significant change occurs in this 
simulation. 

Spectrum analysis 

Next, we present w-k diagrams of Ex in simulation runs of these three types of electron beam 
instability [Runs ArvC] in Figure 5. 7. These spectra are obtained by Fourier transfonning Ex 
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in space and time. In this figure, frequencies ( w) are normalized by the elec ron plasma fre­
quency (IIe), and wavenumbers ( k) are normalized to the De bye length (An) of the thermalized 
electrons. Figure 5.7(a)rv(c) show the spectra of Ex in simulation runs of the two-stream in­
stability [Run A] , the weak-beam instability [Run B] and the bump-on-tail instability [Run ], 
respectively. 
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Figure 5.7: The w-k diagrams of Ex in three simulation runs. Panel (a)"'(c) show the 
w-k diagrams of (a):the two-stream instability, (b):the weak-beam instability and (c):the 
bump-on-tail instability, respectively [Runs A"'C in Table 5.1]. 

In the two-stream instability, shown in Figure 5.7(a), we can find a strong distinctive wave 
with a broadband spectra in lower frequency range below Ile. This wave corresponds to the 
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potential of ESW drifting against the rest frame of the simulation system as shown in left 
bottom of igure 5.2, and it gradient indicates the drift velocity of this potential VEsw ~ vd/2. 
This broadband spectra corresponds to those of ESW, and this proves the broadband spectra 
of ESW are g nerated by drifting el ctrostatic potentials. We can find other two weak waves 
propagating forward and backward whose cut off frequency is electron pla rna frequency (I1e). 
Thes are Langmuir waves which are normally excited due to linear theory in the thermalized 
el ctrons. 

In th w ak-beam instability, clear Langmuir waves are excited as found in Figure 5.7(b). 
hough the dispersion of these Langmuir waves is a little modified by the electron beam, it is 

almost same with the linear dispersion, and they have fr quencies close to the plasma frequency 
I1e = 1.0. This is becaus the nonlinear trapping occurs only for the bea1n electrons, and the 
background el ctrons which support Langmuir waves are not involved in this nonlinear trapping 
dynami s. Th w ak-beam instability only modify the velocity distribution of the weak beam 
1 trons, while that of the background electrons is not modified. Therefore, characteristics of 

the linear disp rsions remain through out the simulation time, and Langmuir waves supported 
by th ba kground electrons are also stable in all the simulation time. 

In the bump-on-tail instability as shown in Figure 5.7(c), the BGK potentials give a broad­
band spectra as found in the two-stream instability. The gradient of this spectra also indicates 
the drift velo ity of this potential. Since the potentials of ESW are formed mainly by the beam 
electrons, its drift velocity VEsw is almost same with, in detail a little smaller than, the drift 
velocit of the initial el ctron b am Vd ( VEsw ~ vd). Since this drift velocity of ESW is higher 
than that in the two-stream instability, the broadband spectra of ESW from the bump-on-tail 
instability spread much larger than that of ESW from the two-stream instability. The spectra 
of th ESW extend clearly up to the plasma frequency in the bump-on-tail instability. 

Param etric dependence 

W perform d and analyz d simulation runs without ion dynam·cs of three typical electron 
beam instabilities, th two-stream instability, the weak-beam instability and the bump-on-tail 
instability. mong these three instabilities, we confirmed ESW formation from the two-stream 
and the bump-on-tail instabilities. 

To estimate dep ndenc of ESW formation on electron beam density, we performed a series 
of simulations with varying electron beam density R = n 1/(n1 +n2 ). In this series of simulations, 
we changed electron beam density from 0.03 to 0.5 (R = 0.03 rv 0.5), and confirmed a necessary 
condition of electron beam density for ESW formation that the electron beam density R must 
b larger than 0.3 (R ~ 0.3) to form stable ESW from the two-stream instability [Omura et 
al., 1994]. When R is relative! small, such electron beam instabilities are termed "weak-beam 
instabili . In other words, ESW are formed from the two-stream instability, but are not 
formed from the weak-beam instability. The two-stream and the weak-beam instabilities are 
distinguish d by th electron beam density R, and the boundary between these two electron 
beam instabilities is R ~ 0.3. 

N xt, we p rformed a series of simulations of the ele tron bump-on-tail instability with 
varying drift velocity of electron beam Vd, and estimate dependence of ESW formation from the 
bump-on-tail instability on this paramet r. We p rformed hre simulation runs with different 
drift velocities of electron b am vd = 0.5, 1.0, 1.5. In the case of Vd = 1.5, time evolution of 
potentials are almost same with that in the simulation Run C, and stable BG K potentials are 
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formed. While in other cases of vd = 0.5 and 1.0, since the initial bump-on-tail instability 
is too weak, no significant potential tructure is formed. ESW formation from th bump-on­
tail instability depends on the growth rates of the initial instabili y, while the drift velocity 
of electron beam itself have no physical importance on ESW formation from the bump-on-tail 
instability. 

5 .1.3 Effect s of ion d y na m ics on ESW stability 

The one-dimensional simulation runs without ion dynamics demonstrated that ESW can be 
formed from the two types of electron beam instabilities, the two-stream instabilit and the 
bump-on-tail instability. Next, we performed electrostatic particl simulations of th se two 
electron beam instabilities including ion dynamics, then estimated ffects of th ion dynami s 
on the formation process of ESW in the one-dimensional system. The mass ratio of ions mi/ me 
is assumed as 100 in the following simulation runs. Among several parame ers of ions, we 
investigated effects of the ion temperature 1i and the drift velocity of ions Vdi agains the 
background electrons in the present study. 

D ependence on ion t emperatu re 

At first , we studied effects of the ion temperature on the formation process of ESW by p r­
forming simulation runs with cold and hot ions. In these simulation runs, the cold ions have 
the thermal velocity Vti = 0.1, while the hot ions have Vti = 2.0. As shown in th previous 
simulations, electrons are thermalized in instance by the initial instability, so that the ion tem­
perature is much smaller than the electron temperature (1i/Te << 1) in the simulation run with 
cold ions. while in the case with hot ions, the ion temperature is almost same of larger than 
the electron temperature (li/Te ~ 1). These ions are located as background ions without a 
drift velocit ( vdi = 0). 

Two-stream instability First, we performed two simulation runs of the electron wo-stream 
instability with cold and hot ions, respectively. As presented in the previous simulation run 
without ion dynamics, electrons are thermalized by the initial instability in he simulation 
runs of the two-stream instability. The thermalized electrons have a large thermal velocity 
almost equal to a half of the drift velocity of the electron beam (vd/2 = 1.0). In this case, the 
temperature of the cold ions is almost 1/100 of the thermalized electrons (7i/Te ~ 0.01). While 
the temperature of the hot ions is almost 4 times as large as hat of the thermalized lectron 
CD/Te ~ 4). Simulation parameters in these runs are listed in Runs D and E of Table 5.1, 
respectively. 

In Figure 5.8, x-vx phase diagrams and velocity distribution functions of elec ron in the 
simulation run with cold ions [Run D] are presented. Left and right columns present the x-vx 
phase diagram of both electrons and ions and the corresponding electron velocity distribution 
function f ( Vx), respectively. 

In the left column, we can see electrostatic potentials are diffused in time, and there exists 
no significant paten ial structure in the final tate. Though the final state is very similar to 
that in the previous run of the weak-beam instability [Run B], electrostatic potentials excited 
by the initial instability are stable for a while, they grow and coalesce with each other. These 
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Figure 5.8: Time evolution of the two-stream instability with cold background ions [Run D 
in Table 5.1]. Left and right columns present the x-vx phase diagrams and the correspond­
ing electron velocity distribution functions f(vx) at t = 4, 16, 40, 130 xTpe, respectively. 
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potentials, however, are diffused completely. This diffusion is, of course, occurred due to the 
ion dynamics. 

In Figure 5.9, presenting the w-k diagram of the Ex component, there exist strong waves 
around the ion plasma frequency (TIJ lle = 0.1). They are revealed to be ion acoustic waves. 
These ion acoustic waves are most strongly excited at kA.0 ~ 1.2. This can be explained as 
follows. According to the linear theory analyzed in Section 3.2, the two-stream instability excite 
beam-mode waves, and they have the maximum grow h rate at khAn ~ 0.6, as shown in the 
left panels of Figure 3.2. These beam-mode waves decay to ion acoustic waves with a twice k 
number, i.e. , 2kb.Xo ~ 1.2. 
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Figure 5.9: The w-k diagrams of Ex in the simulation run of the two-stream instability 
with cold ions [Run D in Table 5.1]. 

This ion acoustic waves diffuse and thermalize electrons with almost same kinetic energies . 
In this simulation, since ions are placed as a background component without a drift velocity 
( vdi = 0), electrons are diffused, forming a plateau at Vx ~ 0 in the velocity distribution function, 
as shown in the right column of Figure 5.8. In this simulation run of the two-stream instability 
with cold ions, though the initial two-stream instability excite electrostatic potentials, they 
decay to ion acoustic waves, and ESW cannot be formed. 

In the simulation run of the electron two-stream instability with hot ions, on the other hand, 
we confirmed the formation of ESW. As found in the left column of Figure 5.10, clear ESW are 
formed in spite of the existence of ions. On the contrary to the previous simulation [Run D], 
the electrostatic potentials do not decay to ion acoustic waves. 

Figure 5.11 presents the w-k diagram of Ex in this simulation. We can find no existence 
of ion acoustic waves in this figure. This is because ion acoustic waves are strongly damped 
due to the Landau damping, when the ion temperature is higher than the electron temperature 
(Ti/Te ~ 1). As mentioned above, the temperature of ions is about four times of that of 
electrons which are thermalized by the initial two-stream instability (TJTe ~ 4). Therefore, 
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Figure 5.10: Time evolution of the two-stream instability with hot background ions [RunE 
in Table 5.1]. Left and right columns present the x-vx phase diagran1s and the correspond­
ing electron velocity distribution functions f(vx) at t = 4, 16, 40, 130xTpe, respectively. 
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ion acoustic waves are strongly damped due to the Landau damping in this simulation run of 
the two-stream instability with hot ions [Run E]. On the other hand, since the temperature of 
ions are much smaller than that of thermalized electrons (T:JTe ""0.01), the Landau damping 
do not occur in the simulation run with cold ions [Run D). In this case, ion acoustic waves are 
excited without damping, then electrostatic potentials decay to ion acoustic waves. 

propagation direction 
lx = 1 angle = 0.0 

ly = 0 max = 0.0794 

1 . 60 

1.20 

ro'Ile 

0.80 

0 . 40 

0.00 

-

-

-

-
lo 

0 

0.00 

"" ~ 
~ 

"" ~ 

~ 

12 
1.47 

24 mode 

2.94 kltn 

Figure 5.11: The w-k diagrams of Ex in the simulation run of the two-stream instability 
with hot ions [RunE in Table 5.1]. 

In the right column of Figure 5.10, where the velocity distribution function of electrons 
are presented, we can see a fiat high-energy tail in the distribution function, as shown in the 
simulation run of the two-stream instability neglecting ion dynamics [Run A]. In that simulation 
without ion dynamics, the velocity distribution function of electrons is almost symmetry, on 
the other hand, the velocity distribution function of electrons is asymmetrically diffused in this 
simulation including ion dynamics [Run E]. This asymmetry is due to the diffusion by kinetic 
motion of ions. Since ions have much larger mass than electrons have, mi/me = 100 in this 
simulation study, kinetic energy of ions are much larger than that of electrons, and electrons 
are easily diffused by kinetic motion of ions. 

Bump-on-tail instability Next , we performed two simulation runs of the electron bump-on­
tail instability with cold and hot ions, respectively. In these simulations, the temperature of cold 
ions is 1/100 as large as that of the background electrons (1i/Te = 0.01), while the temperature 
of hot ions is 4 times of the background electrons (1i/Te = 4). Simulation parameters in these 
runs are listed in Run F and G of Table 5.1, respectively. 

Figure 5.12 shows x-vx phase diagrams and corresponding velocity distribution functions of 
electrons at different times in simulation of the bump-on-tail instability with cold ions [Run F]. 
In the left column of this figure, we can find the formation of ESW in spite of the existence of 
cold ions. Many potentials are excited by the initial bump-on-tail instability, they grow and 
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coalesce with each other, forming stable potentials in the final state. This time evolution of 
electrostatic pot ntials is almost the same with that in the simulation run without ion dynamics 
[Run C]. There cannot be found any significant difference due to ion dynamics. 

Since nonlinear wave-particle interaction occurs only with the beam electrons in the bump­
on-tail instability, ESW are drifting with a velocity which is almost the same with that of the 
electron beam ( VEsw "" vd)· According to the linear dispersion relations analyzed in Section 3.2, 
on the other hand, the ion acoustic waves are excited around kA.n ~ 1.0. Since their frequencies 
are almost equal to the ion plasma frequency Tie, as shown in Figure 5.9, the phase velocity of 
the ion acoustic waves is about 0.2, so that V¢IAW ~ 0.1 x vd. Therefore, the difference between 
these ¥ locities, VEsw and V¢IAW, is much larger than the velocity range of the vortices of the 
ESW potentia s. It is impossible to make nonlinear wave ... particle interaction between the ESW 
pot ntials and the ion acoustic waves. This is the reason why the electrostatic potentials are not 
lead to decay to ion acoustic waves, even with cold ions. While in the two-stream instability, 
since the vortices of ESW potentials are very large, these ESW potentials interact with and 
de ay to the ion acoustic waves. 

In the right column of Figure 5.12, though the velocity distribution functions of electrons 
are a little diffused by the kinetic motions of ions, they are not essentially different from those in 
the simulation run without ion dynamics [Run C]. This indicates that the background electrons 
are a little diffused by ion acoustic waves, while the beam electrons which support ESW are 
scare ly affected. Therefore, ESW can exist stably in spite of the existence of cold ions. 

Figure 5.13(a) presents the w-k diagram in this simulation run. There exist ion acoustic 
waves as well as Langmuir waves and ESW. In comparison with the two-stream instability with 
cold ions [Run D], ion acoustic waves are too weak to find in this w-k diagram. It is just an 
amplitude of linear waves. This is because the decay of the electrostatic potentials to the ion 
acoustic waves is not occurred in this simulation. Dispersions of other waves are almost the 
same with those in the simulation run of the bump-on-tail instabili y without ion dynamics 
[Run C]. In this simulation run of the bump-on-tail instability with cold ions, ESW can exist 
stably with ion acoustic waves. 

We performed another simulation run of the electron bump-on-tail instability with hot ions, 
as listed in RunG of Table 5.1. In this simulation run, we can also find the formation of ESW. 
Since the temperature of ions is higher than that of electrons, ion acoustic waves are damped 
due to the Landau damping. There is no significant difference due to the ion dynamics in the 
w-k diagram presented in Figure 5.13(b). 

D ependence on drift velocity of ions 

As a next step, we investigated effects of drift velocities of ions on the formation process of ESW 
from electron beam instabilities. We performed a series of simulation runs of the two-stream 
instability and the bump-on-tail instability with different drift velocities of ions. Since we 
confirmed that the ten1perature of ions must be hot for ESW formation from the two-stream 
instability in the previous part of this subsection, we assume hot ions in simulations of the 
two-stream instability. While in the bump-on-tail instability, we performed two sequences of 
simulation runs with cold and hot ions, respectively. 

Two-stream instability First, we performed simulation runs of the electron two-stream 
instability varying drift velocities of ions, Vdi = 0.0 ""0.5 x vd. Among these simulation runs, 
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Figure 5.12: Time evolution of the bump-on-tail instability with cold background ions 
[Run F in Table 5.1]. Left and right columns present the x-vx phase diagrams and the 
corresponding electron velocity distribution functions f(vx) at t = 4, 16, 40, 130xTpe, 
respectively. 
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Figure 5.13: The w-k diagrams of Ex in the simulation run of the bump-on-tail instability 
with ion dynamics. Left and right panels show the w-k diagrams of (a):the bump-on-tail 
instability with cold ions (b):the bump-on-tail instability with hot ions, respectively [Runs 
F and Gin Table 5.1]. 

we present and explain the results of the simulation run of Vdi = 0.5 x vd. Parameters used in 
this simulation are listed in Run H of Table 5.1. In this simulation, the drift velocity of ions is 
nearly equal to the drift velocity of ESW formed from the two-stream instability ( vdi ~ VEsw). 

Figure 5.14 presents x-vx phase diagrams and corresponding velocity distribution functions 
of electrons in this simulation. In the left column, we can find that ESW are once formed, then 
they are diffused in time. 

Since the drift velocity of ions is almost same with that of ESW in this simulation, ions 
are drifting with ESW, and ions are trapped between ESW potentials. As confirmed in the 
previous s ction, these ESW potentials are formed through nonlinear evolution of electrons, and 
they are balanced with electrons. In this simulation with ion dynamics, however, since ion has 
much larger mass than electron, the kinetic motion of ions are not negligible for ESW potentials 
which are balancing with electrons. In addition, since ions have relatively large temperature to 
suppress ion acoustic waves, the kinetic motion of ions are larger. Therefore, the kinetic motion 
of these trapped ions diffuse ESW potentials and disturb the balance between ESW potentials 
and electrons. Due to this diffusion process, ESW are diffused and electrons are thermalized in 
time. While in the simulation run with no drift velocity of ions (vdi = 0) [Run E], ions have a 
large relative drift velocity against ESW, and they have sufficiently large kinetic energy against 
energy of ESW potentials. Therefore, th y are not trapped in BG K potentials. ESW are not 
diffused by kinetic motion of ions, and exist stably for a long time. 

This simulation result indicates that the drift velocity of ions is one of the critical parameters 
for the ESW formation from the two-stream instability. In other words, it is necessary for ESW 
formation from the two-stream instability that ESW have a sufficient relative velocity against 
ions. 

In the left column of Figure 5.14, though ESW are almost diffused, we can find small two 
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Figure 5.14: Time evolution of the bump-on-tail instability with drifting cold ions [Run 
H in Table 5.1]. The drift velocity of the ions is almost equal to that of ESW. Left and 
right columns present the x-vx phase diagrams and the corresponding electron velocity 
distribution functions f(vx) at t = 4, 16, 40, 130xTpe, respectively. 
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potentials are still remain after the diffusion due to the kinetic motion of ions. Since the ESW 
potentials formed from the two-stream instability are very large in velocity space, potential 
components with large relative velocities against ions are not diffused by the ion dynamics and 
exist stably. 

This diffusion process due to the kinetic motions of ions also affects the drift velocity of 
ESW. During the formation process of ESW, electrostatic potentials coalesce with each other, 
forming stable potentials of ESW. During this coalescence of potentials, ions disturb potentials 
drifting with almost the same velocity of themselves. ESW are formed by the rest potentials 
which have large relative velocities against ions. ESW formed by such potentials come to have 
large velocities against ions. 

Bump-on-tail instability Next, we performed simulation runs of the electron bump-on-tail 
instability varying drift velocities of ions. We performed two sequences of simulation runs for 
different temp ratures of ions, with cold and hot ions. The ion drift velocity is assumed as 
vdi = 0.0 rv 1.0 x vd. As mentioned in the previous subsection, ESW have a drift velocity 
which is a little decreased from that of the initial electron beam VEsw ~ Vd in the bump-on-tail 
instability. Therefor , ions are drifting with ESW in the case of vdi = 0. 75 x vd. In this thesis, 
we present the simulation results of this case, with cold and hot ions, respectively. 

At first, we present simulation results of the electron bump-on-tail instability with cold ions 
which are drifting with a velocity of vdi = 0. 75 x vd. Simulation parameters are listed in Run 
I of Table 5.1. The x-vx phase diagrams and the velocity distribution functions of electron at 
different times in this simulation are presented in Figure 5.15. 

In the left column of this figure, we can find that ESW are diffused and electrons are 
thermalized in time. In the final state, almost all the ESW are diffused, and there exists 
no significant potential structure. The electron velocity distribution functions are asymmetry 
diffused, forming a plateau, as shown in the right column of this figure. These are very similar 
to those in Run D. This diffusion is due to ion acoustic waves whose phase velocity is nearly 
equal to the drift velocity of ESW. 

Contrary to th simulation Run F, since the drift velocity of ESW and the phase velocity 
of ion acoustic waves are almost equal ( VEsw ~ V¢JIAW) in this simulation, the nonlinear wave­
particle interaction occurs between the electrons which are supporting ESW and ion acoustic 
waves. The energy of ESW potentials decay into ion acoustic waves, and then ESW are diffused 
in time. 

Next, we present simulation results of the electron bump-on-tail instability with hot ions 
which are drifting with a velocity of Vdi = 0. 75 x Vd. Simulation parameters are listed in Run 
J of Table 5.1. The x-vx phase diagrams and the velocity distribution functions of electrons at 
different times in this simulation are presented in Figure 5.16. 

In the left column, we can also find that ESW are diffused and electrons are thermalized 
in time, and there exists no significant potential structure in the final state. Though this 
simulation result is similar to that of the previous simulation [Run I], some differences can be 
seen in the velocity distribution functions of electrons presented in the right column. 

In the previous simulation [Run I] , both beam and background electrons are diffused by 
ion acoustic waves and make a relatively wide plateau in the velocity distribution function, as 
shown in the right column of Figure 5.15. While in this simulation [Run J], only the bump 
of the electron beam is diffused, and the velocity distribution functions are not very different 
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Figure 5.15: Time evolution of the bump-on-tail instability with drifting cold ions [Run 
I in Table 5.1]. The drift veloci y of the ions is almost equal to that of ES\V. Left and 
right columns present the x-vx phase diagrams and the corresponding electron velocity 
distribution functions f(vx) at t = 4, 16, 40, 130xTpe, respectively. 
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Figure 5.16: Time evolution of the bump-on-tail instability with drifting cold ions [Run 
J in Table 5.1) . The drift velocity of the ions is almost equal to that of ESW. Left and 
right columns present the x-vx phase diagrams and the corresponding electron velocity 
distribution functions f(vx) at t = 4, 16, 40, 130xTpe, respectively. 
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from that in the simulation of the bump-on-tail instability without ion dynamics [Run C] . This 
diffusion is caused by the kinetic motion of ions, which is also found in Figure 5.14, presenting 
the results of Run H. In this simulation [Run J], since the drift v locity of ESW are almost 
equal to that of ion flow ( VEsw ~ vdi), the kinetic motion of ions affect and diffuse the beam 
electrons and ESW potentials formed by these electrons. 

The results of these two simulation runs indicate that the ion drift velocity is one of the 
critical parameters for the formation of ESW from the bump-on-tail instability with both cold 
and hot ions. In other words, it is necessary for the formation of ESW from the bump-on­
tail instability that ESW have a sufficient relative veloci y against ions irrespective of ion 
temperature. 

5.2 Summary and discussion 

In this one-dimensional simulation study, we confirmed the formation of ESW from certain types 
of electron beam instabilities, and clarified several necessary conditions to form stable ESW in 
the one-dimensional system. According to these simulation results and satellite observations, 
we can estimate possible electron beam instabilities which generate ESW in the PSBL region 
and in the auroral region. 

5.2.1 Summary of one-dimensional simulations 

In one-dimensional computer simulations, we confirmed the formation of BG K potentials 
through nonlinear evolutions of electron beam instabilities. These BGK potentials are consid­
ered as electrostatic potentials of ESW. In this one-dimensional simulation study, we performed 
electrostatic particle simulations of three typical electron beam instabilities, the two-stream in­
stability, the weak-beam instability and the bump-on-tail instability. Among these instabilities, 
we confirmed that ESW are formed from the two-stream instability and the bump-on-tail in­
stability, and they are very stable in the one-dimensional simulation system. 

There are some differences between ESW generated from the two-stream instability and 
those generated from the bump-on-tail instability. One of these difference is in amplitudes of 
ESW electric fields, as shown in Figure 5.5. Since the two-stream instability is very strong 
instability, this instability grows to interact with almost all electrons. Therefore, ESW gener­
ated from the two-stream instability have very large electric fields. While ESW generated from 
the bump-on-tail instability have only small electric fields. This is because the growth rate 
of the bump-on-tail instability is not so large, and this instability does not grow to interact 
with many electrons. Since the positive gradient is diffused in instance, forming a plateau in 
the velocity distribution functions of electrons, the bump-on-tail instability interact with only 
beam electrons, and stops growing without interacting with background electrons. Therefore, 
ESW generated from the bump-on-tail instability have only a small electric field. 

Another difference is in amplitudes of vortices in velocity phase space, which is clearly shown 
in x-vx phase diagrams in each simulation, Figures 5.2 and 5.4. These vortices are formed by 
electrons trapped in ESW potentials. Since the amplitude of a vortex is related to that of 
the electric field of the corresponding potential, it is natural that the amplitudes of vortices 
formed from the two-stream instability is much larger than those formed from the bump-on­
tail instability. This difference, however, critically affects the stabilit of ESW which mainly 
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dep nds on several parameters of ions. 

Parametric dependence 

As a next st p, we performed simulation runs of the two-stream instability and the bump-on­
tail instability including ion dynamics, and estimated effects of several parameters of ions on 
the formation and the stability of ESW. 

Two-stream instability In simulation runs of the electron two-stream instability, the dy­
namics of ions plays an important role on the formation and the stability of ESW. One of these 
effects of ion dynamics is that the ion temperature affects critically the formation of ESW. This 
is because, the electrostatic potentials decay to ion acoustic waves, when the temperature of 
ions is much smaller than that of electrons (Ti/Te << 1). In this case, the two-stream instability 
excite clear electrostatic potentials in the initial state. These potentials, however, decay to 
ion acoustic waves, then they diffused and thermalized before they coalesce with each other 
forming stable ESW. While in the case when the temperature of ions are larger than that of 
el ctrons (Ti/Te ~ 1), ion acoustic waves are dumped due to the Landau dumping. Electro­
static potential excited by the initial two-stream instability coalesce with each other forming 
stable ESW. Another effect of ion dynamics is that the drift velocity of ions affects the stability 
of ESW. In the case of Vdi ~ VEsw, ions are trapped in potential structure formed by electrons. 
Since a fluctuation of an ion is very larger than that of an electron, the kinetic motion of the 
trapped ions ea ily diffuse electrostatic potentials formed by the initial electron two-stream 
instability. Stable ESW cannot be formed in this case of Vdi ~ VEsw. The necessary conditions 
for the formation of ESW from the two-stream instability in one-dimensional system are listed 
as follows: 

• electron beam density 
• ion temperature 
• ion drift velocity 

R~ 0.3 

Ti ~ Te 
lvdi - VEsw I >> 0 

where Te is the temperature of electrons being thermalized by the initial two-stream instability. 

Bump-on-tail instability In simulation runs of the electron bump-on-tail instability, on the 
other hand, the dynamics of ions have little effects on the formation as well as the stability of 
ESW. It is noted that ESW formed from the bump-on-tail instability can exist stably even in 
the existence of ion acoustic waves, when ESW have a sufficiently large relative velocity against 
the ions. Since ESW have a much smaller amplitude, and they are drifting with a large relative 
velocity against the phase velocity of ion acoustic waves, the ion acoustic waves cannot interact 
with the electrons which is supporting ESW structure. The ion acoustic waves have only a 
small amplitude, and the wave dispersion remains linear characteristics. The only necessary 
condition for the formation of ESW from the bump-on-tail instability in the one-dimensional 
system is given as follows: 

• ion drift velocity lvdi- VESwl >> 0 

These results of the one-dimensional simulations including ion dynamics indicate that ESW 
generated from the bump-on-tail instability are more stable than those generated from the two-
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stream instability. Though ESW generated from th bump-on-tail instability have only small 
electric fields, they are very stable even in the existence of ion acoustic waves. 

Enhanced thermal fluctuations 

As stated in Section 4.2, thermal fluctuations are numerically enhanced in particle simulation­
s. In the one-dimensional simulations of the present study, effects of this enhanced thermal 
fluctuations are found as numerical thermalization and diffusion of stable BG K potentials by 
kinetic motion of superparticles. We performed simulation runs with ion dynamic in Section 
5.1.3, and often observed that BGK potentials are diffused by the kinetic motion of ions, as 
shown in Runs E, G, H and J. These diffusion are thought to occur in much longer time scale 
in the real space plasma where the thermal fluctuations are much suppressed. 

5.2.2 Comparison with satellite observations 

ESW observed in the PSBL region According to the Geotail observations presented in 
Section 2.1 , one of the characteristics of ESW observed in the Earth's PSBL region is the small 
amplitude of their electric fields. This small electric field indicates that ESW are generated by 
very weak electron beam instabilities in that region. The one-dimensional simulations demon­
strated that the very weak electron beam (about 3% density in the present study) can excite 
stable ESW in the case of the bump-on-tail instability. In the electron velocity distribution 
function of the bump-on-tail instability, warm background electrons are assumed, which is con­
sistent with the plasma s"gnature in the PSBL region. The one-dimensional simulations with 
ion dynamics confirmed that ESW formed by the bump-on-tail instability are very stable and 
hard to affected by the ion dynamics. These ESW exist stably for a long time. This is also 
consistent with our assumption that ESW are very stable and they are observed almost always 
in the PSBL region. Judging from these results of the one-dimensional particle simulations 
and the Geotail observations, we can conclude that the electron bump-on-tail instability is the 
most suitable instability as the generation mechanism of ESW in the PSBL region [Matsumoto 
et al., 1999]. 

In the present study, we assun1ed an electron beam with a 3% density as the weak electron 
beam. This 3% density beam, however, still too trong in comparison with the electron beam 
fluxes observed in the PSBL region. According to the Geotail/LEP observations [Omura et al., 
1999a], the observed electron flows corresponding to ESW have only 0.1% density or smaller. To 
execute quantitative comparison between the simulation results and the observations, we must 
perform simulations with much weaker electron beams. Unfortunately, the small amplitude 
ESW excited by a weak electron beam instability, such as the bump-on-tail instability, are tend 
to be diffused by the enhanced thermal fluctuations in particle simulations. It it very difficult 
to perform accurate particle simulations with such a weak electron beam. This is one of our 
future works of the present study. 

ESW observed in the auroral region Contrary to the PSBL ESW observed by the Geotail 
spacecraft, the electric fields of ESW in the auroral region have a very large amplitude, as pre­
sented in Section 2.2. These strong ESW correspond to solitary structure of large electrostatic 
potentials which affect almost all the electrons. The one-dimensional simulations demonstrat­
ed that such large potentials are fonned by the electron two-stream instability, trapping or 
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interacting with almost all the electrons. 
According to the observations of the FAST and the Polar satellites, ESW have two­

dimensional structures in the auroral region. It is reported by the FAST observations that 
the scale length of ESW in the direction perpendicular to the ambient magnetic field is the 
order of the local ion gyroradius [Ergun et al., 1998], suggesting effects of the ion dynamics. 
In the one-dimensional simulations, ESW excited by the two-stream instability have very large 
amplitudes, they interact with ions and tend to be affected by ion dynamics. This is also 
consistent with the above observational results. Therefore, we can conclude that the electron 
two-stream instability is the most suitable instability as the generation mechanism of ESW in 

the auroral region. 
In the one-dimensional simulations, of course, we cannot confirm spatial structures of ESW, 

which is the most significant difference between ESW in the PSBL region and those in the 
auroral region. We will investigate the spatial structures of ESW via two-dimensional computer 
simulations in the next chapter. 

Chapter 6 

Two-dimensional Simulation Study of ESW 

6.1 Introduction 

In the previous chapter, we performed the one-dimensional computer simulations of three elec­
tron beam instabilities as possible generation models of ESW, the two-stream instability, the 
weak-beam instability and the bump-on-tail instability. In this one-dimensional simulation s­
tudy~ we mainly investigated parametric dependence of the formation and the stability of ESW. 
We performed simulation runs of these electron beam instabilities for different plasma parame­
ters, and estimated parametric dependence on these parameters, especially parameters of ions, 
the temperature 7i and the drift velocity Vdi· 

As stated in Section 2.3, we deal with two types of ESW potentials with different spatial 
structures in the present study. In the one-dimensional simulations taken along the ambient 
magnetic field, one-dimensional structures which are uniform in the direction perpendicular to 
the simulation system are assumed a priori, and one cannot study spatial structures of ESW 
and their formation mechanism in the direction perpendicular to the simulation system. In 
this chapter, we performed a series of electrostatic particle simulations in the two-dimensional 
system. 

The linear dispersion analysis in Section 3.2 demonstrated that in all the electron beam 
instabilities studied in this thesis, the most unstable waves with the maximum growth rates 
are beam-mode waves propagating in the direction parallel to the ambient magnetic field. In 
one-dimensional systems taken along the magnetic fields, since waves cannot propagate except 
along the simulation system, waves are only excited propagating in the direction parallel to 
the ambient magnetic field, which are the beam-mode waves with the maximum growth rates. 
Therefore, we can observe the detailed nonlinear evolutions of these most unstable beam-mode 
waves in one-dimensional simulations, and confirmed the formations of stable BG K potentials. 
While in two-dimensional simulations, oblique mode waves will be excited. According to the 
linear dispersion analysis, growth rates of oblique mode waves are different due to the initial 
electron beam instabilities, and they depend on the magnitudes of the static magnetic fields 
and the propagation angles to the magnetic fields. The amplitudes or the growth rates of these 
oblique mode waves are expected to affect the spatial structures of ESW in the two-dimensional 
system. Such effects of oblique mode waves also cannot be observed in one-dhnensional simu­
lations. 

6.1.1 Spatial structures of ESW 

As mentioned in Chapter 2, there are two types of ESW reported by satellite observations. One 
is observed in the magnetotail PSBL region by the Geotail spacecraft. This type of ESW has 

79 



80 CHAPTER 6. 2D SIMULATION STUDY OF ESW 

the one-dimensional spatial structure, coherent in the direction perpendicular to the ambient 
1nagnetic field, and its electric fields is very small, about a few hundreds J.-tV /m or smaller. 
This one-dimensional structure of ESW corresponds to one-dimensional electrostatic potential 
uniform in the perpendicular direction, as shown in Figure 2.8(a). The other is observed in 
the auroral region as reported by the FAST and the Polar satellites. These ESW have large 
amplitudes (even several V / m), and their spatial structure is two-dimensional, corresponding 
to two-dimensional potentials as shown in Figure 2.8(b). 

6.1.2 Plasma parameters in s imulation study 

In the previous chapter, the one-dimensional computer simulations demonstrated that ESW 
can be generated by two types of electron beam instabilities, the two-stream instability and the 
bump-on-tail instability. We compared results of the one-dimensional simulations and obser­
vations by the Geotail and other spacecrafts, and concluded that among these three electron 
beam instabilities, the bump-on-tail instability is the most suitable instability as the generation 
model of ESW in the PSBL region, and the two-stream instability is the most suitable insta­
bility as the gen ration model of ESW in the auroral region. On the basis of these conclusions, 
we p rformed a series of two-dimensional electrostatic particle simulations. 

, n the following Section 6.2, we studied the formation mechanism of ESW in the PSBL region 
via two-dimensional electrostatic particle simulations. On the basis of the one-dimensional 
computer simulation results, we performed a series of two-dimensional simulations of the bump­
on-tail instability as the possible generation model of ESW in t his region. Since the one­
dimensional simulation study in the previous chapter also demonstrated that ESW formed 
by the bump-on-tail instability are not critically affected by ion dynamics, we neglected ion 
dynamics in these two-dimensional simulations. In this simulation study, we studied time 
evolution of spatial structures of ESW potentials in the two-dimensional system. In addition, 
we have a new simulation parameter in the two-dimensional system, i.e., the magnitude of 
the ambient magn tic field B0 , which has no effect in the one-dimensional system taken along 
the magn ti field. In these simulations, we varied only this parameter, the magnitude of the 
ambient magnetic field, and inv stigated its effects on the formation process and the stability 
of ESW in the two-dimensional system. 

In S ction 6.3, we studied the formation mechanism of ESW and its dependence on several 
plasma parameters in the auroral region via two-dimensional electrostatic particle simulations. 
We performed two-dimensional simulations of the two-stream instabilities on the basis of the 
one-dimensional co1nputer simulation re ults. At first, we performed a series of two-dimensional 
simulations of the two-stream instability without ion dynamics. In this series of simulations, we 
varied s v ral parameters of electrons and investigated time evolutions of the spatial structures 
of ESW potentials and their dependence on varied parameters of electrons. Next, we performed 
two-dimensional simulations of the electron two-stream instabilities with ion dynamics. The 
one-dimensional simulations demonstrated that the two-stream instability excite large electro­
static potentials and th y interact with ions and tend to be affected by ion dynamics. Since the 
parametric dependence of the formation and the stability of ESW on ion dynamics are already 
studied via one-dim nsional parti le simulations in the previous chapter, we investigated effects 
of ion dynamics on the spatial structures of ESW, specially in the direction perpendicular to 
the ambient magnetic field. 

6.2. 2D SIMULATIONS OF ESW IN THE PSBL REGION 

Total electron plasma frequency 1.0 
Density ratio of electron beam R = 0.03 
Drift velocity of electron beam = 2.0 

Thermal velocity of beam electrons Vtl = 0.1 
Thermal velocity of background electrons Vt2 1.0 

Table 6.1: Common plasma parameters of electrons in all the two-dimensional simulations 
of the bump-on-tail instability. 
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6.2 Two-dimensional particle simulations of ESW in 
the PSBL region 

6.2.1 Models and Parameters 

In this section, we performed a series of two-dimensional electrostatic particle simulations of the 
bump-on-tail instability with different parameters [Miyake et al., 1998]. In these simulations, 
the simulation system is taken in the x-y plane with 64x64 grid points. The ambient magnetic 
field is taken along the x axis and an electron beam is drifting along the magnetic field , as 
schematically illustrated in Figure 4.5. As mentioned above, ion dynamics is not included in 
this series of simulations. Ions are distributed uniformly and fixed as neutralizing particles with 
infinite mass in all over the simulation system. Common plasma parameters in these simulations 
of the bump-on-tail instability are listed in Table 6.1. By assuming Tie = 1.0 and Vt2 = 1.0, we 
can regard that frequencies and velocities are normalized to Tie and Vt2 , respectivel . Lengths 
are also normalized to the De bye length of the background electrons ...\n ( = Vt2/lle ) . Since 
frequencies are normalized to the plasma oscillation frequency of the electrons lie, times are 
scaled by the plasma oscillation period of the electrons Tpe = 21r / Tie. The total simulation 
period in these simulation runs is 130xTpe· 

The magnitude of the ambient magnetic field is the only parameter that is varied in this 
series of simulations. In our simulations, the magnitude of the magnetic field is defined b 
the ratio of the electron cyclotron frequency to the electron plasma frequency ne/ITe. Since 
the total electron plasma frequency Tie is kept constant for all the simulation runs as shown in 
Table 6.1, the electron cyclotron frequency directly represents the magnitude of the ambient 
magnetic field. We performed three simulation runs of the electron bump-on-tail instability for 
different magnitudes of the ambient magnetic fields (Oe/ Ile = 1.0 rv 0.2) , and investigated its 
effects on the formation process and the stability of ESW in the two-dimensional system. 

We use 1,048,576 superparticles for the beam electrons and 33,554,432 particles for the back­
ground electrons in the present simulation runs of the bump-on-tail instability. In other words, 
we use 256 particles par a grid point for the beam electrons, and 8,192 par icles par a grid points 
for the background electrons. The number of superparticles for the beam electrons is 3% of that 
for all the electrons. This is because we have to satisfy m1 = m2 in order to perform simulation 
runs correctly for a long time, where m1 and m 2 are a mass of a superparticle for the beam and 
the background electrons, respectively. When m 1 = m 2 is not satisfied, these two electrons are 
treated as different species, with a different mass and charge, and energy exchange occurs in a 
long time evolution. Such energy exchange in same species (electron in this case) is a numerical 
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Run A 1.0 34,603,008 
Run B 0.4 34,603,008 
Run C 0.2 34,603,008 
Run D 0.4 8,650,752 

able 6.2: Plasma parameters varied for different simulation runs of the the bump-on-tail instability. 

phenomena, which never occurs in the real space plasma. Especially in the present study, we 
investigat the long time stability of ESW by performing particle simulations, it is important 
to satisfy the above condition m 1 = m2. The one-dimensional simulations demonstrated that 
the bump-on-tail instability is relatively weak instability. Therefore, electrostatic potentials 
excited by the bump-on-tail instability have only small amplitudes and tend to be diffused by 
the enhanced thermal fluctuations (noted in Section 4.2). In the two-dimensional simulations, 
effects of the oblique mode waves, which also discussed in Section 4.2, also cannot be negligi­
ble. It is noted that we need to use as a large number of superparticles as possible to suppress 
such numerical effects due to the enhanced thermal fluctuations. This is another reason why 
we neglected ion dynamics in the two-dimensional simulations of the bump-on-tail instability. 
The two-dimensional particle simulations with ion dynamics of weak instabilities, such as the 
bump-on-tail instability, require much larger computer resources, memory and calculation time. 

Plasma parameters varied for different simulation runs are listed in Table 6. 2. Np is the 
number of superparticles in the simulation system. In this table, Runs ArvC correspond the 
series of two-dimensional simulations of the bump-on-tail instability for different magnitudes of 
the ambient magn tic fields. Run Dis another simulation run with a less number of superparti­
cles. We performed this simulation run to confirm the above suspected effects of the enhanced 
thermal fluctuations. All the simulation parameters in Run D are the same with those in Run 
B, xc pt for the number of superparticles in the simulation system. 

We applied the quiet start method in the two-dimensional simulations to suppress initial 
noise due to the distribution of particles, which is mentioned in Section 4.2. To realize this 
quiet start method, we use "bit reverse" scheme to make uniform distributions in the simulation 
systems. It is necessary for using this bit reverse scheme that the number of particles is the 
n-th power of 2. This is because the number of superparticles is the n-th power of 2 in two­
dimensional simulations in the present study. 

6.2.2 Time evolutions of ESW formation 

We perform d two-dimensional electrostatic particles simulations of the electron bump-on-tail 
instability as the possible generation model of the one-dimensional ESW observed in the Earth's 
PSBL region. We performed a series of simulation runs with different magnitudes of the ambient 
magnetic fields listed as Runs A, B and C in Table 6.2 and estimated effects of the magnitude 
of the ambient magnetic field. 

Spatial profile of potent ials The results of these simulation runs are shown in Figures 
6.lrv6.3. These figures represent spatial profiles of electrostatic potentials at different times, 
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t = 32.59, 65.19, 130.37xTpe· Figures 6.1 , 6.2 and 6.3 show results of Runs A, B and C, 
respectively. In these figures, potential values are scaled by the thermal energy density of 
background electrons ( nmv;2/ q) and lengths are scaled by the De bye length of background 
electrons ( Vt2/lie). The bottom panels show the final states in these simulation runs ( t = 

130 X Tpe)· 
For the case with a strong magnetic field Oe/lie = 1.0 [Run A], presented in Figure 6.1, 

sinusoidal potentials are excited through the initial bump-on-tail instability. They grow and 
coalesce with each other along the ambient magnetic field as observed in the previous one­
dimensional simulations, forming larger po entials, and in the final state at t = 130 x Tpe, a 
solitary potential is formed. This potential is almost uniform in the direction perpendicular 
to the ambient magnetic field. In this simulation, electrostatic poten ials are not coher nt in 
the perpendicular direction during the initial instabili y phase. After the coalescence process, 
however, we find formation of a single potential trough aligned in the perpendicular direction. 
This one-dimensional potential exists stably for a long time as a BG K potential. 

For the case with a relatively weak magnetic field De/lie = 0.4 [Run B], we can also confirm 
the formation of two clear ESW potentials in the final state as presented in Figure 6.2. In 
this case, potentials at the initial saturation phase (at the end of the wave growth) are more 
coherent in the perpendicular direction than those in Run A with a strong magnetic field. This 
difference is due to the effect of the finite Larmor radius of the background electrons, which is 
given by rL = Vt2/0e. We will discuss these effects in Section 6.4. 

On the other hand, for the case with a much weaker magnetic field De/lie = 0.2 [Run 
C], we cannot find the formation of ESW potentials, as presented in Figure 6.3. In this case, 
the electrostatic potentials are diffused gradually, and there remains no significant potential 
structure in the final state. Potentials are almost coherent in the perpendicular direction even 
at the initial saturation phase because of the effects of the finite Larmor radius, as the same 
with Run B. These one-dimensional potentials, however, are diffused as time goes on. This 
diffusion is due to the enhanced thermal fluctuations, which is not a physical phenomena. We 
will mention this effect of the enhanced thermal fluctuations in Section 6.4.5. 

Among these three simulations of the bump-on-tail instability with different magnitudes of 
the ambient magnetic fields, we can find the formation of clear potential structures in the final 
state of Runs A and B, simulation runs with a strong and a relatively weak magnetic fields. 
These potentials are uniform in the direction perpendicular to the ambient magnetic field, and 
look like "troughs". Such one-dimensional potentials are consistent with the one-dimensional 
ESW potential model in the PSBL region, as presented in Section 2.3. 

Time history of energies In Figure 6.4, we show time histories of the energy densities 
of the electric field in the parallel direction E11, the perpendicular thermal energy of beam 
electrons VtLl and the electric field in the perpendicular direction E.1 in these simulation Runs 
ArvC. Three lines in all the three panels correspond to Runs A, B and C, respectively. All 
energy densities are scaled by the thermal energy density of the background electrons nmv;2 • 

In Figure 6.4(a), the growth rates of E11 energy for all the three runs are almost same during the 
initial wave growth. This is consistent with the linear theory as analyzed in Section 3.2, giving 
the same maximum growth rate for the different magnitudes of the ambient magnetic fields. 
However, we can find effect of the magnitude of the ambient magnetic field on the saturation 
levels of E 11 energy. The larger magnetic field gives a larger saturation level. There are two 
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Figure 6.1: Spatial profiles of potentials at different times, t = 32.59, 65.19, 130.37xTpe, 
in Run A of Table 6.2, simulation run with a strong magnetic field (Oe/Ile = 1.0). The 
ambient magnetic field is taken along the x axis. 

6.2. 2D SIMULATIONS OF ESW IN THE PSBL REGION 

i) 
o.2 

t = 32.59xTpe 
o . 1 

-0.0 

- 0 . 1 

ii) 
o .2 

t 65. 19xTpe = 
o . 1 

- 0 .0 1 

- 0 . 1 

iii) 
o .2 

t = 130. 37xTpe 
o .1 

- 0 .0 

- 0 . 1 

Figure 6.2: Spatial profiles of potential at different times, t = 32.59, 65.19, 130.37xTpe, 
in Run B of Table 6.2, simulation run with a relatively weak magnetic field (ne/lle = 0.4). 
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possible explanations for this enhancement of the saturation level. One is that the oblique 
mode waves have larger growth rate in the larger magnetic field. As analyzed in Section 3.2, 
oblique mode waves have larger growth rates in the case with a strong magnetic field than those 
in the case with a weak magnetic field. In addition, the saturation periods are almost same in 
each run as shown in this figure. The oblique mode waves in Run A are thought to be excited 
up to higher level at the saturation time. Since the presented Ell energy is the summary of all 
the waves including oblique mode waves, the saturation level of E11 in Run A is higher than 
those of other runs. The other explanation is that the beam electrons forming the electrostatic 
potential and the resulting E11 are restricted to the one-dimensional motion along the magnetic 
field and that diffusion of the E11 energy is suppressed in the case of the strong magnetic field 
[Run A). 

After the E11 energy saturation, all three lines decrease in quasi-stepwise. These quasi­
stepwise changes correspond to the times when two adjoining potentials coalesce with each 
other. In the coalescence process, the E11 energy is transformed to the thermal energy of the 
electrons. In addition, after the initial wave growth phase, the E11 energy in Run C (Oe/Ile = 

0.2) represents very different changes from the other two runs. The E11 energies in Run A and B 
(Oe/Ile = 1.0 and 0.4) reach higher peaks and stay at high values for a long time, while that in 
Run C reaches a lower peak, and then it gradually decreases to the thermal noise level where the 
beam instability started. Corresponding to the Ell energy decrease in Run C, the perpendicular 
thermal energy of the electron beam increases substantially as shown in Figure 6.4(b). This 
indicates that the beam electrons, which form the potentials trapped therein through their 
oscillatory motion along the magnetic field, are diffused in the perpendicular direction. 

In Figure 6.4(c), the E1_ energy of Run A has much higher value than those of the other 
two runs. This indicates that there are larger perpendicular potential structures in Run A than 
those in the other two runs. This is also due to the electron cyclotron motion. In the present 
thr e runs with Oe/Ile = 1.0, 0.4 and 0.2, the Larmor radius of the background electrons rL 

are 1.0, 2.5, and 5.0, respectively. Because the electron Larmor radius is smaller in Run A 
with Oe/IIe = 1.0, initially excited potentials are localized in the perpendicular direction (top 
panel in Figure 6.1). These localized potentials make perpendicular structures of potentials 
corresponding to the larger E1_ energy. These perpendicular structures of potentials, however, 
are diffused through potential striation process in the perpendicular direction. In the final 
state, one uniform potential trough is formed, and E1_ energy decrease to the thermal noise 
level. 

Spectrum analysis In the simulation run of the bump-on-tail instability with a relatively 
weak magnetic field [Run B], we can find clear one-dimensional potentials are formed. We 
analyzed spatial and frequency spectrums in this simulation. 

In Figure 6.5, we present ku-k1_ (kx-ky) diagrams of potentials at different times in Run B. 
These are obtained by Fourier transformation of potential structures at t = 4.07, 8.15, 16.30 and 
32.59xTpe, resp ctively. The first panel (a) shows that waves are almost isotropic in the initial 
state. The initial bump-on-tail instability excite electrostatic potential structure along the 
ambient magnetic field (in the x direction). These potentials have perpendicular structures in 
the initial phase as shown in the panel (b). These pot ntials grow and coalesce with each other, 
forming clear one-dimensional potentials uniform in the perpendicular direction (y direction). 
These uniform potentials correspond to the strongest spectrum at ku rv 4 in the last panel (d) 
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Figure 6.5: The k 11 -k1_ diagrams of potentials at different times, t = 4.07, 8.15, 16.30, 
32.59XTpe in Run B (Oe/lle = 0.4). These are obtained by Fourier transformation of 
potential structures at each time. 
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of Figure 6.5. 
We also present the w-k diagram of the E11 field for Run B in Figure 6.6. We find clear 

e 11 spectra which correspond to the ESW potentials moving along the ambient magnetic field, 
shown in Figur 6.2. The solitary waves have broadband spectra in wavenumbers, which are 
Doppler shifted to give broadband spectra in frequency. These broadband spectra in frequency 
correspond to the high-frequency part of the BEN emissions. 
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Figure 6.6: The w-k diagram of the En field in Run B with Oe/IIe = 0.4. The spectra are 
obtained by Fourier transforming the En field in space and time (t = 0.0 rv 130.37 X Tpe)· 
The plotted modes are parallel to the ambient magnetic field. 

6.3 Two-dimensional particle simulations of ESW in 
the auroral region 

6 .3 .1 Models and Parameters 

According to the one-dimensional particle simulations in the previous chapter, it is most possible 
that ESW with very large amplitudes are excited by the strong electron two-stream instability 
in the auroral region. In this section, we performed a series of two-dimensional electrostatic 
particle simulations of the two-stream instability with different parameters as the possible 
generation model of ESW in the auroral region. 

Parameters of the simulation system are almost the same with those in the simulations of 
the bump-on-tail instability, presented in the previous section, except for the grid points. In 
these simulations, the simulation system is taken in the x-y plane with 128x 128 grid points. 
The ambient magnetic field is taken along the x axis and an electron beam is drifting along 
the magnetic field, as schematically illustrated in Figure 4.5. Common plasma parameters in 
these simulations of the bump-on-tail instability are listed in Table 6.3. In all these simulations, 
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Total electron plasma frequency lle - 1.0 
Density ratio of electron beam R - 0.5 
Drift velocity of electron beam Vd - 4.0 
Drift velocity of ions Vdi - 0.0 
Thermal velocity of ions Vti - 1.0 

Table 6.3: Common plasma parameters of electrons in all the two-dimensional simulations 
of the two-stream instability. 
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frequencies are normalized to the total electron plasma frequency Tie which is kept constant 
as 1.0. Times are also normalized to the plasma oscillation period of the electrons Tpe = 

21r /fie. Velocities are scaled by the thermal velocity of the electrons in the warm electron beam 
instability ( Vt in Runs G, H and J). Potentials also scaled by the thermal energy density of the 
warm electron beam (jn0mev;Jqj in Runs G, Hand J). 

As mentioned in Section 6.1, we performed simulation runs of the two-stream instability 
both with and without ion dynamics. Ions have infinite mass (mdme = oo) in simulation runs 
without ion dynamics, and ion to electron mass ratio is 100 (mi/me = 100) in simulation runs 
with ion dynamics. At first, we performed a series of simulation runs without ion dynamics. Ions 
are distributed uniformly and fixed as neutralizing particles with infinite mass in all over the 
simulation system. We have two plasma parameters varied in these simulations, the magnitudes 
of the ambient magnetic fields and the temperatures of the electron beams, which are defined 
by the ratio of the electron cyclotron frequency and the electron plasma frequency Oe/fie and 
the thermal velocity of the beam electrons Vt, respectively. \Ve performed four simulation runs 
of the electron two-stream instability without ion dynamics varying the above two parameters, 
and investigated their effects on the formation process and the spatial structures of ESW in 
the two-dimensional system. 

Next , we performed two simulation runs with ion dynamics, and investigated effects of ions 
on the stability and the spatial structures of ESW. Ions are regarded as a background com­
ponent without drift velocity (vdi = 0.0), and distributed uniformly in all over the simulation 
system. The one-dimensional simulations with ion dynamics presented in the previous chapter 
demonstrated that in the case that ions are very cold in comparison with electrons (Ti/Te << 1), 
ion acoustic waves are excited, diffusing electrostatic potentials induced by the two-stream in­
stability and electrons trapped therein. Finally, these ion acoustic waves diffuse solitary waves. 
In this series of simulations, therefore, we have to satisfy Ti/Te ~ 1 after the initial electron 
two-stream instability saturated, to suppress the excitation of ion acoustic waves. We set up 
the thermal velocity of mobile ions as 1.0 (vti = 1.0), as shown in Table 6.3. According to 
the one-dimensional simulations, the thermal velocity of the electrons which are thermalized 
by the initial instabilities are almost equal to a half of the drift velocity of the electron beam 
( vd/2 = 2.0). Therefore, the ratio of ion to electron temperatures after the initial instability is 
about 25 (Ti/Te rv 25). ~ 

Plasma parameters varied for different simulation runs are listed in Table 6.4. In this table, 
Runs Erv H are simulation runs without ion dynamics, and Runs I and J are simulation runs 
with ion dynamics. The total simulation period in all the simulation runs is 260xTpe· 

We use 4,194,304 superparticles for the electrons (256 particles/grid) in all the shnulations, 
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I Run II Vt I Oe/IIe I mi/me I 
RunE 0.5 0.4 -

Run F 0.5 1.0 -

RunG 1.0 0.4 -
Run H 1.0 1.0 -
Run I 0.5 1.0 100 
Run J 1.0 1.0 100 

Table 6.4: Plasma parameters varied for different simulation runs of the two-stream instability. 

and 8,388,608 particles for the background thermal ions (512 particles/grid) in the simula­
tions with mobile ions [Runs I and J]. This number of superparticles is smaller than that in 
the simulation runs of the bump-on-tail instability performed in the previous section. The 
one-dimensional computer simulations demonstrated that two-stream instability is very strong 
instability in comparison with the bump-on-tail instability. Electrostatic potentials excited by 
the two-stream instability have large amplitudes, and they are not so strongly affected by the 
enhanced thermal fluctuations. Therefore, we can decrease the number of superparticles in 
these simulation runs of the two-stream instability in comparison with those in the simulation 
runs of the bump-on-tail instability. Since we can perform the two-dimensional simulations 
of the two-stream instability with a smaller number of superparticles, we can deal with ion 
dynamics in these simulation runs [Runs I and J]. 

6.3.2 Time evolutions of ESW formation 

We performed two-dimensional computer simulations of the electron two-stream instability as 
the possible generation model of the isolated two-dimensional ESW observed in the auroral 
region. At fir t we performed simulation runs without ion dynamics [Runs ArvD]. In these 
runs, we have two parameters, one is thermal velocity of electrons Vth and the other is the 
magnitude of the mnbient magnetic field represented by Oe/fle. 

Cold two-stream instability We performed two simulation runs of the two-stream insta­
bility formed by cold electron beams [Runs E and F]. In Figure 6. 7, we plot napshots of the 
spatial profiles of the electrostatic potentials at different times, t = 8.15, 32.59, 65.18xTpe· 
The left and right column shows the results of simulation runs with different magnitudes of 
the ambient magnetic fields. The left column corresponds to the simulation run of the cold 
two-stream instability with a weak magnetic field (RunE], and the right column corresponds to 
the simulation run of the cold two-stream instability with a strong magnetic field (Run F]. In 
this figure, potential are normalized by the thermal energy density of the thermalized electrons 
(nmvjf4q). 

As analyzed in Section 3.2, since we have positive linear growth rates for the oblique mode 
as well as the parallel modes in the two-stream instability formed by cold electron beams, we 
find two-dimensional wavy structures in the initial phase of both runs with a weak and a strong 
magnetic fields. In the run with a weak magnetic field (Run E], presented in the left column of 
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Figure 6.7: Spatial profiles of potentials at different times, t = 8.15, 32.59, 65.18xTpe, in 
Runs E and F of Table 6.4. Left column correspond to Run E, the sitnulation run with a 
weak magnetic field (f2e/lle = 0.4), and right colutnn correspond to Run F, the simulation 
run with a strong magnetic field (fle/lle = 1.0). The ambient magnetic field is taken along 
the x axis. 
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this figure, these potentials are diffused in time, and no significant structure exist in the bottom 
panel. 

While in t.he run with a strong magnetic field [Run F), presented in the right column, these 
potentials are very stable at least for 65 electron oscillation periods as shown in the bottom panel 
(t = 65.18 x Tpe). Though these potentials become aligned in the perpendicular direction, their 
two-dimensional structures are not changed. We can find a coherent perpendicular propagating 
wave which modulate the potentials in the almost perpendicular direction in the final state 
of this simulation. This quasi-perpendicular wave is an electrostatic whistler mode wave, and 
nonlinear evolution of this wave for a longer time is studied by Goldman et al. [1999). In a long 
time evolution. this whistler mode wave grow larger, and electrostatic potentials corresponding 
to ESW are completely diffused. During this decay process, potentials are separated in the 
direction perpendicular to the ambient magnetic field, and isolated two-dimensional potentials 
are observed. Such isolated two-dimensional potentials, however, are very unstable and diffused 
in a short period. 

Warm two-stream instability As a next step, we increase the thermal velocity of the 
electron beams, and performed two simulation runs of the electron two-stream instability formed 
by warm electron beams with different magnitudes of the ambient magnetic fields [Runs G and 
H]. Figure 6.8 show the spatial profiles of potentials in these runs at different times, t = 8.15, 
32.59, 65.19xTpe· The left and right columns represent the results of the simulation run of the 
warm electron two-stream instability with a weak magnetic field [RunG], and those of the run 
with a strong magnetic field [Run H], respectively. 

Contrary to the previous runs of the two-stream instability formed by cold electron beams, 
we can find almost one-dimensional potentials in both runs. In such warm electron beams, 
oblique mode waves are subject to the Landau and the cyclotron damping. The parallel mode 
wave becomes dominant, and electrostatic potentials excited by the initial instabilities are 
almost coherent in the perpendicular direction. These one-dimensional potentials coalesce with 
each other in the parallel direction, forming larger potentials. They are no longer subject to 
the influence of the magnetic field, and very stable for a long time. 

In the run with a weak magnetic field [Run G], presented in the left column of this figure, 
one-dimensional potentials are diffused gradually, and some two-dimensional potentials are 
formed with a finite structure in the perpendicular direction. These two-dimensional potentials, 
however, are not stable, and diffused gradually as time goes on. While in the run with a strong 
magnetic field [Run H], presented in the right column, one-dimensional potentials, excited by 
the initial electron beam instability, coalesce with each other, forming larger potentials. In the 
final state, two clear one-dimensional potentials are formed, which are coherent in the direction 
perpendicular to the ambient magnetic field. In these simulations of the two-stream instability 
formed by warm electron beams, no whistler mode wave is observed. This is because such 
perpendicular propagating waves are damped in the warm electrons. 

Two-stream instability with mobile ions The above four simulations with immobile 
ions (without ion dynamics) demonstrated that the both clear potentials with one- and two­
dimensional spatial structures are formed in the runs with a strong magnetic field. In the 
simulation run of the cold electron two-stream instability with the strong magnetic field [Run 
F), clear two-dimensional potentials are formed, which are indicating isolated two-dimensional 
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Figure 6.8: Spatial profiles of potentials at different times, t = 8.15, 32.59, 65.19xTpe, in 
Runs G and H of Table 6.4. Left column correspond to RunG, the simulation run with a 
weak magnetic field (Oe/fle = 0.4), and right column cor.respond to Run H, the simulation 
run with a strong 1nagnetic field (Oe/lle = 1.0). 
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ESW observed in the auroral region. While in the simulation run of the warm electron two­
stream instability with a strong magnetic field [Run H], clear one-dimensionai potentials are 

· formed. 

~ext, ':e performed these two simulation runs with using mobile ions (with ion dynamics), 
and Investigated effects of ion dynamics on the formation mechanism and the spatial structures 
of ESW formed by the electron two-stream instability. Simulation parameters are listed in Run 
I an~~ o: Table 6.4. In the left column of Figure 6.9, the time histories of E 11 and El. energy 
densities In Runs I and J are presented. Spatial profiles of potentials in the final state of each 
simulations ( t = 260.72 x Tpe) are presented in the right column of this figure. 
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Figure 6.9: Left panels show time histories of Ell and E.L energy densities in Runs I and 
J, and right panels show spatial profiles of potentials in the final state of each simulation 
(t = 260.72 x Tpe)· Upper and lower panels correspond to Runs I and J of Table 6.4, 
respectively. 

In the simulation run of the cold electron two-stream insl.ability with a strong magnetic field 
(Oe = 1.0 x lle) (Run I], presented in the upper panels, electrostatic potentials are diffused com­
pletely, and a coherent quasi-perpendicular wave is observed. This is the quasi-perpendicular 
whistler mode wave, which is also observed in the previous simulation run [Run F]. Since the ion 
dynamics is neglected in the previous simulation run, this whistler mode wave is excited due to 
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the pure electron dynamics. The energy of the two-dimensional electrostatic potentials, which 
are excited by the initial two-stream instability, decay into the quasi-perpendicular whistler 
mode wave. Correspondingly, the Ell energy decay into the E.1. energy as presented in tl e left 
panel. The E.L energy keeps a high value in the whole simulation time, while the £ 11 energy 
decrease to the noise level. 

In the simulation run of the warrn electron two-stream instability with a strong magnetic 
field (Oe = 1.0 x lle) [Run J], presented in the lower panels. clear two-dimensional potentials 
are formed in the final state. Such two-dimensional potentials are not observed in the previous 
simulation run without ion dynamics (Run H]. Therefore, these two-dimensional potential are 
formed due to the ion dynamics. Correspondingly, the E.1. energy increase at t = 20 f"¥ 70 x Tpe , 
which indicates that some waves are excited in the direction perpendicular to the ambient 
magnetic field. These perpendicular waves separate the one-dimensional potentials, which are 
formed due to the electron dynamics, in the perpendicular direction, forming the isolated two­
dimensional potentials. Contrary to the previous simulation of the cold electron two-stream 
instability, the E11 energy do not decrease to the noise level, and it keeps a relat ively high value 
in the whole simulation time. This is because clear two-dimensional potentials exist very stably 
in the whole ·imulation time. In addition, the scale length of these potentials in the direction 
perpendicular to the ambient magnetic field is almost equal to that of ion gyroradius. This is 
because potentials are separated due to the ion dynamics in the perpendicular direction. 

Parametric dependence 

The above six simulation runs for the different parameters demonstrated that clear ESW are 
formed in the simulation runs with a strong magnetic field (Runs F, H]. The electrostatic 
potentials excited by the cold electron two-stream instability have the isolated two-dimensional 
structure, as shown in the right column of Figure 6. 7 (Run F]. Such isolated two-dimensional 
potentials are consistent with the two-dimensional ESW observed in the auroral region, as 
presented in Section 2.3. These two-dimensional potentials, however, decay into the quasi­
perpendicular whistler mode waves, and diffused completely in a long time evolution, as shown 
in the upper panel of Figure 6.9. 

On the other hand, the electrostatic potentials excited by the warm electron two-stream 
instability have the one-dimensional structures, as shown in the right column of Figure 6.8 
[Run H]. These one-dimensional potentials, however, separated in the direction perpendicular 
to the ambient magnetic field due to the ion dynamics, forming the isolated two-dimensional 
potentials, as shown in the lower panel of Figure 6.9. Contrary to the two-dimensional potentials 
excited by the cold two-stream instability, these two-dimensional potentials are very stable at 
least more than 260 x Tpe· These two-dimensional structures of the potentials are consistent 
with the two-dimensional ESW in the auroral region. In addition, the scale length of ESvV 
in the perpendicular direction is reported to be that of the local ion gyroradius by the FAST 
observations [Ergun et al., 1998]. This is also consistent with the above simulation result of the 
warm two-stream instability with mobile ions [Run H]. 

According to these simulation results, we can assume that the two-dimensional ESW ob­
served in the auroral region are excited by the warm electron two-stream instability. Especially 
the ion dynamics plays an important role in the formation mechanism of such two-dimensional 
structures. In the following subsection, we will examine further analysis of the effect of the 
ion dynamics in the formation mechanism of the isolated two-dimensional ESW from the warm 
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electron two-stream instability. 

6.3.3 Effects of ion dynamics on two-dimensional ESW formation 

As presented in the previous subsection, we assumed that the two-dimensional ESW in the 
auroral region are formed by the two-stream instability formed by warm electron beams. During 
the formation mechanism of such two-dimensional ESW, effects of the ion dynamics are very 
important. In this subsection, therefore, we further investigate the simulation results of the 
warm two-stream instability with mobile ions [Run J]. By comparing two simulation runs with 
and without ion dynamics, we estimated effects of ion dynamics on the formation mechanism 
of the two-dimensional ESW [Miyake et al, 1999). We performed two-dimensional electrostatic 
particle simulations of the two-stream instability formed by warm electron beams with and 
without ion dynamics [Runs H and J in Table 6.4]. To confirm effects of the ion dynamics in 
the present simulations, we executed new simulation runs with the same plasma parameters for 
much longer time than the previous simulations. The total simulation time of the run without 
the ion dynamics [Run H] is 260xTpe, and that of the run with the ion dynamics [Run J] is 
over l,OOOxTpe· 

Spatial profiles of potentials Figure 6.10 presents spatial profiles of potentials at different 
times, t = 8.15, 32.59, 65.18xTpe· The left and right panels show the results of Runs H 
(with immobile ions) and J (with mobile ions), respectively. In this figure, potential values are 
normalized by the initial thermal energy density of electrons (lnomev;jqj), spatial lengths arc 
scaled by the De bye length of background electrons ( Vt/IIe), and times are scaled by the total 
electron plasma oscillation period (Tpe)· 

During the initial phase, these is no significant difference between Run H and J, as shown 
at t = 8.15 x Tpe in the both left and right columns of Figure 6.10. Two-dimensional potentials 
are excited by the initial two-stream instability in both runs. As time goes on, however, these 
potentials coalesce with each other, and a clear difference appears between these two runs. In 
the left column of this figure (Run H] , two-dimensional potentials are aligned in the direction 
perpendicular to the ambient magnetic field, then become a clear one-dimensional potential. 
In the right column [Run J], on the other hand, potentials are separated in the perpendicular 
direction as well as parallel direction, forming isolated two-dimensional potentials. This dif­
ference is, of course, due to the ion dynamics. In the absence of ion dynamics [Run H] , an 
one-dimensional potential is formed at t = 65.18 x Tpe· Including ion dynamics [Run J], on the 
other hand, potentials are divided in the perpendicular direction, the isolated two-dimensional 
potentials are formed. This simulation result suggests that two-dimensional potentials which 
are excited by the initial electron beam instability become one-dimensional structure due to 
the electron dynamics. These potentials, however, are divided in the perpendicular direction 
by the ions dynamics, forming isolated two-dimensional structtu·es. 

Time history of electric field energy The left columq in Figure 6.11 shows time histories 
of Eu and EJ.. energy densities in these simulation runs during t = 0 "' 200 x Tpe· The upper 
and lower panels correspond to Runs Hand J, simulation runs without and with ion dynamics, 
respectively. The right column respectively shows contour plots of electrostatic potentials at 
t = 97.77 x Tpe in Runs Hand J . In this figure, all the electric field energy densities are scaled 
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Figure 6.10: Spatial profiles of po entials at different times, t = 8.15, 32.59 65.18xTpe, in 
Run H and J of Table 6.4, the simulation runs of the warm two-strea1n instabili y with a 
strong magnetic field (Oe/lle = 1.0). Left and right colu1nns present results of simulation 
Runs Hand J , respectively. 
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Figure 6.11: Left panels show time histories of E11 and E.1. energy densities in Runs H and 
J, and right panels show spatial profiles of potentials at t = 97.77 x Tpe in each run. Upper 
and lower panels correspond to Runs H and J of Table 6.4, respectively. 
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by the initial thermal energy density of ele ·trons (ln0m,ev;l). 
As the initial electron beam instability develops, both E11 and E.1. energies increase. 

The electric field energies reach saturation due to the nonlinear trapping of electrons 
in electrostatic potentials. These electrostatic potentials coalesce with each other, form­
ing larger potentials. Through this coalescence process of potentials, both E11 and E.1. 
fie ld energies decrease. The quasi-stepwise changes in the E11 energy history represen­
t the t ime when two potentials coalesce with each other and for:m large one potential. 
In t he run with immobile ions, shown in the 
upper panel [Run H], the E11 energy stop­
s decreasing after the coalescence phase. 
This is because a stable one-dimensional 
potential coherent in the direction perpen­
dicular to the ambient magnetic field is 
formed at the end of the coalescence phase, 
as shown in the right panel of Figure 6.11. 
In the run with mobile ions, shown in the 
lower panel [Run J], on the other hand, the 
E11 energy continues to decrease even after 
the coalescence phase. At t he same time, 
we can find the increase of the E .1. energy at 
t = 70rv140xTpe in this figure. This indi­
cates that the energy of the solitary waves 
drifting along the magnetic fie ld decays in­
to the perpendicular direction. During this 
decay phase, some waves are excited in the 
quasi-perpendicular direction as shown in 
the right panel. Figure 6. 12 shows k11-k1_ 
profile of potentials at t = 97.77 x Tpe in 
this simulation [Run J]. The wavenumber 
pectrum shown in this figure indicates the 
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Figure 6.12: Wavenun1ber spectrum 
(k11-k1_) of potentials at t = 97.77 X Tpe in 
Run J (with mobile ions). Thi is obtained 
by Fourier transformation of electrostati 
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excitation of electrostatic wave at an angle close to the perpendicular direction. The normal 
mode in this propagation angle is lower hybrid waves satisfying the condition k1_pi ~ 1. 

Time evolution of potential structures Figure 6.13 shows time histories of E11 and E.l 
energy densit ies for t he whole simulation period of Run J, the run with mobile ions. In this 
figure, we can divide the time history into five phases, "Linear instability pha e" (t = 0 rv 
4 X Tpe), "Coalescence phase" (t = 4 rv 60 X Tpe), ''Decay phase" (t = 60 rv 250 X Tpe), 
"Striation phase" (t = 250 rv 650 X Tpe) and "Stable phase" (t = 650 rv xTpe)· Among 
these five phas s, the former three phases, "Linear instability phase' , "Coalescence phase" and 
"Decay phase" are already shown in the lower panel of Figure 6.11. 

In "Linear instability phase", the initial electron beam instability takes place resulting rapid 
increase of both En and Ej_ field energy. At the end of this phas , these E field energies reach to 
the saturation due to nonlinear trapping of electrons in electrostatic potentials which are excited 
by the electron beam instability. These potentials have two-dimensional spatial structures as 
shown in t he panel (a) of this figure. "Coalescence pha e" follows the saturation of the initial 
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Figure 6.13: Time histories of Ell and E J.. energy densities for the whole simulation period 
of Run B, and corresponding potential structures are presented. We divide the time history 
into five different phases, HLinear instability phase" (t = 0 rv 4 X Tpe), "Coalescence 
phase" (t = 4 rv 60 X Tpe) , "Decay phase'' (t = 60 rv 250 X Tpe). "Striation phase" 
(t = 250 rv 650 X Tpe) and "Stable phase" (t = 650 rv xTpe)· 
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electron beam instability. 
During "Coalescence phase", the two-dimensional potentials excited by the initial electron 

beam instability coalesce with each other in the direction parallel to the ambient magnetic field , 
and isolated in the parallel direction. When effects of ion dynamics are neglected, these poten­
tials become one-dimensional being coherent in the perpendicular direction. In this simulation, 
however, the energy of the solitary waves decays to the perpendicular direction due to the 
ion dynamics. During this "Decay phase", strong quasi-perpendicular lower hybrid waves are 
excited as stated above. Potentials are divided in the perpendicular direction by these strong 
quasi-perpendicular waves, forming isolated two-dimensional potentials, as shown in the panel 
(b) of this figure. 

After "Decay phase", isolated two-d'mensional potentials are gradually aligned ·n the per­
pendicular direction, forming coherent one-dimensional potentials. During this "Striation 
phase", since potentials are stable, the En energy keep almost constant value. The E1. en­
ergy, however, is decreasing. In Figure 6.13, E1. energy is decreasing with oscillation during 
"Striation phase". This oscillation corresponds to variation of the relative drift velocity be­
tween two potentials, as shown in the panels (d) and (e) of this figure. The time period of 
this oscillation is almost equal to 10 electron plasma oscillation periods (10 x Tpe)· Since the 
electron plasma frequency is 1.0 (IIe = 1.0), the electron cyclotron frequency is 1.0 (Oe = 1.0) 
and the ion cyclotron frequency is 0.01 (ni = 0.01) in this simulation, this time period is equal 
to that of lower hybrid waves (TLHR = 21f /IOeni ~ 10 x Tpe)· 

At the end of "Striation phase" (t = 650 x Tpe), an uniform one-dimensional potential is 
formed, as shown in the panel (f) of this figure. This one-dimensional potential is very stable 
and exists for a long time at least more than 10 ion gyro periods. 

6.4 D iscussion 

6.4.1 Parametric dependence of one-dimensional ESW formation 

In Section 6.2, we performed a series of two-dimensional electrostatic particle simulations of 
the electron bump-on-tail instability, as a possible generation instability of the one-dimensional 
ESW observed in the PSBL region by the Geotail spacecraft. In these simulations, we con­
firmed that stable one-dimensional potentials can be formed from the electron bump-on-tail 
instability. These potentials have uniform structures in the direction perpendicular to the am­
bient magnetic field, as predicted by the Geotail observation analyses. The present simulation 
results demonstrated that a certain magnitude of the ambient magnetic field is necessary for 
the formation of ESW potentials. To investigate the parametric dependence of ESW formation 
on the ambient magnetic field, we performed a series of simulation runs with different mag­
nitudes of the ambient magnetic fields, Oe/lle = 0.2, 0.4, and 1.0. Then we have confirmed 
that Runs A and B (the cases of Oe/lle = 1.0 and 0.4) lead to the formation of stable one­
dimensional ESW potentials. We can find clear one-dimensional ESW potentials in the final 
state ( t = 130.37 x Tpe) of Runs A and B, as shown in Figures 6.1 and 6.2. 

In the simulation run with a strong magnetic field [Run A], electrostatic potential excited 
by the electron bump-on-tail instability are not coherent in the initial state. Since the Larmor 
radius of the background electrons is small (rL = 1.0) and the electrons are strongly bound 
to the ambient magnetic field, these potentials, which are forn1ed by the trapped electron , 
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are localized and incoherent in the perpendicular direction. These potentials, however, become 
coherent through striation process in the perpendicular direction, forming an uniform one­
dimensional potential. 

In the simulation run with a relatively weak magnetic field [Run B], on the other hand, 
electrostatic potentials are coherent even in the initial state. In this case, the coherency in the 
perpendicular direction is formed during the linear wave growth. In this simulation, the ratio 
of the linear growth rate of the most dominant parallel mode wave E11 ( 1'11) to that of a oblique 
1node Eo ('Yo), 1'11/'Yo is larger than that in the run with a strong magnetic field [Run A], as 
analyzed in Section 3.2. Growth rates of the oblique mode waves are smaller in this case, and 
the electrostatic potentials excited by the initial instability are more coherent in the direction 
perpendicular to the ambient magnetic field. Thus the coherency at the saturation of the linear 
wave growth of potentials is higher for a smaller magnetic field. 

This result indicates that it takes much longer time to form one-dimensional ESW in a 
stronger magnetic field. This property of the linear growth rates is due to the coupling of the 
perpendicular electric fields E1_ and the cyclotron motion of the majority thermal electrons. 

6.4 .2 Parametric dep endence of two-dimensional ESW formation 

In Section 6.3, we performed a series of two-dimensional electrostatic particle simulations of the 
electron two-stream instability, as a possible generation instability of the two-dimensional ESW 
observed in the auroral region by several satellites, such as the FAST and the Polar satellites. 
In these simulation, we confirmed the formation of the isolated two-dimensional ESW from the 
cold and the warm electron two-stream instability. 

Dependence on electron dynamics Figure 6.14 represents the spatial profiles of potentials 
at the end of the simulation time (t = 260.72xTpe) in all the simulation runs of the two-stream 
instability without ion dynamics [Runs Erv H). This figure indicates the following conclusions. 

• The formation of clear potentials from the two-stream instability needs a strong magnetic 
field. 

• The cold electron two-stream instability excites the two-dimensional potentials. 

• The warm electron two-stream instability excites the one-dimensional potentials. 

These simulation results indicate that the spatial structure of ESW potentials, which are excit­
ed by the electron two-stream instability, is controlled by the temperature of electron beams. 
Especially, the quasi-perpendicular whistler mode waves play an important role in the control­
ling process of the spatial structure of ESW. In the cold two-stream instability [Run F), the 
quasi-perpendicular whistler mode waves are strongly excited and electrostatic potentials have 
clear perpendicular structures due to such strong perpendicular waves. While in the warm two­
stream instability [Run H], the quasi-perpendicular whistler mode waves are not excited, and 
potentials have the one-dimensional structure coherent in the direction perpendicular to the 
ambient magnetic field. We have two different damping processes to attenuate oblique mode 
waves, the Landau damping and the cyclotron damping. The effect of the Landau damping is 
controlled by the thermal velocity of electrons in the parallel direction Vtll· While the effect of 
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the cyclotron damping is controlled by the thermal velocity of electrons in the perpendicular 

direction Vt..L· 

To confirm which damping process is dominant in these simulations, we performed another 
simulation run of the two-stream instability formed by anisotropic electron beams ( Vtll =f v ..L) 

[Run F']. We assumed the cold electron two-stream instability with a warm perpendicular 
thermal velocity, Vtll = 0.5 and Vt..L = 1.0. Other simulation parameters are the same with 
those in Run F. When the cyclotron damping is dominant, we can expect that the quasi­
perpendicular whistler mode waves are not excited due to the cyclotron damping, and one­
dimensional potentials are formed in this simulation. 

Figure 6.15 shows the result of this 
simulation, presenting a spatial pro­
file of potentials in the final state, at 
t = 260.72xTpe· We can find clear 
two-dimensional potentials with quasi­
perpendicular whistler mode waves in 
this figure. This shows completely the 
same result with Run F, the simulation 
run of the cold two-stream instability, in­
dicating that the cyclotron damping pro­
cess is not effective in the present simu­
lations. This simulation result presents 
that the quasi-perpendicular whistler 
mode waves are attenuated due to the 
Landau damping process, not the cy­
clotron damping. In other words, the 
thermal velocity of electrons in the di­
rection parallel to the ambient magnetic 
field is supposed to be the controlling pa­
rameter of the spatial structure of ESW 
excited from the electron two-stream in-
stability. 

Run F' 
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Figure 6.15: Spatial profile of potentials in 
the final state (t = 260.72xTpe) of Run F', 
the simulation run of the two-stream insta­
bility formed by anisotropic electron beams, 
Vtll = 0.5 and Vt..L = 1.0. 

Dep endence on ion dynamics As studied in the previous subsection (Subsection 6.3.2), 
the two-dimensional potentials excited by the cold two-stream instability are unstable, and they 
decay into the quasi-perpendicular whistler mode waves in a long time evolution. Such unstable 
potentials are not suitable for a model of the two-dimensional ESW in the auroral region. On 
the other hand, the one-dimensional potentials excited by the warm two-stream instability are 
divided in the direction perpendicular to the ambient magnetic field, forming isolated two­
dimensional potentials, in the existence of the ion dynamics. These two-dimensional potentials 
are very stable, and their spatial scale in the perpendicular direction is that of the ion Larmor 
radius. This is consistent with the nature of the two-dimensional ESW in the auroral region, 
reported by the FAST satellite. 
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6.4.3 Striation p rocess of potentials 

In the simulation runs of the both bump-on-tail and two-stream instabilities, potentials coalesce 
with each other, and they become isolated in the direction parallel to the ambient magne ic 
field, after the initial electron beam instability. This striation process of potentials is only due 
to electron dynamics, and explained as follows. At first, we assume two isolated potentials 
traveling along the ambient magnetic field with different drift velocities, Vdi and vd2· Since 
these two potentials have a relative velocity jvd1 - vd2l, they gradually come close, and they are 
aligned in the perpendicular direction at some time. At that moment, E.1. decrease between two 
potentials, and trapped electrons are mixed in the perpendicular direction. Since elec rons are 
already balanced with potentials, these mixed electrons lose their parallel drift energy, being 
affected by a potential, which is oscillating with a different phase, and then the relative drift 
velocity of two potentials (lvd1 - vd2 1) decreases. Through this mixing process, the parallel 
drift energy of the mixed electrons is converted to thermal energy. In a long time evolution, 
two potentials are aligned completely in the perpendicular direction, forming a single coherent 
one-dimensional potential. 

6.4.4 Trapping and cyclotron p eriod 

In the electron bump-on-tail instability, the magnetic field is effective for the perpendicular 
coherency, if the time period of electron cyclotron motion is as short as the characteristic time 
period of nonlinear evolutions. In the present simulations of the bump-on-tail instability, the 
characteristic time period is determined by electrons trapped in electrostatic potentials. During 
the perpendicular striation process, the potentials coalesce with each other to decrease total 
potential energy in the simulation system. 

Run A 1.0 0.184 5.43 
RunB 0.4 0.187 2.14 
RunC 0.2 0.185 1.08 

Table 6.5: Electron cyclotron frequencies Oe, trapping frequency wr, and their ratios in 
Runs ArvC, the simulation runs of the electron bump-on-tail instabilities. 

As mentioned in Section 3.4, the resonant electrons trapped in electrostatic potentials are 
oscillating with a trapping frequency WT which is given by 

WT = Je~k (6.1) 

where Ew is the amplitude of the electrostatic wave in which electrons are trapped, k is the wave 
number, and e and m are the charge and the mass of an electron, respectively. For formation 
of uniform potentials through striation process in the perpendicular direction, the electron 
cyclotron frequency must be larger than the trapping frequency ( ne/ Wr ~ 1). This indicates 
that a certain magnitude of the ambient magnetic field is necessary for the formation of ESW 
potentials. In the present study, the ratios of Oe/Wr in each run of the electron bump-on-tail 
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instability are presented in Table 6.5. For all the present simulation runs, the cyclotron motion 

yields a substantial effect on the striation process during one trapping period, while we could 

not find the ESW formation only in Run C with Oe/Ile = 0.2. We need to look for another 

mechanism that prevents ESW formation. 

6.4.5 Enhanced thermal fluctuations 

The formation process of one-dimensional ESW from the electron bump-on-tail instability is 

subject to the enhanced thermal fluctuations. In the present case (k..\0 ~ 1), the thermal 

fluctuations W are written as 

w 1"-.J 
noTe 

no..\~ 
noTe 
-- (6.2) 

A 

This equation indicates that the thermal fluctuations are inversely proportional to the plas­

ma parameter A, i.e., the number of particles per Debye cube. In the real space plasma, for 

example in the PSBL, ).0 ~ 4.0 x 102 (m) and n0 ~ 1.0 (cm-3). When we assume a two­

dimensional sys em, where all the variations of spatial parameters are two-dimensional, the 

plasma parameter in such a two-dimensional system A2o is written as noAb. With the param­

eters in the PSBL, A20 ~ 1.6 x 1011 . In the present simulation systems, on the other hand, 

A20 = 34,603, 008/(64 x 64) = 8, 448. This is much smaller than that in the PSBL. This in­

dicates that the thermal fluctuations are much more enhanced in the present simulations than 

those in the PSBL. 
To confirm the influences of the enhanced thermal fluctuations, we performed a series of 

simulation runs of the bump-on-tail instability varying the number of superparticles in the 

simulation system. In Figure 6.16, we present the time evolution of spatial profiles of potentials 

in one of these simulation runs. In this simulation, we used only 8,650, 752 superparticles as 

shown in Run D of Table 6.2, which are 1/4 of those in the previous runs [Runs A/"-.JC]. All 

the other parameters are the same as those in Run B. In Figure 6.16, the spatial structures of 

potentials are less coherent with much noise in the initial phase. Since the coherent potential 

structures excited by the bump-on-tail instability are not so large, they are tend to be diffused 

because of the enhanced thermal fluctuations. For example, the E11 energy density in the 

final state of Run B, where two clear ESW potentials are formed, is almost the same order of 

the thermal noise level in Run D. Therefore, the electrostatic potential structures are almost 

completely diffused by the enhanced thermal fluctuations in Run D. In addition, we can also 

find the effects of these fluctuations even in the beginning of the coalescence process, as shown 

at t = 32.58xTpe· The potentials contain much more fluctuations in the perpendicular direction 

at saturation time in Run D, which are less coherent than those in Run B. 

The coh r ncy of electrostatic potentials at the saturation can be expressed as a function 

of the thermal fluctuation level. ssuming that the most dominant parallel mode Ell with the 

maximum growth rate 111 and an oblique mode Eo with a smaller growth rate 'Yo ( ro < 111) grow 

from the same thermal fluctuation level ET we can derive the following relation, 

ln Eu.s = (1 - '"Yo) ln Eu,s 
Eo,s "'ll Er 

(6.3) 
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Figure 6.16: Spatial profiles of potentials at different times, t = 32.59, 65.19, 130.37xTpe 

in Run D of Table 6.2. In this simulation, the number of superparticles is ,650, 752, and 

other parameters are the same as those in Run B (ne/lle = 0.4) . 
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where E u,s and Eo,s are the saturation levels of E 11 and Eo , respectively. Therefore, a high 
coherency of the parallel mode, i.e., a large E u,s/ Eo,s can be attained when ET is small enough. 
This effects of the enhanced thermal fluctuations are described in Section 4.2. 

In a simulation run with a larger number of superparticles, the smaller thermal fluctuations 
will give a higher coherency of electrostatic potentials in the perpendicular direction. Although 
we did not find the formation of ESW in Run C (f2e/Ile = 0.2), use of a much larger number 
of superparticl s would have yielded ESW formation . 

6.4.6 D ecay process through coupling of potentials and lower hy­
brid waves 

During the formation process of the two-dimensional ESW from the warm electron two-stream 
instability [Run J] , the parallel potential energy E 11 is decreasing after coalescence phase, as 
shown in the lower panel of Figure 6.11. At the same time, the perpendicular potential energy 
E.1. is increasing, and strong quasi-perpendicular waves are excited. This suggests that parallel 
potential energy decay to perpendicular waves. These perpendicular waves are the lower hybrid 
waves as clear y shown in Figure 6.17. In this figure , we can find two clear branches of waves, the 
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Figure 6.17: The w-k diagram of the E l. field for Run J. The spectra are obtained by 
Fourier transforming the E 1. field in space and time (t = 0.25 rv 1043.6 x Tpe)· The 
plotted modes are perpendicular to the ambient magnetic field. 

upper hybrid waves and the lower hybrid waves at high and low frequency regions, respectively. 
The dispersion relation of the lower hybrid waves in hot plasma is written as 

(6.4) 
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where Vs is the sound speed which is defined as 

V s = "reTe+ liTi (6.5) 

where {e and { i are so-called the ratio of specific heats of electrons and that of ions, respectively. 
Equation 6.4 indicates that the branch of lower hybrid waves asymptomatically approaches the 
line of w = kv5 • Assuming adiabatic compressions in the two-dimensional system, we can t ake 
for { e = 1 and {i = 2, then v5 ~ 0.3 in the present simulations. In Figure 6.17, the branch of the 
low frequency waves asymptomatically approaches this line. We can conclude that these low 
frequency waves, propagating in the direction almost perpendicular to the ambient magnetic 
field, are the lower hybrid waves. 

The energy decay process occurred through coupling between potentials drifting along 
the magnetic field and quasi-perpendicular lower hybrid waves are explained as follows. 
As shown in Figure 6.18, since lower hybrid waves propagate in the almost perpendic­
ular direction, their parallel phase velocity V<J> II is very large. Thus these waves cou­
ple with potentials drifting along the ambient magnetic field with large drift velocities 
Vd· Parallel potential energy decay into lower hybrid waves through this coupling process. 
To confirm this assumption, we cal-
culate drift velocities of potentials 
and parallel phase velocities of the 
lower hybrid waves in this simula­
tion. As demonstrated in the one­
dimensional simulations in the pre­
vious chapter, drift velocities of po­
tentials formed from the two-stream 
instability are almost equal to a half 
of the initial drift velocity of the 
electron beam ( Vd rv 2). On the 
other hand, the frequencies of the 
lower hybrid waves are almost equal 
to 0.12 {WLHR rv 0.12), as shown in 
Figure 6.17. According to the dis­
persion relation of the lower hybrid 
waves defined as Equation 6.4, the 
perpendicular wave number of the 
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Figure 6.18: Schematic drawing of coupling be­
tween potentials drifting along the magnetic field 
and quasi-perpendicular lower hybrid waves. 

lower hybrid waves are calculated as 0.22 (kl. ~ 0.22). The phase velocity of the lower hybrid 
waves in the direction perpendicular to the ambient magnetic field V<J>J.. , therefore, is almost 
equal to 0.54 ( V<J>l. = WLHR/ k.1. ~ 0.54). The lower hybrid waves are propagating in the direc­
tion not completely perpendicular to the ambient magnetic field. They are oblique propagating 
waves as already presented in Figure 6.12 in the previous section. Figure 6.12 shows k11 -k1. 
profile of potentials at t = 97.77 X Tpe in Run J. Oblique line indicates the line of kl./ku rv 4. 
We can find clear quasi-perpendicular waves almost on this line. These waves are the quasi­
perpendicular lower hybrid waves coupling with potentials drifting along the magnetic field. 
The phase velocities of the lower hybrid waves in the direction parallel to the ambient magnetic 
field, therefore, are about four times of those in the perpendicular direction ( v4>11 ~ V<J>J. x 4). As 
a result , the phase velocities of the lower hybrid waves in the parallel direction are about 2.2 
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( v<PII ~ 2.2), which are almost equal to the drift velocities of the parallel drifting electrostatic 
potentials ( v<PII ~ vd). This r sult indicates that the electron hall potentials drifting along the 
magnetic field and the quasi-perpendicular lower hybrid waves are coupling with each other, 
and parallel potential energy decay to perpendicular lower hybrid waves through this coupling 
process. 

During decay phase, the parallel drift energy of electron beams is decreasing and the per­
pendicular thermal energy of ions is increasing. Through this coupling process, the parallel 
drift energy of electron beams is also converted to the perpendicular thermal energy of ions. 

6.5 Summary 

In this chapter, we performed two-dimensional electrostatic particle simulations of the electron 
bump-on-tail instability and the electron two-stream instability. We confirmed the formation 
of the stable one-dimensional ESW in the bump-on-tail instability and the formation of the 
stable two-dim nsional ESW in the warm two-stream instability owing to the ion dynamics. In 
this section, we summarize the results of these two-dimensional simulations, and present our 
conclusions of the generation mechanism of the one-dimensional ESW in the Earth's magnetotail 
and the two-dimensional ESW in the auroral region. 

6.5.1 ESW formation in the Earth's magnetotail 

The two-dimensional electrostatic particle simulations demonstrated that one-dimensional 
ESW, observed in the PSBL region of the Earth's magnetotail, can be formed from the electron 
bump-on-tail instability in the presence of some magnitudes of the ambient 1nagnetic fields. The 
formation process of one-dimensional ESW are affected by the finite Larmor radius of electrons. 
In the simulation runs with weaker magnetic fields, ESW are much more coherent even in the 
initial state. This indicates that too strong magnetic field is not favorable for the formation of 
o e-dimensional ESW. In the nonlinear stage, however, potentials are aligned in the perpen­
dicular direction, forming uniform one-dimensional ESW due to the potential striation process, 
as shown in Figure 6 .1. 

It is difficult to estimate the lower and upper limits of the favorable magnitude of the 
magnetic field for ESW formation. This is because the formation process of ESW are critically 
subject to the diffusion by the enhanced thermal fluctuations. The perpendicular coherency of 
ESW at the saturation of the instability is also a function of the thermal fluctuations, which 
are much enhanced in the particle simulations, as stated in Section 4.2. 

In the PSBL region, where ESW are frequently observed, the magnetic fields are very weak 
Oe/lle rv 0.2. According to the present analysis of the linear and nonlinear formation processes 
of ESW, we concluded that ESW can be formed with a magnetic field Oe/Ile = 0.2 or weaker in 
the real magnetotail plasma, where the thermal fluctuations are far less than those in particle 
simulations. ESW formed in such a weak magnetic field are expected to have very clear one­
dimensional structure uniform in the direction perpendicular to the ambient magnet· c field. 

On the other hand, some ESW observed in the near Earth PSBL region are reported to have 
two-dimensional structures. In such near Earth PSBL region, the magnitude of the ambient 
magnetic field is larger than that in the distant magnetotail PSBL region. This is consistent with 
the above simulation results that not coherent potentials are excited in the case with a strong 
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magnetic field. These potentials, however, aligned in the perpendicular direction as time goes 
on, forming one-dimensional potentials. This is also consistent with the Geotail observations 
that most of ESW observed in the near Earth PSBL region still have one-dimensional structures 
uniform in the direction perpendicular to the ambient magnetic field. The tendency of the two­
dimensional ESW observed by the Geotail spacecraft in the near Earth PSBL region based on 
our simulation results is investigated by Kojima [1998]. 

It is noted that the density ratio R = 0.03 is the minimum value with which we could find 
formation of ESW in the present particle simulations. In a run with a weaker electron beam, 
electrostatic potentials at saturation of the instability are very small, and , hey are diffused by 
the enhanced thermal fluctuations. The thermal fluctuations can be suppressed by increasing 
the number of superparticles in the simulation system. However, this requires larger memory 
area and longer computation time than available in the computer system used for the present 
study. Although the assumed density ratio may be larger than those observed in the PSBL 
region, we believe that the essential physical process of nonlinear evolutions of the bump-on-tail 
instability is successfully reproduced in the present simulation. 

6.5.2 ESW formation in the auroral region 

We performed two-dimensional electrostatic particle simulations of the electron two-stream in­
stabili y, and confirmed that isolated two-dimensional structures, which are frequently observed 
in the auroral region, can be formed from the electron two-stream instability owing to the ion 
dynamics. The time evolution of potentials is summarized as follows. Large amplitud two­
dimensional potentials are excited by the initial electron beam instability. After the saturation 
of the instability, they coalesce with each other and become isolated in the parallel direction. 
Then, these potentials are gradually aligned in the perpendicular direction, forming uniform 
one-dimensional potentials. These potentials, however, are divided in the perpendicular di­
rection by quasi-perpendicular lower hybrid waves excited through coupling with potentials 
drifting along the ambient magnetic field, leading to formation of isolated two-dimensional 
potentials. In a long time evolution, these isolated two-dimensional potentials are gradually 
aligned in the perpendicular direction again. Finally they become one-dimensional potentials 
uniform in the direction perpendicular to the ambient magnetic field. 

In the auroral region, where two-dimensional ESW are frequently observed, 've can expect 
strong electron beams are drifting along the ambient magnetic field. When ion temperature 
is hot enough in comparison with electron temperature, such strong electron beam excite very 
strong instability, then isolated two-dimensional potentials are formed through coupling of 
electron hall potentials and quasi-perpendicular lower hybrid waves. We conclude that these 
isolated two-dimensional potentials are observed as two-dimensional ESW in the auroral re­
gion. In a long time evolution, however, these two-dimensional potentials are aligned in the 
perpendicular direction, forming stable one-dimensional potentials through the striation pro­
cess. This suggests that the perpendicular spatial scale of the two-dimensional ESW becomes 
larger as time goes on. ESW will have more one-dimensional structures in a far region in 
comparison with those in a near region from their generation point. ccording to observations 
of two-dimensional ESW by the FAST and the Polar satellites, spatial scale of solitary waves 
in the perpendicular direction observed by the Polar satellite are larger than that observed by 
t he FAST satellite. The Polar satellite observed two-dimensional ESW at radial distances of 
2.02 to 8.5 RE, and the FAST satellite observed two-dimensional ES\iV at much lower altitude, 
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the downward current regions of the mid-altitude auroral zone ( rv3000 km). This may indicate 

that the generation point of two-dimensional ESW in the auroral region are near the downward 

current regions of the mid-altitude auroral zone. 

Chapter 7 

Summary and Conclusions 

7.1 Summary of the present study 

This thesis investigated the formation mechanism of ESW via one- and two-dimensional elec­

trostatic particle simulations. There are two types of ESW reported by satellite observations 

in different regions, in the Earth's magnetotail region and in the auroral region. These two 

ESW have different characteristics with respect to the spatial structure and the strength of 

the electric field. We confirmed these two types of ESW are generated by different electron 

beam instabilities by performing one- and two-dimensional electrostatic particle simulations. 

The followings are summaries of each chapter in the present thesis. 

In Chapter 1, We presented a brief introduction of the present study and provided overviews 

of the Earth's magnetotail region and the auroral region, and plasma waves observed in each 

region. We also presented a review of BEN emissions. BEN has been observed by many satellites 

in many regions in space, and had been considered as "noise" by its broadband spectrum until 

BEN's waveform was observed by the Geotail spacecraft. 
The Geotail spacecraft observed the waveform of BEN emission, and found they are com­

posed of sequences of impulsive solitary waves. These impulsive solitary waves are termed ESW. 

In Chapter 2, we introduced two observations of ESW. One is observed by the Geotail space­

craft in the Earth's PSBL region, the other is observed by the FAST and the Polar satellites in 
the auroral region. The characteristics of ESW observed by the Geotail spacecraft are the weak 

electric fields and the one-dimensional spatial structure uniform in the direction perpendicular 

to the ambient magnetic field. On the other hand, the characteristics of ESW observed in the 

auroral region are the strong electric field and the two-dimensional spatial structure. The Geo­

tail/PWI team proposed ESW potential model based on the Geotail/WFC data analyses that 

is the impulsive waveforms of ESW correspond to sequences of isolated electrostatic potentials 

traveling along the ambient magnetic field. According to the Geotail observations and previous 

simulation studies of electron beam instabilities, we proposed a generation model of ESW that 

the electrostatic potentials of ESW are stable BG K potentials, and these BG K potentials are 

generated through nonlinear evolutions of electron beam instabilities. We performed computer 

simulations to confirm our generation model of ESW. 
Before performing computer simulations, we described linear and nonlinear theory of elec­

tron beam instabilities in Chapter 3. In this chapter, we defined the initial velocity distribution 

functions of electrons, the two-stream instability, the weak-beam instability and the bump­

on-tail instability, which are referenced to the following one- and two-dimensional particle 

simulations. We analyzed linear dispersion relations of these electron beam instabilities, and 

discussed their parametric dependence on the magnitudes of the static magnetic fields and the 

propagation angles to the magnetic field. Then, we made a brief review of BGK equilibrium 
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and nonlinear trapping theory. Both of them are basic nonlinear theories in the present study. 

To perform one- and two-dimensional electrostatic particle simulations efficiently, we devel­

oped a new electrostatic particle code based on KEMPO. In Chapter 4, we described this elec­

trostatic particle cod kuES2. This simulation code is specialized to one- and two-dimensional 

electro tatic particle simulations with a hug number of sup rparticles. In the presen study, 

we rform done- and two-dimensional ele tro tatic particle simulations with kuES2. We also 

mention to two methods in parallelizing particle codes for parallel computers with multiple pro­

cessors. In addition, we mention d to effects of the enhanced thermal fluctuations in particle 

simulations. The thermal fluctuations are numerically enhanced in particle simulations, and 

affect simulation results, especially in the two-dimensional system, where oblique mode waves 

exist. We also explained the simulati n systems and parameters used in the following one- and 

two-dimensional comput r simulations. 

In Chapter 5, w performed one-dimensional electrostatic particle simulations. At first, we 

perform d one-dim nsional simulations without ion dynamics of the above mentioned three typ­

ical electron beam instabilities, the two-stream instability, the weak-beam instability and the 

bump-on-tail instability. In these simulations, we confirmed that isolated electrostatic poten­

tials are formed through nonlinear evolutions of the two-stream instability and the bump-on-tail 

instability. Th se potentials formed and balanced with trapped and untrapped electrons, and 

very stahl for a long time. These stable potentials are BG K potentials, which is assumed as 

the stable pot ntials of ESW. We concluded that ESW can be excited through nonlinear evolu­

tions of the two-stream instability and the bump-on-tail instability. The most clear difference 

is the trength of the electric fields between these two ESW. The electric fields of ESW excited 

by the two-stream instability are very strong, and those of ESW excited by the bump-on-tail 

instabili :y are very w ak. 

Next, we further p rform d one-dimensional simulations with ion dynamics of the two­

stream instability and the bump-on-tail instabili y, and estimated effects of the ion dynamics on 

the formation me hanism and the long time stability of ESW. We confirmed ESW formed from 

the two-stream instability are critically affected and tend to be diffused by the ion dynamics. 

On the other hand, ESW formed from the bump-on-tail instability are hardly affected by the 

ion dynamics. 

Comparison between thes results of the one-dimensional simulations and ESW observations 

of the Geotail spac era t and those of the FAST and the Polar satellites lead us to the follow'ng 

conclusions. In the Earth's PSBL region, ESW are generated through the nonlinear evolutions 

of the bump-on-tail instability. While in the auroral region, ESW are generated through the 

nonlinear volutions of the two-stream instability. 

In Chapter 6, we perform d two-dimensional electrostatic particle simulations of the elec­

tron two-stream instabilit and the electron bump-on-tail instability, and confirmed the spatial 

structures and the stability of ESW excited by these two electron beam instabilities in the 

two-dimensional system. 

In Section 6.2, we p rformed two-dimensional simulations of the electron bump-on-tail in­

stability as a g n ration me hanism of ESW in the Earth's PSBL region, and confirmed the 

formation of clear on -dimensional ESW. We examined three simulation runs without ion dy­

namics for different magnitudes of the ambient magnetic field, and estimated their effects on 

the formation mechanism and the stability of ESW. The strength of the magnetic field is a 

cont oiling parameter of the coh en y of ESW in the direction perpendicular to the ambi-
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ent magnetic field. In the simulation runs with weaker magnetic fields, ESW are much more 

coherent even in the initial state. In the nonlinear stage, however, potentials are aligned in 

the perpendicular direction, forming uniform one-dimensional potentials due to the potential 

striation process. 

In the present simulations, though a weak magnetic field is favorable for the formation of 

one-dimensional ESW, we could not confirm the formation of ESW in the run with a very 

weak magnetic field. This is because the formation process of ESW is critically affected by the 

enhanced thermal fluctuations. Since ESW excited in the run with a very weak magnetic field 

have smaller potentials than those in the run with a stronger magnetic field, they are easily 

diffused due to the enhanced thermal fluctuations. The analysis of the linear and nonlinear 

formation processes of ESW indicated that very clear one-dimensional ESW can be formed 

with a very weak magnetic field in the real magnetotail plasma, where the thermal fluctuations 

are far less than those in the present simulations. 

These simulation results are consistent with the Geotail observations that the clear one­

dimensional ESW are observed in the Earth's magnetotail PSBL region, where the magnitude 

of the magnetic field is very weak. In addition, these are also consisten with the recent 

observations of the two-dimensional ESW in the near Earth PSBL region, where the magnitude 

of the magnetic field is relatively large. 

In Section 6.3, we performed two-dimensional simulations of the electron two-stream insta­

bility as a generation mechanism of ESW in the auroral region, and confirmed the formation 

of isolated two-dimensional ESW. At first, we performed four simula ion runs without ion dy­

namics for different parameters, the temperature of the electron beams and the magnitude 

of the ambient magnetic field. In these simulations, we confirmed clear potential structures 

in runs with a strong magnetic field. ESW excited from the two-stream instability formed 

by cold electron beams have isolated two-dimensional structures due to the existence of the 

quasi-perpendicular electrostatic whistler waves. In a long time evolution, however, these two­

dimensional potentials gradually decay to the electrostatic whistler mode waves. On the other 

hand, ESW excited from the warm two-stream instability have one-dimen ional structure. This 

is because the quasi-perpendicular whistler waves are subject to the Landau damping. 

Further, we performed simulation runs with ion dynamics, and isolated two-dimensional 

ESW are formed from the warm electron two-stream instability. In the simulation run of the 

warm electron two-stream instability with ion dynamics, the quasi-perpendicular lower hybrid 

waves are excited through coupling with parallel drifting potentials. These lower hybrid waves 

separate potentials in the direction perpendicular to the ambient magnetic field, leading to 

the formation of isolated two-dimensional potentials. These potentials are very stable for a 

long time, and their spatial scale is almost equal to the Larmor radius of ions. These natures 

of the isolated two-dimensional potentials are consistent with the observat · ons of ESW in the 

auroral region. In a long time evolution, however, these isolated two-dimensional potentials are 

gradually aligned in the perpendicular direction again due to the potential striation process. 

This suggests that the perpendicular spatial scale of the two-dimensional ESW becomes larger 

as time goes on. ESW will have more one-dimensional structures in a far region in compari on 

with those in a near region from their generation point. 
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7.2 Conclusions 

BEN emissions were first observed in the Earth's magnetotail region by the IMP 8 spacecraft 

in 1976 [ Gurnett et al. , 1976] . From this time, many satellites have observed similar broadband 

emissions and many scientists have tried to explain generation mechanisms of such broadband 
"noise '. Most of them considered BEN emissions were generated via ion beam driven instabil­
ities. However, the waveform observation by the Geotail spacecraft revealed the waveform of 

BEN emissions are not continuous "noise", but are composed of sequences of impulsive solitary 

waves, which are termed ESW. The impulsive waveforms of ESW correspond to sequences of 
isolated electrostatic potentia s. This indicates that stable electrostatic potentials exist in the 

real space plasma. 

Meanwhil , on dimensional computer simulations of electron beam instabilities were first 
performed with Vlasov code in 1967 [Berk and Roberts, 1967]. In this simulation result , the 

formation of a clear vortex in x-vx phase space, which corresponds to a electrostatic potential, 
is confirmed. From this time, many simulations of electron beam instabilities have been per­
formed, and found the formation of similar potential structures. In addition, such potential 
structures were already confirmed in laboratory plasma [e.g. , Saeki et al. , 1979]. 

It it; asily understood that su h isolated ele trostatic potentials correspond to impulsive 

spikes of the elec ric fi ld, and that these spiky electric field have broadband spectra in frequency 
space. Howev r, no one had combined these spiky electric fields and the broadband spectra of 
BEN emissions, until the Geotail observation revealed the spiky waveforms of BEN emissions in 
1994 [Matsumoto et al, 1994b]. This is because such clear electrostatic potentials are considered 

to be unstable in the real space plasma where the magnetic field is weak and the plasma 
environment rapidly changes. The Geotail observations and the simulation results of the present 
study, however, demonstrated that stable electrostatic potentials can exist in the real space 
plasma, and the lectron beam instabilities are frequently taking place in various regions of the 

Earth's magn tosphere, e.g., in the PSBL region. 

The present simulation study also demonstrated that stable electrostatic potentials are 
excited by even a very weak electron beam in space plasma. In the electron bump-on-tail 
instability, since the modulations of electrons is limited in phase space, the initial instability 
saturate in a relatively short time, and nonlinear evolutions of potentials form stable BGK po­

tentials through coal scence. In one-dimensional computer simulations, we further investigated 
parametric dep ndence of these electrostatic potentials on the ion dynamics. These simulations 
are the first att mpt in terms of xplaining the relation between the spiky waveforms of BEN 

emissions and the corresponding! observed high-energy ion flows. 

The analysis of the long tim volutions of electrostatic potentials in two-dimensional system 

is, of course, a new approach in space plasma physics. Especially, the potential striation 

process in the direction p rp ndicular to the ambient magnetic field and the coupling process of 
potentials drifting along the magnetic field and quasi-perpendicular lower hybrid waves are new 
findings. Due to the potential striation process, the spatial scale of ESW in the perpendicular 

direction becom larger, as time goes on. In other words, the perpendicular spatial scale of ESW 
are related to the distance from their generation points. Some statist· cal Geotail/WFC data 

analys s of the perpendicular spatial scale of ESW based on this simulation result are conducted 
by Kojima [1998] and Omura et al [1999b] . The results of these statistical analyses indicate 

the possibility of using the characteristics of ESW in remote sensing of particle acceleration 
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processes such as a magnetic reconnection and a shock formation. 

On the other hand, the coupling process of pot n ials and lower hybrid waves is a new 
nonlinear physical process in plasma physics. Most of all the coupling processes in plasma 

physics are either wave-wave coupling or wave-particle coupling. While this coupling process 
is that of spatially isolated potentials and waves. Though the coupling process itself is very 

simple and easy to understand, this simulation study is the first finding and presenting of the 

coupling of waves and neither waves nor particles but electron hall potent ials. This indicates 
that particle simulations are very useful in investigating a new aspect of nonlinear plasma 

physics. 

7.3 Future works 

Electromagnetic simulations 

In the present study, all the simulations are performed based on the electrostatic approxima­
tion. Since ESW are revealed to be purely electrostatic waves, the generation mechanism of 

ESW should be expressed as electrostatic processes. In a long time evolution) however , it is 

enough possible that such solitary structures of potentials radiate some electromagnetic waves, 
and solitary structures, which are stable in the electrostatic environment, are diffused through 
such the radiation process. Especially, the isolated two-dimensional ESW in the auroral region 
are able to become sources of some electromagnetic radiations emitted from that region, for ex­

ample, Auroral Kilometric Radiation (AKR) , Auroral Myriametric Radiation ( MR) and some 
other waves. We have to perform electromagnetic particle simulations of long time evolutions 

of the electron beam instabilities in the near future . 

Technical development 

In two-dimensional computer simulations, we have two technical problem in terms of restric­
tions of memory area and calculating time. One is coarse spatial resolution, which gives rise to 

numerical damping of electric fields. This attenuation is suspected to affect the stability of ESW 

critically. The other is a limited number of superparticles, which gives rise to the enhanced 
thermal fluctuations as discussed in Sections 4.2 and 6.4. Currently we use 34 millions super­
particles in the two-dimensional simulation system, but this is not sufficient to suppress the 

thermal fluctuation. These two problems are related to each other. For example, if we increase 
grid points, the number of superparticles in one grid of the simulation system is decreased and 

the thermal fluctuations are enhanced. 

Two-dimensional Vlasov code In the present study, we could not ignore numerical thermal 

fluctuation, which may suppress plasma phenomena with weak amplitudes. We cannot avoid 

this fluctuation as far as using particle code. Two-dimensional Vlasov code is a very effective 

tool to suppress numerical thermal fluctuation drastically. In this code, Vlasov equation and 

Poisson 's equation are self-consistently solved. Since all the variables used in this code are 

Eulerian, which are defined on the fixed spatial grid points, vectorization and parallelization 

would work very effectively in performing simulations by this code. Although a very huge 

memory area is also necessary, this is exp cted to be a very effective tool for analysi of various 



120 CHAPTER 7. SUMMARY AND CONCLUSIONS 

plasma phenomena, especially such phenomena that are critically affected by the enhanced 
thermal fluctuation. 

Boundary condition Since the boundary condition is taken a.s periodic, one-dimensional 
ESW in the simulation system correspond to those with infinite width in the perpendicular 
direction. In the real space, however, any potential cannot have infinite structure, and must 
be localized. In studying the stability of the localized potential structure, it is very important 
to include the effects of the boundary condition in the perpendicular direction. We will have 
to study differences due to the boundary condition by performing computer simulations with 
another boundary condition, such as a free boundary condition. In such simulation runs, we 
need a large simulation system in the perpendicular direction. 
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