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Abstract

For a Riemann surface $S$, let $\text{End}(S)$ denote the set of all holomorphic endomorphisms of $S$. It is a semigroup with the semigroup operation being composition of maps. A rational semigroup is a subsemigroup of $\text{End}(\mathbb{C})$ without any constant elements. The study of dynamics of rational semigroups can be regarded as a generalization of the study of usual one-dimensional complex dynamics, Kleinian groups and iterated function systems generated by conformal maps in $\mathbb{C}$. We can define Fatou sets and Julia sets for rational semigroups. In general the Julia set is not forward invariant under each element of the semigroup. This is the most difficult aspect of the study of rational semigroups. For example, the Julia sets may have non-empty interior points. But if $G = \{f_1, \ldots, f_m\}$ is a finitely generated rational semigroup, then the Julia set $J(G)$ of $G$ satisfies the \textit{backward self-similarity}, that is, $J(G) = \bigcup_{j=1}^{m} f_j^{-1}(J(G))$. From this we can show that if $G = \{f_1, \ldots, f_m\}$ satisfies the \textit{open set condition}, then the interior of the Julia set of $G$ is empty (Proposition 2.6.3). We have another sufficient condition that the Julia sets have empty interior points (Theorem 2.6.4).

In Chapter 1, we see the definition of Fatou sets and Julia sets and will see some fundamental properties.

In Chapter 2, we define hyperbolic, sub-hyperbolic, semi-hyperbolic and expanding semigroups. These are some \textit{standard} classes of rational semigroups. For any finitely generated rational semigroups, hyperbolicity and expandingness are equivalent under some small assumptions (Theorem 2.1.38, Theorem 2.1.39 and Theorem 2.4.17). In Section 2.1, we show that if a rational semigroup $G$ is sub-hyperbolic or semi-hyperbolic, then there is no wandering domain in the Fatou set of $G$. Furthermore, if we assume $G$ is finitely generated, then there exists an \textit{attractor} in the Fatou set of $G$.

In Section 2.2, we consider the continuity of the Julia set with respect to the perturbation of the generators. If a finitely generated rational semigroup has an attractor in the Fatou set, then the Julia set moves continuously. Furthermore, if a finitely generated rational semigroup is hyperbolic and the backward images of the Julia set by the generators are mutually disjoint, then the Julia set moves by holomorphic motion.

In Section 2.3, it is shown that if $G$ is a finitely generated rational semigroup and the post critical set is included in a component of the Fatou set of $G$, then the Julia set of $G$ has a kind of self-similar-like structure.

In Section 2.4, we will consider the skew products of rational functions. The "Julia set" of any skew product is defined to be the closure of the union of the fiberwise Julia sets. We will define hyperbolicity and semi-hyperbolicity. We will show that if a skew product is semi-hyperbolic, then the Julia set is equal to the union of the fiberwise Julia sets and the skew product has the contraction property with respect to the backward dynamics along fibers.

In Section 2.5, we will consider necessary and sufficient conditions to be semi-hyperbolic. We will show that any sub-hyperbolic semigroup without any superattracting fixed point of any element of the semigroup in the Julia set is semi-hyperbolic.

In Section 2.6, we will show that if a finitely generated rational semigroup $G$ is semi-hyperbolic and satisfies the open set condition with the open set $O$ such that $\mu(O \cap J(G)) < \infty$, then 2-dimensional Lebesgue measure of the Julia set is equal to 0.

We consider the Hausdorff dimension of the Julia sets of rational semigroups. To investigate that we construct the \textit{subconformal measures} (Section 2.8). If we assume strong open set condition, we can also construct the conformal measures (Section 2.7). If a rational semigroup has at most countably many elements and the $\delta$-Poincaré series converges, then we can construct $\delta$-subconformal measures. We will see that if $G$ is a finitely generated semi-hyperbolic rational semigroup, then the Hausdorff dimension of the Julia set is less than the exponent $\delta$ (Theorem 2.8.7). If $G$ is a finitely generated semi-hyperbolic rational semigroup and the backward images of the Julia set by the generators are mutually disjoint, then the Hausdorff dimension of the Julia set is equal to the infimum of exponents whose Poincaré series converge and is equal to the unique exponent $\delta$ which allows us to construct the $\delta$-conformal measure. Furthermore, $\delta < 2$ and the $\delta$-Hausdorff measure of the Julia set is strictly positive and finite. (Theorem 2.7.4, Corollary 2.7.3, Corollary 2.7.6). To show those results, the contracting property of backward dynamics will be used.

In Chapter 3, for any finitely generated rational semigroup $G = \{f_1, \ldots, f_m\}$ we consider the skew product constructed by the generator system.

If $G = \{f_1, \ldots, f_m\}$ is an expanding finitely generated rational semigroup, then using the \textit{thermodynamical formalisms} on the skew product constructed by the generator system $\{f_1, \ldots, f_m\}$, we can get an upper estimate of the Julia set of $G$ (Section 3.1). In that inequality, if we assume that $\{f_j^{-1}(J(G))\}_{j=1, \ldots, m}$ are mutually disjoint, then we see that the equality holds.

In Section 3.2, we construct the \textit{(backward) self-similar measure}. That is, a kind of invariant measures whose projection to the base space (space of one-sided infinite words) are some Bernoulli measures. We will show the uniqueness for any weight without any assumption about hyperbolicity. Furthermore in Section 3.3, we calculate the metric entropy of those measures. We show that the topological entropy of the skew product constructed by
the generator system \( \{f_1, \ldots, f_m\} \) is equal to
\[
\log(\sum_{j=1}^{m} \deg(f_j))
\]
and there exists a unique maximal entropy measure, which coincides with the backward self-similar measure corresponding to the weight
\[
a_0 := \left( \frac{\deg(f_1)}{\sum_{j=1}^{m} \deg(f_j)}, \ldots, \frac{\deg(f_m)}{\sum_{j=1}^{m} \deg(f_j)} \right)
\]
Hence the projection of the maximal entropy measure of the skew product to the base space is equal to the Bernoulli measure corresponding to the above weight \( a_0 \). Applying this result if \( \{f_j^{-1}(J(G))\}_{j=1}^{m} \) are mutually disjoint, then we get a lower estimate of Hausdorff dimension of the Julia set of \( G \).

In the paper "Semi-hyperbolic transcendental semigroups" (a joint work with Hartje Kriete in Goettingen University, Germany), we consider some sufficient and necessary conditions to be semi-hyperbolic for semigroups generated by (transcendental) entire functions. We will consider some examples of semi-hyperbolic transcendental semigroups.

Notes

- A survey of results from Chapter 1 to Chapter 3 was published in Dynamics of Sub-hyperbolic and semi-hyperbolic rational semigroups and conformal measures of rational semigroups, In S. Morosawa, editor, RIMS Kokyuroku 1042: Complex Dynamics and Related Problems, Kyoto University, 1998, pp.68-78.
- Another survey of results from Chapter 1 to Chapter 3 will be published in Dynamics of rational semigroups and skew products, In M. Kisaka, editor, RIMS Kokyuroku: Research of Complex Dynamics, 1999.
- The paper "Semi-hyperbolic transcendental semigroups" is a joint work with Hartje Kriete in Goettingen University, Germany.
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Chapter 1
Introduction

1.1 preliminaries

For a Riemann surface $S$, let $\text{End}(S)$ denote the set of all holomorphic endomorphisms of $S$. It is a semigroup with the semigroup operation being composition of functions. A rational semigroup is a subsemigroup of $\text{End}(\mathbb{C})$ without any constant elements. We say that a rational semigroup $G$ is a polynomial semigroup if each element of $G$ is a polynomial.

**Definition 1.1.1.** Let $G$ be a rational semigroup. We set

$F(G) = \{ z \in \mathbb{C} \mid G \text{ is normal in a neighborhood of } z \}$, $J(G) = \mathbb{C} \setminus F(G)$.

$F(G)$ is called the Fatou set for $G$ and $J(G)$ is called the Julia set for $G$.

**Definition 1.1.2.** Let $G$ be a rational semigroup and $z$ be a point of $\mathbb{C}$. The backward orbit $G^{-1}(z)$ of $z$ and the set of exceptional points $E(G)$ are defined by:

$G^{-1}(z) \overset{\text{def}}{=} \{ w \in \mathbb{C} \mid \text{there is some } g \in G \text{ such that } g(w) = z \},$

$E(G) \overset{\text{def}}{=} \{ z \in \mathbb{C} \mid \# G^{-1}(z) \leq 2 \}$.

**Definition 1.1.3.** Let $G$ be a rational semigroup and $S = \{ f_\lambda \mid \lambda \in \Lambda \}$ a generator system of $G$. For each $g \in G$, We set

$\text{wl}_S(g) = \min \{ n \in \mathbb{N} \mid g = f_{\lambda_1} \cdots f_{\lambda_n} \}$.

We call $\text{wl}_S(g)$ the word length of $g$ with respect to $S$. 
Definition 1.1.4. A subsemigroup $H$ of a semigroup $G$ is said to be of finite index if there is a finite collection of elements $\{g_1, g_2, \ldots, g_n\}$ of $G$ such that $G = \bigcup_{i=1}^{n} g_i H$. Similarly we say that a subsemigroup $H$ of $G$ has cofinite index if there is a finite collection of elements $\{g_1, g_2, \ldots, g_n\}$ of $G$ such that for every $g \in G$ there is a $j \in \{1, 2, \ldots, n\}$ such that $g_i g \in H$.

Lemma 1.1.5. Let $G$ be a rational semigroup.

1. For any $f \in G$,
$$f(F(G)) \subseteq F(G), \quad f^{-1}(J(G)) \subseteq J(G),$$
$$F(G) \subseteq F((f)), \quad J((f)) \subseteq J(G)$$

2. Assume $G$ is generated by a compact subset $\Lambda$ of $\text{End}(\mathbb{C})$. Then
$$J(G) = \bigcup_{f \in \Lambda} f^{-1}(J(G)).$$

We call this property the **backward self-similarity** of the Julia set.

Proof. By definition, it is easy to show 1. Since $J(G)$ is backward invariant under $G$, we have
$$J(G) = \bigcup_{f \in \Lambda} f^{-1}(J(G)).$$

Suppose there exists a point $x \in J(G)$ that does not belong to $\bigcup_{f \in \Lambda} f^{-1}(J(G))$. There exists a neighborhood $U$ of $x$ in $\mathbb{C}$ such that $f(U) \subseteq F(G)$ for each $f \in \Lambda$. Take any $x' \in U$. Let $\epsilon > 0$ be any small number. Since $\bigcup_{f \in \Lambda} f(x')$ is a compact subset of $F(G)$, there exists a number $\delta_1 > 0$ such that if $d(f(x'), y) < \delta_1$ for some $f \in \Lambda$, then $d(g(f(x')), g(y)) < \epsilon$ for each $g \in G \cup \{\text{id}\}$. Take $\delta_2 > 0$ such that if $d(x', y') < \delta_2$ then $d(f(x'), f(y')) < \delta_1$ for each $f \in \Lambda$. Then we have that if $d(x', y) < \delta_2$, then $d(g(f(x')), f(y')) < \epsilon$ for each $g \in G \cup \{\text{id}\}$ and each $f \in \Lambda$. Hence we have $x \in F(G)$ and this is a contradiction. \qed

If a set $K$ satisfies that $K = \bigcup_{i=1}^{n} f_i^{-1}(K)$, we say that $K$ has backward self-similarity. Next lemma was shown in [HM1], [ZR].

Lemma 1.1.6 ([HM1], [ZR]). Let $G$ be a rational semigroup.

1. If a subsemigroup $H$ of $G$ is of finite or cofinite index, then
$$J(H) = J(G).$$

1.1. PRELIMINARIES

In particular, when $G$ is a rational semigroup generated by finite elements $\{f_1, f_2, \ldots, f_n\}$ and $m$ is an integer, if we set
$$H_m = \{g = f_1 \cdots f_k \in G \mid m \text{ divides } k\},$$
$$I_m = \{g \in G \mid g \text{ is a product of some elements of word length } m\}$$
then
$$J(G) = J(H_m) = J(I_m).$$

Here we say an element $f \in G$ is word length $m$ if $m$ is the minimum integer such that
$$f = f_1 \cdots f_m.$$

2. If $J(G)$ contains at least three points, then $J(G)$ is a perfect set.

3. If there is an element $g \in G$ such that $\deg(g) \geq 2$ or there is an element $g \in G$ such that $\deg(g) = 1$ and the order of $g$ is infinite, then
$$E(G) = \{z \in \mathbb{C} \mid \|G^{-1}(z)\| < \infty, \|E(G)\| \leq 2\}.$$

4. If a point $z$ is not in $E(G)$, then for every $z \in J(G)$, $z$ belongs to $G^{-1}(z)$. In particular if a point $z$ belongs to $J(G) \setminus E(G)$, then
$$G^{-1}(z) = J(G).$$

5. If there is an element $g \in G$ such that $\deg(g) \geq 2$ or there is an element $g \in G$ such that $\deg(g) = 1$ and the order of $g$ is infinite and $J(G)$ contains at least three points, then $J(G)$ is the smallest closed backward invariant set containing at least three points. Here we say that a set $A$ is backward invariant under $G$ if for each $g \in G$, $g^{-1}(A) \subseteq A$.

6. If $J(G)$ contains at least three points, then
$$J(G) = \{z \in \mathbb{C} \mid z \text{ is a repelling fixed point of some } g \in G\}.$$

Proposition 1.1.7. Let $\{Q_k\}$ be a family of polynomials that are not of degree one and $G$ be a polynomial semigroup generated by $\{Q_k\}$. 
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If a transformation \( \sigma(z) = \mu z + \tau \in \text{Aut}\mathbb{C}, \mu = \exp(\frac{2\pi i}{k}), k \in \mathbb{N} \) satisfies for every \( \lambda \)

\[
\sigma(J(Q_k)) = J(Q_k),
\]

then

\[
\sigma(J(G)) = J(G).
\]

Proof. For every polynomial \( Q \) that is not of degree one, \( J(Q) \) is completely invariant under a transformation \( z \mapsto (\exp(\frac{2\pi i}{k}))(z) \) if and only if \( Q = az^d P(z^k) \), where \( P \) is a polynomial, \( a \) is a number, and \( d \) is an integer ([Be1]). So it is easy to see the statement using Lemma 1.1.6.6. \( \square \)

Example 1.1.8. For a regular triangle \( p_1p_2p_3 \), we set \( g_i(z) = 2(z - p_i) + p_i, i = 1, 2, 3 \). And let \( G \) be a rational semigroup generated by \( \{g_i\} \), not as a group. Then \( J(G) \) is the Sierpiński Gasket.

In general, the Julia set of a rational semigroup may have non-empty interior points. For example, \( J((z^2, 2z)) = \{ |z| \leq 1 \} \). In fact, in [HM2] it was shown that if \( G \) is a finitely generated rational semigroup, then any super attracting fixed point of any element of \( G \) does not belong to \( \partial J(G) \). Hence we can easily get many examples that the Julia sets have non-empty interior points.

Since the Julia set of a rational semigroup may have non-empty interior points, it is significant for us to get sufficient conditions such that the Julia set has no interior points, to know when the area of the Julia set is equal to 0 or to get an upper estimate of the Hausdorff dimension of the Julia set.

We will try that using various information about forward dynamics of the semigroup in the Fatou set or backward dynamics of the semigroup in the Julia set.

1.2 Limit functions

First, we will give some comments about limit functions of semigroups. The study of limit functions plays a very important role in the study of complex dynamical systems. The forward invariant domains of iteration of rational functions are classified into five types by the limit functions([Be1], [Mi]).

Let \( S \) be a hyperbolic Riemann surface, \( S_\infty \) the one point compactification of \( S \), and \( H \) a subsemigroup of \( \text{End}(S) \).

Definition 1.2.1.

\( \mathcal{L}_H(S) \equiv \{ \varphi : S \to S_\infty \mid \text{there is a sequence } \{g_j\} \text{ of mutually distinct elements of } H \text{ such that } g_j \to \varphi \text{ locally uniformly on } S \text{ as } j \to \infty \} \).

Remark 1. Every family \( A \) of elements of \( \text{End}(S) \) contains a sequence that converges to an element of \( \text{End}(S) \) or \( \infty \). ([Mi]).

Lemma 1.2.2. Let \( S \) be a hyperbolic Riemann surface and \( H \) a subsemigroup of \( \text{End}(S) \). If \( g \in H \) is non-constant and \( \varphi \) belongs to \( \mathcal{L}_H(S) \), then \( \varphi g \in \mathcal{L}_H(S) \). Moreover if \( \varphi \) also belongs to \( \text{End}(S) \), then \( \varphi g \in \text{End}(S) \).

Proof. Let \( \varphi \) be an element of \( \mathcal{L}_H(S) \). There is some sequence \( \{f_j\} \) of mutually distinct elements of \( H \) such that \( f_j \to \varphi \). Then the sequence \( \{f_j g\} \) converges to \( \varphi g \) and \( \{f_j g\} \) are mutually distinct because \( g \) is non-constant. By definition \( \varphi g \) belongs to \( \mathcal{L}_H(S) \).

Next assume \( \varphi \) also belongs to \( \text{End}(S) \). The sequence \( \{g f_j\} \) converges to \( g \varphi \). We will show \( \{g f_j\} \) contains infinitely many elements that are mutually distinct. For each number \( i, j \), we set

\[
C_{ij} = \{ z \in S \mid f_i(z) = f_j(z) \}, \quad C = \bigcup_{i \neq j} C_{ij}.
\]

\( C \) is a countable set and we can take a point \( z \) of \( S \) which does not belong to \( C \). Then \( \{f_i(z)\} \) are mutually distinct and the sequence \( \{f_i(z)\} \) converges to \( \varphi(z) \) in \( S \). Now assume that there exists a subsequence \( \{j_k\} \) (of \( j \)) such that \( j_k \to \infty \) as \( k \to \infty \) and all elements of \( \{g f_{j_k}\} \) are equal to an element \( h \in \text{End}(S) \). Then for each \( k \), \( g f_{j_k}(z) = g \varphi(z) \) and this is a contradiction because \( g \) is non-constant. So \( \{g f_j\} \) contains infinitely many elements that are mutually distinct. By definition, it follows that \( \varphi g \) belongs to \( \mathcal{L}_H(S) \). \( \square \)

Lemma 1.2.3. Let \( S \) be a hyperbolic Riemann surface and \( H \) a subsemigroup of \( \text{End}(S) \) generated by a generator system \( \{g_1, \ldots, g_n\} \) such that \( \cup_{1 \leq i \leq n} \{g_i\} \) is a compact subset of \( \text{End}(S) \) with respect to the compact open topology. Let \( \varphi \) be a non-constant element of \( \text{End}(S) \) and suppose a sequence \( \{f_j\} \) in \( H \) converges to \( \varphi \) locally uniformly on \( S \). Then the following hold.

1. If \( \varphi \) is an injective map(resp. a covering map on \( S \)), then there exists a \( \lambda \in \Lambda \) such that \( g_i \) is an injective map(resp. a covering map on \( S \), an element of \( \text{Aut}(S) \)).

2. Suppose that there exists a word \( w \in \Lambda^N \) and a sequence \( \{n_j\} \) of positive integers such that \( f_j = g_{w_{n_j}} \cdots g_{w_1} \) for each \( j \). Then there exists a sequence \( \{h_{n_j}\} \) in \( H \) converging to \( 1_dS \) locally uniformly on \( S \) and a \( \lambda \in \Lambda \) such that \( g_\lambda \in \text{Aut}(S) \). Moreover, if \( \ell_\Lambda < \infty \) and the word length of \( g_{w_j} \cdots g_{w_1} \) is equal to \( n_j \) for each \( j \in \mathbb{N} \), then \( z(H \cap \text{Aut}(S)) = \infty \) and there exists a sequence \( \{h_{n_j}\} \) in \( H \) consisting of mutually disjoint elements of \( H \) such that \( h_{n_j} \to 1_dS \).
Proof. We will show 1. For each \( j \) there exists an element \( \alpha_j \in GU \{Id_S\} \) and a \( \lambda_j \in \Lambda \) such that \( f_j = \alpha_j \circ g_{\lambda_j} \). We can assume the sequence \( (\alpha_j) \) converges to a map \( \alpha \) locally uniformly on \( S \) and the sequence \( (g_{\lambda_j}) \) converges to a map \( g \) locally uniformly on \( S \) for some \( \lambda \in \Lambda \). Then we have that \( \varphi = \alpha \circ g \). If \( \varphi \) is an injective map, then \( g \) is injective on \( S \). If \( \varphi \) is a local isometry on \( S \) with respect to the hyperbolic metric on \( S \), then \( g \) is also a local isometry.

We will show 2. For each \( j \) there exists an element \( h_j \in H \) such that \( g_{\lambda_j} \circ \cdots \circ g_{\lambda_0} = h_j g_{\lambda_j} \circ \cdots \circ g_{\lambda_0} \). We can assume the sequence \( (h_j) \) converges to an element \( h \in H \). Then we have \( \varphi = h \circ \varphi \). Since \( \varphi \) is non-constant, we have that \( h = Id_S \). By the statement 1, we have that there exists a \( \lambda \) such that \( g_{\lambda} \) belongs to \( Aut(S) \).

Now we assume \( \lambda = k < \infty \) and the word length of \( g_{\lambda_{k-1}} \circ \cdots \circ g_{\lambda_0} \) is equal to \( n_j \) for each \( j \in \mathbb{N} \). Then in the above argument we can assume that there exists a word \( \tau = (\tau_1, \tau_2, \ldots) \in \Lambda^{\infty} \) such that for each \( j \in \mathbb{N} \)

\[
h_j = \beta_j \circ g_{\tau_j} \circ \cdots \circ g_{\tau_0}
\]

for some \( \beta_j \in H \). Since \( h_j \rightarrow Id_S \) we have that \( g_{\tau_j} \circ \cdots \circ g_{\tau_0} \) is an injective map and a local isometry with respect to the hyperbolic metric on \( S \) for each \( j \). Hence \( g_{\tau_j} \circ \cdots \circ g_{\tau_0} \) belongs to \( Aut(S) \) for each \( j \). Since the word length of \( g_{\lambda_{k-1}} \circ \cdots \circ g_{\lambda_0} \) is equal to \( n_j \), we have that \( g_{\tau_j} \circ \cdots \circ g_{\tau_0} \) consists of mutually disjoint elements. Hence the statement of our lemma holds. 

Lemma 1.2.4. Let \( S \) be a hyperbolic Riemann surface and \( H \) a finitely generated subgroup of \( End(S) \) generated by \( \{g_1, \ldots, g_k\} \). If there is a non-constant element \( \varphi \in \mathcal{L}_H(S) \), then at least one of the following assertions is true:

1. there exists a word \( w \in \{1, \ldots, k\}^{\mathbb{N}} \), a sequence \( (n_j) \) of positive integers and a non-constant element \( \phi \in \mathcal{L}_H(S) \) such that the word length of \( g_{n_j} \circ \cdots \circ g_{n_0} \) is equal to \( n_j \) for each \( j \) and \( g_{n_j} \circ \cdots \circ g_{n_0} \rightarrow \phi \) locally uniformly on \( S \) as \( j \rightarrow \infty \). Moreover we have that \( Id_S \in \mathcal{L}_H(S) \), that there exists an element \( i \in \{1, \ldots, k\} \) such that \( g_i \in Aut(S) \) and that \( \mathcal{L}(H \cap Aut(S)) = \infty \).

2. there exists a word \( w \in \{1, \ldots, k\}^{\mathbb{N}} \) and a sequence \( (\alpha_n) \) in \( H \) such that \( \lim \inf \frac{\|g_{n_j} \circ \cdots \circ g_{n_0}(z)\|}{\|z\|} > 0 \) for any \( z \in S \) where we denote by \( \|\| \) the norm of the derivative with respect to the hyperbolic metric on \( S \) and

\[
g_{n_j} \circ \cdots \circ g_{n_0} \rightarrow \infty, \alpha_n \circ g_{n_j} \circ \cdots \circ g_{n_0} \rightarrow \varphi
\]
as \( n \rightarrow \infty \) locally uniformly on \( S \).

1.2. LIMIT FUNCTIONS

Proof. We fix a generator system \( \{g_1, \ldots, g_k\} \) of \( H \). There is a sequence \( (f_j) \) of mutually distinct elements of \( H \) such that \( f_j \rightarrow \varphi \) and word length of \( f_j \) strictly increases as \( j \rightarrow \infty \). We represent each \( f_j \) by its reduced word. We take a subsequence \( (f_{nj}) \) of \( (f_j) \) as follows. There is a generator \( g_{w_n} \) of \( H \) such that for each \( j \)

\[
f_{nj} = \cdots \circ g_{w_1}.
\]

Inductively when we get a sequence \( (f_{nj}) \), we take a subsequence \( (f_{n+1,j}) \) of it as follows. There is a generator \( g_{w_{n+1}} \) of \( H \) such that for each \( j \)

\[
f_{n+1,j} = \cdots \circ g_{w_{n+1}} \circ \cdots \circ g_{w_1}.
\]

Now we get a sequence \( (f_{nj}) \) and a word \( w \in \{1, \ldots, k\}^\mathbb{N} \) such that for each \( n \)

\[
f_{nj} = \alpha_n \circ \alpha_n, \quad \alpha_n \in H, \quad \alpha_n = g_{w_n} \circ \cdots \circ g_{w_1}.
\]

Take a point \( z \in S \). Suppose there exists a subsequence of \( (\alpha_n(z)) \) converging to a point of \( S \). Then there exists a subsequence \( (\alpha_{n_j}) \) of \( (\alpha_n) \) converging to a map \( \alpha \in End(S) \). We can assume that \( (\alpha_{n_j}) \) converges to a map locally uniformly on \( S \). Since \( \varphi \) is non-constant, we have that \( \alpha \) is non-constant. By Lemma 1.2.3, we get the assertion 1.

Suppose there exists no subsequence of \( (\alpha_n(z)) \) converging to any point in \( S \). Then the assertion 2 holds.

Next we define stable domains([HM1]).

Definition 1.2.5. Let \( G \) be a rational semigroup and \( U \) a connected component of \( F(G) \). We say that \( U \) is a stable domain if there is an element \( g \in G \setminus Aut \mathcal{C} \) such that \( g(U) \subset U \). And we set

\[
G_U \overset{\text{def}}{=} \{g \in G \mid g(U) \subset U \}.
\]

Similar definitions for entire semigroup can also be given.

Definition 1.2.6. Let \( U \) be a domain of \( \mathcal{C} \) and \( H \) a subsemigroup of \( End(U) \). Then we set

\[
\mathcal{L}_H(U) \overset{\text{def}}{=} \{ \varphi : U \rightarrow U \mid \text{there is a sequence } (g_j) \text{ of mutually distinct elements of } H \text{ such that } g_j \rightarrow \varphi \text{ locally uniformly on } U \text{ as } j \rightarrow \infty \}.
\]

Remark 2. If \( g \in H \) is non-constant and \( \varphi \) belongs to \( \mathcal{L}_H(U) \), then \( \varphi \circ g \in \mathcal{L}_H(U) \). Moreover if \( \varphi \) also belongs to \( End(U) \), then \( g \circ \varphi \in \mathcal{L}_H(U) \).
Now we consider a case such that there are only finitely many constant limit functions taking its value in a domain \( U \). In this case \( \mathcal{L}_H(U) \) has only finitely many elements.

**Proposition 1.2.7.** Let \( G \) be a rational semigroup and \( U \) a subdomain of \( F(G) \) and we set
\[
H = \{ g \in G \mid g(U) \subset U \}, \quad A = \{ \zeta \in U \mid \exists \varphi \in \mathcal{L}_H(U), \varphi \equiv \zeta \}.
\]

If \( H \) is finitely generated and if \( 1 < \zeta A < \infty \), then any \( \varphi \in \mathcal{L}_H(U) \) is a constant map being its value \( \in U \). And \( M = H \cap \text{Aut}(\mathbb{C}) \) has only finitely many elements.

**Remark 3.** A similar result for entire semigroup also holds. And if we set
\[
G = \{ z^2, e^{\theta z} \}, \quad \frac{\theta}{2\pi} \not\in \mathbb{Q}, \quad U = \{|z| < 1\},
\]
then
\[
A = \{ \varphi \in \mathcal{L}_H(U) \mid \exists \zeta \in U, \varphi \equiv \zeta \} = 1, \quad \text{Id}_U \in \mathcal{L}_H(U).
\]

Next we consider a case such that there are infinitely many constant limit functions taking its value in a stable domain.

**Proposition 1.2.8.** Let \( G \) be a rational(entire) semigroup, \( U \) a stable domain of \( G \). We set
\[
H = G_U, \quad A \overset{\text{def}}{=} \{ \zeta \in U \mid \exists \varphi \in \mathcal{L}_H(U), \varphi \equiv \zeta \}, \quad B \overset{\text{def}}{=} \{ \zeta \in U \mid \exists \varphi \in \mathcal{L}_H(U), \varphi \equiv \zeta \}.
\]
If \( A \) has an accumulation point in \( U \), then \( B \) is a perfect set, in particular an uncountable set.

**Proof.** First, it is easy to see that \( B \) is a closed subset of \( \bar{U} \). Assume that \( A \) has an accumulation point in \( U \) and \( \zeta \in B \) is an isolated point. There is a sequence \( (g_j) \) of \( H \) converging \( \zeta \) locally uniformly on \( U \). By our assumption \( A \) is not empty and take a point \( x \in A \). Then \( g_j(x) \rightarrow \zeta \) as \( j \rightarrow \infty \) and \( g_j(x) \in A \) by the remark after Definition 1.2.6. So \( \zeta \) belongs to \( U \), for it is an isolated point. Now \( g_j(\zeta) \rightarrow \zeta \) as \( j \rightarrow \infty \) and \( g_j(\zeta) = \zeta \) for large enough \( j \) because \( \zeta \) is isolated. Also for each compact set \( K \), \( g_j \) maps \( K \) into a small disc about \( \zeta \) for large enough \( j \). It follows that for large enough \( j \), the point \( \zeta \) is an attracting fixed point of \( g_j \). Take a large enough number \( j \) and set \( g = g_j \). For each \( y \in A \) the sequence \( (g^n(y)) \) converges to \( \zeta \) as \( n \rightarrow \infty \). Because \( \zeta \) is an isolated point, \( g^n(y) = \zeta \) for each large enough \( n \). So \( A \subset \bigcup g^{-n}\{\zeta\} \), and each point of \( A \) is isolated in \( U \) because \( \{g^n\} \) is normal in \( U \). This is a contradiction.

If \( A \) has infinitely many points and there is no accumulation point of \( A \) in \( U \), then by the proof of Proposition 1.2.8, for any \( \zeta \in \mathcal{L}_H \) there is an element \( g \) of \( H \) such that \( A \subset \bigcup g^{-n}\{\zeta\} \). It is a problem whether this situation can occur or not.

**Conjecture 1.2.9.** If \( A \) has infinitely many points, then \( A \) has an accumulation point in \( U \).

If this conjecture is true, by Proposition 1.2.8, it implies the following conjecture.

**Conjecture 1.2.10.** If \( A \) has infinitely many points, then \( B \) is a perfect set.

Next we consider the nearly abelian semigroup in [HM1] and the limit functions as an example.

**Definition 1.2.11.** Let \( G \) be a rational semigroup containing an element \( g \) with \( \deg(g) \geq 2 \). We say that \( G \) is nearly abelian if there is a compact family of Möbius (or linear fractional) transformations \( \Phi = \{ \varphi \} \) with the following properties.

- \( \varphi(F(G)) = F(G) \) for all \( \varphi \in \Phi \)
- for all \( f, g \in G \) there is a \( \varphi \in \Phi \) such that \( fg = \varphi gf \)

Then by [HM1], if \( g \in G \) is of degree at least two, then \( J(G) = J(g) \). And it is also shown in [HM1] that in each stable domain \( U \), the type of each element \( g \in G_U \) such that \( \deg(g) \) is at least two coincides. Here we define by the type of \( g \in G_U \) the type of the connected component of \( F(g) \) containing \( U \).

Let \( X \) be a subset of \( \mathbb{C} \) that is not a round circle. We set
\[
G = \{ g \mid g \text{ is a polynomial}, J(g) = X \}.
\]
If \( G \) contains an element \( g \) such that \( \deg(g) \) is at least two, then \( G \) is nearly abelian and we can take a family \( \Phi \) of Definition 1.2.11 so that it contains only finitely many elements.
Proposition 1.2.12. Let $G$ be a nearly abelian rational semigroup, $\Phi$ the family in Definition 1.2.11 and $U$ a stable domain. We set $H = GU$ and $B = \{ \zeta \in U \mid \exists \varphi \in L_H(U), \varphi \equiv \zeta \}$. If $\Phi$ has only finitely many elements, then for any element $g$ of $H$,

$$B \subset \bigcup_{n, m \geq 1, n + m \leq \Phi + 1} g^{-m} \{ \text{fixed point of } g^n \},$$

in particular, $B$ has at most finitely many elements. Moreover if $B$ is not empty, either all points of $B$ belong to $U$ or all points of $B$ belong to $\partial U$.

Proof. Let $\alpha$ be an element of $L_H(U)$. Then there is a sequence $(\varphi_j)$ of mutually distinct elements of $H$ converging to $\alpha$ locally uniformly on $U$. Let $g$ be any element of $H$. For every $j$ there is an element $\varphi_j \in \Phi$ such that

$$g \varphi_j = \varphi_j g \varphi.$$  

We can assume that $(\varphi_j)$ converges to an element $\varphi$ of $\Phi$. Then

$$g \alpha = g \lim_{j \to \infty} g_j = \lim_{j \to \infty} \varphi_j g \varphi = \varphi \alpha g.$$  

If $\alpha$ is identically equal to a constant value $\xi \in \overline{U}$, then

$$g(\xi) = \varphi(\xi).$$

There are some positive integers $n$, $m$ with $n + m \leq \Phi + 1$ such that $g^m(\zeta)$ is a fixed point of $g^n$. Now assume that $B \cap U \neq \emptyset$ and $B \cap \partial U \neq \emptyset$. Let $x$, $y$ be points of $B \cap U$, $B \cap \partial U$ respectively. Then there is a sequence $(h_j)$ of mutually distinct elements of $H$ converging to $y$ locally uniformly on $U$. The sequence $(h_j(x))$ converges to $y$ as $j \to \infty$ and $h_j(x)$ belongs to $B$ for each $j$, this implies that $B$ has infinitely many elements.

Example 1.2.13. Let $n$ be an integer such that $n \geq 2$ and we set $f(z) = z^n + c$, $\sigma(z) = \exp(2\pi i/n)z$, and $G = \{ f, \sigma f, \ldots, \sigma^{n-1} f \}$. Then $G$ is nearly abelian. If $|c|$ is small enough, then $0$ belongs to $F(G)$. Let $U$ be the stable domain containing $0$. Then

$$L_H(U) = \{ \sigma^j(z_0), j = 0, \ldots, n - 1 \},$$

where $z_0$ is an attracting fixed point of $f$ in $U$ and $\sharp L_H(U) = n$. Also there is a number $c$ such that each element of $L_H(U)$ is constant value of $\partial U$ and $\sharp L_H(U) = n$.

1.2. Limit Functions

Example 1.2.14. Let $m$, $n$ be integers greater than 1. We set $f(z) = z^n(z - c)$, $g(z) = z^n(z - c) + c$, $G = \{ f, g \}$. If $|c|$ is small enough, then $0$ and $c$ belong to the same connected component $U$ of $F(G)$. Now $f(0), f(c) = 0$ and $g(0), g(c) = c$ and it implies that

$$L_G(U) = \{ \varphi_0, \varphi_c \},$$

where $\varphi_0 \equiv 0$, $\varphi_c \equiv c$.

Also $G$ is not nearly abelian, for, the type of $f$ is super attracting and different from that of $g$. 

Chapter 2

Hyperbolicity

2.1 No Wandering Domain

Definition 2.1.1. Let $G$ be a rational semigroup. We set

$$P(G) = \bigcup_{g \in G} \text{critical values of } g.$$ 

We call $P(G)$ the post critical set of $G$. We say that $G$ is \textit{hyperbolic} if $P(G) \subset F(G)$. Also we say that $G$ is \textit{sub-hyperbolic} if \(\sharp\{P(G) \cap J(G)\} < \infty\) and $P(G) \cap F(G)$ is a compact set.

We denote by $B(x, \epsilon)$ a ball of center $x$ and radius $\epsilon$ in the spherical metric. We denote by $D(x, \epsilon)$ a ball of center $x \in \mathbb{C}$ and radius $\epsilon$ in the Euclidean metric. Also for any hyperbolic manifold $M$ we denote by $H(x, \epsilon)$ a ball of center $x \in M$ and radius $\epsilon$ in the hyperbolic metric. For any rational map $g$, we denote by $B_{g}(x, \epsilon)$ a connected component of $g^{-1}(B(x, \epsilon))$. For each open set $U$ in $\overline{\mathbb{C}}$ and each rational map $g$, we denote by $c(U, g)$ the set of all connected components of $g^{-1}(U)$. Note that if $g$ is a polynomial and $U = D(x, r)$ then any element of $c(U, g)$ is simply connected by the maximal principle.

For each set $A$ in $\overline{\mathbb{C}}$, we denote by $A'$ the set of all interior points of $A$.

Definition 2.1.2. Let $G$ be a rational semigroup and $A$ a set in $\overline{\mathbb{C}}$. We set $G(A) = \bigcup_{g \in G} g(A)$ and $G^{-1}(A) = \bigcup_{g \in G} g^{-1}(A)$.

We can show the following Lemma immediately.
Lemma 2.1.3. Let $G$ be a rational semigroup. Assume that $\{f_\lambda\}_{\lambda \in \Lambda}$ is a generator system of $G$. Then we have
\[
\bigcup_{g \in G} \{\text{critical values of } g\} = \bigcup_{\lambda \in \Lambda} (G \cup \{Id\})(\{\text{critical values of } f_\lambda\}).
\]

Definition 2.1.4. Let $G$ be a rational semigroup and $N$ a positive integer. We set
\[
SH_N(G) = \{x \in \mathbb{C} | \exists \delta(x) > 0, \forall g \in G, \forall B_\delta(x, \delta(x)), \deg(g : B_\delta(x, \delta) \to B(x, \delta)) \leq N\}
\]
and $UH(G) = \mathbb{C} \setminus (U_{N\in SH_N(G)})$.

Remark 4. By definition, $SH_N(G)$ is an open set in $\mathbb{C}$ and $g^{-1}(SH_N(G)) \subseteq SH_N(G)$ for each $g \in G$. Also $UH(G)$ is a compact set and $g(UH(G)) \subseteq UH(G)$ for each $g \in G$. For each rational map $g$ with $\deg(g) \leq 2$, any parabolic or attracting periodic point of $g$ belongs to $UH(G)$.

Definition 2.1.5. Let $G$ be a rational semigroup. We say that $G$ is semi-hyperbolic (resp. weakly semi-hyperbolic) if there exists a positive integer $N$ such that $J(G) \subseteq SH_N(G)$ (resp. $\partial J(G) \subseteq SH_N(G)$).

Remark 5. 1. If $G$ is semi-hyperbolic and $N = 1$, then $G$ is hyperbolic.

2. If $G$ is hyperbolic, then $G$ is semi-hyperbolic.

3. For a rational map $f$ with the degree at least two, $(f)$ is semi-hyperbolic if and only if $f$ has no parabolic orbits and each critical point in the Julia set is non-recurrent([CJY], [Y]). If $(f)$ is semi-hyperbolic, then there are neither indifferent cycles, Siegel disks nor Herman rings.

Definition 2.1.6. Let $V$ be a domain in $\mathbb{C}$ and $E$ a compact subset of $V$. We set
\[
\text{mod}(E, V) = \sup \{\text{mod } A\},
\]
where the supremum is taken over all annulus $A$ such that $E$ lies in a compact component of $V \setminus A$.

Lemma 2.1.7 ([CJY]). For any positive integer $N$ and real number $r$ with $0 < r < 1$, there exists a constant $C = C(N, r)$ such that if $f : D(0, 1) \to D(0, 1)$ is a proper holomorphic map with $\deg(f) = N$, then
\[
H(f(z_0), C) \subseteq f(H(z_0, r)) \subseteq H(f(z_0), r)
\]
for any $z_0 \in D(0, 1)$. Here we can take $C = C(N, r)$ independent of $f$.

2.1. NO WANDERING DOMAIN

Corollary 2.1.8. For any positive integer $N$ and real number $r$ with $0 < r < 1$, there exist constants $r_1$ and $r_2$ with $0 < r_1 \leq r_2 < 1$ depending only on $r, N$ such that if $f : D(0, 1) \to D(0, 1)$ is a proper holomorphic map with $\deg(f) = N$ and $f(0) = 0$, then
\[
D(0, r_1) \subset W \subset D(0, r_2)
\]
where $W$ is the connected component of $f^{-1}(D(0, r))$ containing 0.

Corollary 2.1.9 ([Y]). Let $V$ be a simply connected domain in $\mathbb{C}$, $0 \in V$, $f : V \to D(0, 1)$ be a proper holomorphic map of degree $N$ and $f(0) = 0$, $W$ be the component of $f^{-1}(D(0, r))$ containing 0, $0 < r < 1$. Then there exists a constant $K$ depending only on $r$ and $N$, not depending on $V$ and $f$, so that
\[
\left| \frac{x}{y} \right| \leq K
\]
for all $x, y \in \partial W$.

Proof. We will follow Y.Yin's proof([Y]). Let $g : V \to D(0, 1)$ be the univalent function such that $g(0) = 0$. From Corollary 2.1.8,
\[
r_1 \leq |g(x)| \leq r_2
\]
for all $x \in \partial W$. Applying the Koebe distortion theorem, we have that
\[
\left| (g^{-1})'(0) \right| : \frac{r_1}{(1 + r_1)^2} \leq |x| \leq \left| (g^{-1})'(0) \right| : \frac{r_2}{(1 - r_2)^2}.
\]
Then
\[
\left| \frac{x}{y} \right| \leq \frac{r_2(1 + r_1)^2}{r_1(1 - r_2)^2} = : K.
\]
$K$ is a constant depending only on $N$ and $r$.

Lemma 2.1.10. Let $V$ be a domain in $\mathbb{C}$, $K$ a continuum in $\mathbb{C}$ with $\text{diam}_S K = a$. Assume $V \subset \mathbb{C} \setminus K$. Let $f : V \to D(0, 1)$ be a proper holomorphic map of degree $N$. Then there exists a constant $r(N, a)$ depending only on $N$ and $a$ such that for each $r$ with $0 < r \leq r(N, a)$, there exists a constant $C = C(N, r)$ depending only on $N$ and $r$ satisfying that for each connected component $U$ of $f^{-1}(D(0, r))$,
\[
\text{diam}_S U \leq C,
\]
where we denote by $\text{diam}_S$ the spherical diameter. Also we have $C(N, r) \to 0$ as $r \to 0$. 

Proof. Let \( r \) be a number with \( 0 < r < 1 \). Let \( U \) be a connected component of \( f^{-1}(D(0, r)) \) and \( V' \) be the connected component of \( \mathbb{C} \setminus \overline{V} \) containing \( K \). Since \( V \) is connected, \( V' \) is simply connected. Let \( U' \) be the connected component of \( \mathbb{C} \setminus \overline{U} \) containing \( V' \). Since \( U' \) is also simply connected and \( \overline{V'} \subset U' \), we have that there exists a connected component of \( U' \setminus \overline{V'} \) which is a ring domain.

There exists a sequence \( \{r_j\}_{j=0}^{\infty} \) of real numbers with \( r_0 = r < r_1 < \cdots < r_n = 1 \) such that there exist no critical values of \( f \) in \( D(0, r_{j+1}) \setminus D(0, r_j) \) for \( j = 0, \ldots, n-1 \). For each \( i = 0, \ldots, n \), let \( U''_i \) be the connected component of \( f^{-1}(D(0, r_i)) \) containing \( U \) and let \( U''_i \) be the connected component of \( \mathbb{C} \setminus \overline{U''_i} \) containing \( V' \). Then we have

\[
U''_0 = U \subset U''_1 \subset \cdots \subset U''_n = V
\]

By the construction, \( f : U''_{i+1} \setminus \overline{U''_i} \to D(0, r_{i+1}) \setminus D(0, r_i) \) is a proper map for \( i = 0, \ldots, n-1 \). Since there exist no critical values of \( f \) in \( D(0, r_{i+1}) \setminus D(0, r_i) \), each connected component of \( U''_{i+1} \setminus \overline{U''_i} \) is a ring domain.

Now we claim that for each \( i = 0, \ldots, n-1 \), there exists a connected component of \( U''_{i+1} \setminus \overline{U''_i} \) which is included in \( U''_i \setminus \overline{U''_{i-1}} \). We will show that there exists a domain \( R_i \) in \( U''_{i+1} \setminus \overline{U''_i} \) such that \( \partial U''_i \) is a connected component of \( \partial R_i \). Let \( R'_i \) be the connected component of \( U''_{i+1} \setminus \overline{U''_i} \) containing \( R_i \). Since

\[
\partial (U''_i \setminus \overline{U''_{i+1}}) = \partial U''_i \cup \partial U''_{i+1} \subset \partial U''_i \cup \partial U''_{i+1},
\]

we have \( R'_i \cap \partial (U''_i \setminus \overline{U''_{i+1}}) = \emptyset \). Hence \( R'_i \subset U''_i \setminus \overline{U''_{i+1}} \) and we have proved the above claim.

From the above claim, we get

\[
\text{mod} (\overline{U''_i}, U'') \geq \frac{1}{2\pi N} \log \frac{r_{i+1}}{r_i} \text{ for } i = 0, \ldots, n-1.
\]

It follows that

\[
\text{mod} (\overline{V'}, U') \geq \sum_{i=0}^{n-1} \text{mod} (U''_i \setminus \overline{U''_{i+1}}) \geq \frac{1}{2\pi N} \log \frac{1}{r_i}.
\]

2.1. NO WANDERING DOMAIN

On the other hand, by Lemma 6.1 in p34 in [LV], we have

\[
\text{mod} (\overline{V'}, U') \leq \frac{\pi^2}{2C_1^2},
\]

where \( C_1 = \min \{a, \text{diam}_S U \} \). Hence the statement of our lemma holds.

**Lemma 2.1.11.** Let \( V \) and \( W \) be simply connected domains in \( \mathbb{C} \). Suppose that \( \overline{W} \subset V \) and \( \text{mod} (\overline{W}, V) > c > 0 \). Then there exists a constant \( 0 < \lambda < 1 \) depending only on \( c \) such that

\[
\frac{\text{diam} W}{\text{diam} V} \leq \lambda,
\]

here by "diam" we mean the spherical diameter.

**Proof.** We can assume that \( 0 \notin W \) and \( \text{diam} V = d(0, 1) \) where \( d \) is the spherical metric. Let \( g : D(0, 1) \to V \) be the Riemann map such that \( g(0) = 0 \). By Theorem 2.4 in [Mc], there exists a constant \( c_1 \) depending only on \( c \) such that

\[
\text{diam}_H(g^{-1}(W)) \leq c_1,
\]

where we denote by \( \text{diam}_H \) the diameter with respect to the hyperbolic metric in \( D(0, 1) \). Since \( \text{diam} V = d(0, 1) \), by the Koebe distortion theorem, we have that there exists a constant \( c_2 \) not depending on \( V \) and \( W \) such that \( |g'(0)| \leq c_2 \). Using the Koebe distortion theorem again, we see that there exists a constant \( c_3 \) depending only on \( c \) such that for each \( z \in g^{-1}(W) \), \( |g(z)| \leq c_3 \). Hence there exists a constant \( 0 < c_4 < d(0, 1) \) depending only on \( c \) such that \( \text{diam} W \leq c_4 \).

**Lemma 2.1.12.** Let \( G = \{f_1, \ldots, f_m\} \) be a finitely generated rational semi-group. Let \( y \) be a point of \( \overline{\mathbb{C} \setminus UH(G)} \). If there exists a neighborhood \( W \) of \( y \) such that \( \overline{\mathbb{C} \setminus G^{-1}(W)} \) contains a continuum, then there exists a neighborhood \( W_1 \) of \( y \) such that for each simply connected open neighborhood \( V \) of \( y \) included in \( W_1 \) and for each \( g \in G \), each element of \( c(V, g) \) is simply connected.

**Proof.** For each \( j = 1, \ldots, m \), let \( C_j \) be the set of all critical points of \( f_j \). By Lemma 2.1.10, there exists a \( \delta > 0 \) such that for each \( g \in G \), each element of \( c(B(y, \delta), g) \) does not contain any two different points of \( C_j \). Then for any simply connected open neighborhood \( V \) of \( y \) included in \( B(y, \delta) \) and for each \( g \in G \), each element of \( c(V, g) \) is simply connected.
Lemma 2.1.13. Let G be a rational semigroup and N a positive integer. Then for each g ∈ G, any critical point c of g does not belong to SH_N(G) \ (G ∪ \{id\})(g(c)).

Proof. Assume that there exists a critical point c of an element g ∈ G such that c ∈ SH_N(G) \ (G ∪ \{id\})(g(c)). Then there exists a sequence (g_n) in G so that g_n(g) → c.

There exists a positive number ε such that B(c, ε) ⊂ SH_N(G). Since g_n(g(c)) → c, we can construct a sequence (n_j) and a sequence (B_j) so that for each j, B_j is a connected component of \((g_{n_j}(g), (g_{n_j}(g)) - B(c, ε))\) and c ∈ B_j, which contradicts that c ∈ SH_N(G).

Lemma 2.1.14. Let g be a rational map with \(\deg(g) \geq 2\) and N a positive integer. Assume that \(x \in J((g)) \cap SH_N((g))\). Then \(x\) belongs to neither boundaries of Siegel disks, boundaries of Hermann rings nor indifferent cycles.

Proof. By Theorem 1 and Corollary in [M1] and Lemma 2.1.13, we can show the statement immediately.

Definition 2.1.15. Let G be a rational semigroup and U a component of F(G). For every element g of G, we denote by U_g the connected component of F(G) containing g(U). We say that U is a wandering domain if \(\{U_g\}\) is infinite.

Remark 6. In [HM1], A. Hinkkanen and G. J. Martin showed that there exists an infinitely generated polynomial semigroup which has a wandering domain.

Lemma 2.1.16. Let G be a rational semigroup which contains an element with the degree at least two. Let x be a point of F(G) and assume that there exists a point \(y \in ∂J(G)\) and a sequence \((g_n)\) of elements of G such that \(g_n(x) \to y\). Then we have \(y \in P(G) \cap ∂J(G)\).

Proof. We can assume that \( \#P(G) \geq 3\). Suppose \(y \in \overline{C \setminus P(G)}\). Let \(δ > 0\) be a number so that \(B(y, δ) \subset \overline{C \setminus P(G)}\). We can assume that for each n, \(g_n(x) \in B(y, δ)\). For each n, there exists an analytic inverse branch \(α_n\) of \(g_n\) in U such that \(α_n(g_n(x)) = x\). Since \( \#P(G) \geq 3\), we have \(\{α_n\}\) is normal in U. Hence if we take an \(ε\) small enough,

\[\diam α_n(B(y, εδ)) < d(x, J(G)),\]

for each n.

But \(x \in α_n(B(y, εδ))\) for large n and \(α_n(B(y, εδ)) \cap J(G) \neq ∅\) because \(J(G)\) is backward invariant under G. This is a contradiction.

2.1. NO WANDERING DOMAIN

Corollary 2.1.17. Let G be a rational semigroup which contains an element with the degree at least two. If \(P(G) \cap ∂J(G) = ∅\), then for each \(x \in F(G), G(x) \setminus F(G)\) and there is no wandering domain.

Lemma 2.1.18. Let G be a polynomial semigroup, \(N\) a positive integer and \(y\) a point in \(∂J(G) \cap C\). Assume that there exists an open neighborhood \(U\) of \(y\) such that \(U \subset SH_N(G)\) and \(\#(C \setminus G^{-1}(U)) \geq 3\). Then for each \(z \in F(G), G(z) \subset C \setminus \{y\}\).

Proof. We can assume that \(∞ \in C \setminus G^{-1}(U)\). Suppose that there exists a point \(z \in F(G)\) and a sequence \((g_n)\) in G such that \(g_n(x) \to y\) as \(n \to ∞\). Let \(δ > 0\) be a positive number so that for each \(g \in G\),

\[\deg(g : V \to D(y, δ)) \leq N,\]

for each \(V \subset cD(y, δ, g)\). For any \(r > 0\) there exists a positive integer \(n(r)\) such that for each integer \(n \geq n(r)\), \(g_n(x) \in D(y, r)\).

Let \(D_r(y, r)\) be the connected component of \(g_{n(r)}^{-1}(D(y, r))\) containing \(x\). For each \(n \geq n(r)\), there exists a conformal map \(φ_n\) from \(D(0, 1)\) onto \(D_r(y, δ)\) such that \(φ_n(0) = x\). From Lemma 2.1.10, there exists a constant \(C(r)\) with \(C(r) \to 0\) as \(r \to 0\) such that for each integer \(n \geq n(r)\),

\[\diam φ_{n(r)}^{-1}(D_r(y, r)) < C(r),\]

Since \(\#(C \setminus G^{-1}(U)) \geq 3\), the family \(\{φ_n\}\) is normal in \(D(0, 1)\). Hence \(r\) is sufficiently small, then for each integer \(n \geq n(r)\),

\[\diam φ_{n(r)}(D_r(y, r)) < d(J(G), x),\]

where we denote by \(\diam S\) the spherical diameter and by \(d\) the spherical distance. On the other hand, since \(J(G)\) is backward invariant under G and \(y \in J(G)\), we have that for each \(n \geq n(r)\), \(D_r(y, r) \subset J(G)\). This is a contradiction. Therefore we have for each \(z \in F(G), G(z) \subset C \setminus \{y\}\).

Lemma 2.1.19. Let G be a polynomial semigroup. Assume that there exists a point \(z \in F(G)\), a point \(y \in ∂J(G)\) and a sequence \((g_n)\) in G such that \(g_n(x) \to y\) as \(n \to ∞\). Then at least one of the following holds.

1. \(UH(G) = ∅\) and each element of G is a Möbius transformation. For each \(z \in F(G), y \in G(z)\).

2. \(\#UH(G) = 1\) or \(\#UH(G) \subset J(G)\) and \(UH(G) \cap ∂J(G) \neq ∅\). For each \(z \in F(G), y \in G(z)\).
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3. \( y \in \mathcal{U}(G) \).

Proof. Suppose that \( \mathcal{U}(G) \geq 3 \). From Lemma 2.1.18, we have \( y \in \mathcal{U}(G) \).

Suppose there exists a point \( z \in F(G) \) such that \( G(z) \subset \mathbb{C} \setminus \{y\} \). Then there exists a neighborhood \( V \) of \( z \) such that \( G(V) \subset \mathbb{C} \setminus \{y\} \). By Lemma 2.1.18, \( y \in \mathcal{U}(G) \).

Now we consider the case \( \mathcal{U}(G) = 1 \) or \( 2 \). Then \( \forall n \in \mathbb{N}, G^n(z) \subset \mathbb{C} \setminus \{y\} \). By the no wandering domain theorem and the fact that \( G \) has no Siegel disks, there exists an attracting or parabolic periodic point \( z \in F(G) \) of \( G \). Since \( G(F(G)) \subset F(G) \), then \( \forall n \in \mathbb{N} \), \( G^n(z) \subset F(G) \).

Finally we consider the case \( \mathcal{U}(G) = 0 \). Assume there exists an element \( h \in G \) with the degree at least two. Since \( F(G) \neq \emptyset \), \( F(G) \neq \emptyset \). By the no wandering domain theorem, \( G \) has \( (super) \)attracting cycles, parabolic cycles, Siegel disks or Hermann rings. Since \( \mathcal{U}(G) = 0 \), this is a contradiction.

Theorem 2.1.20. Let \( G \) be a rational semigroup containing an element with the degree at least two and \( U \) a connected component. Assume that there exists a sequence \( (g_n) \) of elements of \( G \) such that \( U_{g_n} \cap U_{g_m} = \emptyset \) if \( n \neq m \) (in particular, \( U \) is a wandering domain). Then there exists a subsequence \( (g_{n_k}) \) of \( (g_n) \) and a point \( y \in F(G) \setminus \partial J(G) \) such that \( g_{n_k} \) converges to \( y \) locally uniformly on \( U \).

Proof. By the method in the proof of Theorem 2.2.3 in [S1], we can show that there exists a subsequence \( (g_{n_k}) \) of \( (g_n) \) and a point \( y \in F(G) \setminus \partial J(G) \) such that \( g_{n_k} \) converges to \( y \) locally uniformly on \( U \). Hence the statement of our theorem holds from Lemma 2.1.16.

Theorem 2.1.21. Let \( G \) be a polynomial semigroup and \( U \) a connected component of \( F(G) \). Assume that there exists a sequence \( (g_n) \) of elements of \( G \) such that \( U_{g_n} \cap U_{g_m} = \emptyset \) if \( n \neq m \) (in particular, \( U \) is a wandering domain). Then at least one of the following holds.

1. \( \mathcal{U}(G) = 0 \) and each element of \( G \) is a Möbius transformation. For each \( z \in F(G) \), \( G(z) \cap \partial J(G) \neq \emptyset \).

2. \( \mathcal{U}(G) = 1 \) or \( 2 \) and \( \mathcal{U}(G) \subset J(G) \) and \( \mathcal{U}(G) \cap \partial J(G) \neq \emptyset \). For each \( z \in F(G) \), \( G(z) \cap \partial J(G) \neq \emptyset \).

3. There exists a subsequence \( (g_{n_k}) \) of \( (g_n) \) and a point \( y \in \mathcal{U}(G) \setminus \partial J(G) \) such that \( g_{n_k} \) converges to \( y \) locally uniformly on \( U \).

Proof. Using Lemma 2.1.19, we can show the statement in the same way as the proof of Theorem 2.1.20.

By Lemma 2.1.10 and using the method of the proof in Lemma 2.1.18, we can show the next lemma immediately.

Lemma 2.1.22. Let \( G \) be a rational semigroup and \( y \) a point of \( \partial J(G) \setminus \mathcal{U}(G) \). Assume that there exists an open neighborhood \( U \) of \( y \) such that \( \mathbb{C} \setminus G^{-1}(U) \) contains a continuum \( K \). Then for each \( x \in F(G) \), \( G(x) \subset \mathbb{C} \setminus \{y\} \).

Lemma 2.1.23. Let \( G \) be a rational semigroup. Assume that there exists a point \( x \in F(G) \), a point \( y \in \partial J(G) \) and a sequence \( (g_n) \) such that \( g_n(x) \rightarrow y \) as \( n \rightarrow \infty \). Then at least one of the following holds.

1. \( \mathcal{U}(G) = 0 \) and each element of \( G \) is a Möbius transformation. For each \( z \in F(G) \), \( y \in G(z) \).

2. \( \mathcal{U}(G) \) is totally disconnected, \( \mathcal{U}(G) \subset J(G) \) and \( \mathcal{U}(G) \cap \partial J(G) \neq \emptyset \). For each \( z \in F(G) \), \( y \in G(z) \).

3. \( y \in \mathcal{U}(G) \).

Proof. Suppose \( \mathcal{U}(G) \) is empty. Then we can show that each element of \( G \) is a Möbius transformation in the same way as the proof of Lemma 2.1.19.

By Lemma 2.1.22, \( y \in \mathcal{U}(G) \).

Suppose \( \mathcal{U}(G) \cap \partial J(G) \neq \emptyset \). Let \( z \in \mathcal{U}(G) \cap \partial J(G) \). Assume that \( G(z) \subset \mathbb{C} \setminus \{y\} \).

Then there exists a neighborhood \( V \) of \( z \) such that \( G(V) \subset \mathbb{C} \setminus \{y\} \). By Lemma 2.1.19, \( y \in \mathcal{U}(G) \).

If \( \mathcal{U}(G) \) contains a continuum, then from Lemma 2.1.22, we have \( y \in \mathcal{U}(G) \).

Suppose that \( y \notin \mathcal{U}(G) \). Then \( \mathcal{U}(G) \) is totally disconnected.

There exists an element \( g \in G \) of degree at least two. Since \( \mathcal{U}(G) \) is totally disconnected and \( F(G) \neq \emptyset \), by the no wandering domain theorem, we can show that \( g \) has an \( (super) \) attracting or parabolic periodic point \( z \in \partial J(G) \). We have \( z \in \mathcal{U}(G) \).
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By Lemma 2.1.23, we can show the next result in the same way as the proof of Theorem 2.1.20.

Theorem 2.1.24. Let $G$ be a rational semigroup and $U$ a connected component of $F(G)$. Assume that there exists a sequence $(g_n)$ of elements of $G$ such that $U_{g_n} \cap U_{g_m} = \emptyset$ if $n \neq m$ (in particular, $U$ is a wandering domain). Then at least one of the following holds.

1. $UH(G) = \emptyset$ and each element of $G$ is a Möbius transformation. For each $z \in F(G)$, $G(z) \cap \partial J(G) \neq \emptyset$.
2. $UH(G)$ is totally disconnected, $UH(G) \subset J(G)$ and $UH(G) \cap \partial J(G) \neq \emptyset$. For each $z \in F(G)$, $G(z) \cap \partial J(G) \neq \emptyset$.
3. There exists a subsequence $(g_{n_k})$ of $(g_n)$ and a point $y \in UH(G) \cap \partial J(G)$ such that $(g_{n_k})$ converges to $y$ locally uniformly on $U$.

By Lemma 2.1.22, we can show the next result immediately.

Theorem 2.1.25. Let $G$ be a rational semigroup. Assume that $G$ is weakly semi-hyperbolic and there is a point $z \in F(G)$ such that the closure of the $G$-orbit $G(z)$ is included in $F(G)$. Then for each $x \in F(G)$, $G(x) \subset F(G)$ and there is no wandering domain.

Next theorem follows from Lemma 2.1.23.

Theorem 2.1.26. Let $G$ be a rational semigroup containing an element $g \in G$ with $\deg(g) \geq 2$. Assume that $G$ is weakly semi-hyperbolic. If $F(G) \neq \emptyset$, then for each $x \in F(G)$, $G(x) \subset F(G)$ and there is no wandering domain.

Definition 2.1.27. Let $G$ be a rational semigroup. We set:

$A_0(G) = G\{z \in \overline{C} \mid \exists y \in G \text{ with } \deg(g) \geq 2, g(x) = x \text{ and } |g'(x)| < 1\}$.

$A_0(G) = G\{z \in F(G) \mid \exists y \in G \text{ with } \deg(g) \geq 2, g(x) = x \text{ and } |g'(x)| < 1\}$,

$A(G) = G\{z \in \overline{C} \mid \exists y \in G, g(x) = x \text{ and } |g'(x)| < 1\}$,

$\hat{A}(G) = G\{z \in F(G) \mid \exists y \in G, g(x) = x \text{ and } |g'(x)| < 1\}$,

where the closure in the definition of $A_0(G)$ and $\hat{A}(G)$ is considered in $\overline{C}$.
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Remark 7. By definition, $A_0(G) \subset A(G) \cap P(G)$. For each $g \in G$, $g(A_0(G)) \subset A_0(G)$ and $g(A(G)) \subset A(G)$. We have also similar statements for $A_0(G)$ and $\hat{A}(G)$.

Lemma 2.1.28. Let $G$ be a rational semigroup. If $\hat{A}_0(G)$ is a non-empty compact subset of $F(G)$, then

$\emptyset \neq \hat{A}_0(G) = \hat{A}(G) \subset F(G)$.

Proof. Let $g$ be any Möbius transformation in $G$ and $x \in \overline{C}$ a fixed point of $g$ with $|g'(x)| < 1$. Since $g(\hat{A}_0(G)) \subset A_0(G) \cap F(G)$ and $A_0(G) \neq \emptyset$, we have that $x \in A_0(G)$. Therefore the statement follows.

Lemma 2.1.29. Let $G$ be a rational semigroup containing an element with the degree at least two. Assume that $G$ is semi-hyperbolic and $F(G) \neq \emptyset$. Then

$\emptyset \neq A_0(G) = \hat{A}_0(G) \subset A(G) \subset A(G) \subset F(G)$.

Proof. Let $g \in G$ be an element with the degree at least two. Since $F(G) \neq \emptyset$, the element $g$ has a (super)attracting periodic point $z \in F(G)$. By Remark 4, we have that $A_0(G) \subset F(G)$. Hence the statement follows from the proof of Lemma 2.1.28.

Lemma 2.1.30. Let $G = \{f_1, f_2, \ldots, f_n\}$ be a finitely generated rational semigroup. Assume that each element of $G$ with the degree at least two has neither Siegel disks nor Hermann rings and each element of $Aut \subset C \cap G$ (if this is not empty) is loxodromic. Also assume that $\deg(G) \geq 3$. Let $U_1, \ldots, U_s$ be some connected components of $F(G)$ of $K$ and $K$ a non-empty compact subset of $V = \bigcup_{j=1}^s U_j$ such that $U_j \cap K \neq \emptyset$ for each $j = 1, \ldots, s$ and $g(K) \subset K$ for each $g \in G$. Then for each compact subset $L$ of $V$ there exists a constant $c$ with $c > 0$ and a constant $\lambda$ with $0 < \lambda < 1$ such that

1. $\sup \{d(f_{i_1} \cdots f_{i_n}(z), z) \mid z \in L, (i_1, \ldots, i_n) \in \{1, \ldots, m\}^n\} \leq c\lambda^n$,

where we denote by $d$ the norm of the derivative of with respect to the hyperbolic metric on $V$.

2. $\sup \{d(f_{i_1} \cdots f_{i_n}(z), K) \mid z \in L, (i_1, \ldots, i_n) \in \{1, \ldots, m\}^n\} \leq c\lambda^n$,

where we denote by $d$ the spherical metric.

Proof. Let $a$ be a large positive number. For each $j = 1, \ldots, s$, let $K_j$ be the compact $a$-neighborhood of $K \cap U_j$ in $U_j$ with respect to the distance induced by the hyperbolic metric in $U_j$. We set $K_0 = \bigcup_{j=1}^s K_j$. Then for each $g \in G$, $g_K(K_0) \subset K_0$. If $a$ is large enough, we have that $L \subset K_0$. 

We claim that there exists a constant \( c > 0 \) and a constant \( \lambda < 1 \) such that

\[
\sup\{\| (f_{i_n} \cdots f_{i_1})'(x) \| \mid z \in L, (i_n, \ldots, i_1) \in \{1, \ldots, m \}^n \} \leq c\lambda^n,
\]

(2.1)

where we denote by \( \| \cdot \| \) the norm of the derivative of with respect to the hyperbolic metric on \( V \). To show the claim, let \( z \) be a point of \( K_j \) and \( \langle i_{s+1}, \ldots, i_{t} \rangle \) an element of \( \{1, \ldots, m\}^{s+t} \). Then there exists an integer \( t \) with \( 1 \leq t \leq s \) such that \( (f_{i_{n+1}} \cdots f_{i_{t+1}})(U_{j_1}) \subset U_{j_2} \), where \( U_{j_2} \) is the component of \( V \) containing \( (f_{i_{n+1}} \cdots f_{i_{t+1}})(U_j) \). From the assumption, we have that for each \( z \in K_j \), \( \| (f_{i_{n+1}} \cdots f_{i_{t+1}})(x) \| < 1 \). Hence

\[
\| (f_{i_{n+1}} \cdots f_{i_{t+1}})(x) \| < 1.
\]

Therefore the claim holds.

From the above claim, we can show the statement of our lemma immediately. \( \square \)

**Definition 2.1.31.** Let \( G \) be a rational semigroup and \( U \) a open set in \( \mathbb{C} \).

We say that a non-empty compact subset \( K \) of \( U \) is an attractor in \( U \) for \( G \) if \( g(K) \subset K \) for each \( g \in G \) and for any open neighborhood \( V \) of \( K \) in \( U \) and each \( z \in U \), \( g(z) \in U \) for all but finitely many \( g \in G \).

**Lemma 2.1.32.** Let \( G = \langle f_1, f_2, \ldots, f_m \rangle \) be a finitely generated rational semigroup and \( E \) a finite subset of \( \mathbb{C} \).

Assume that each \( x \in E \) is not a non-repelling fixed point of any element of \( G \). Then for any \( M > 0 \), there exists a positive integer \( n_0 \) such that for any integer \( n \) with \( n \geq n_0 \) if \( z \), \( f_n(z) \), \( f_2f_n(z) \), \( \ldots \), \( f_{m-1}f_n(z) \) and \( (f_m \cdots f_n)(z) \) belong to \( E \) and \( \| (f_m \cdots f_n)(z) \| \neq 0 \), then \( \| (f_m \cdots f_n)(z) \| > M \).

**Proof.** We will show the statement by induction on \( \| E \|. \) When \( \| E \| = 1 \), it is easy to see that the statement holds. Now assume that for any finite subset \( E \subset \mathbb{C} \) with \( \| E \| < s \) the statement holds. Let \( E' \) be a finite subset of \( \mathbb{C} \) with \( \| E' \| = s + 1 \) and assume that each \( x \in E' \) is not a non-repelling fixed point of any element of \( G \). Take a number \( M_0 \) so that

\[
M_0(\operatorname{inf}\{(f_j)'(\zeta) \mid \zeta \in E', (f_j)(\zeta) \neq 0, j = 1, \ldots, m\})^2 > 1.
\]

From the hypothesis of the induction, there exists a positive integer \( n_0 \) such that for any subset \( E' \subset E \) with \( \| E' \| \neq E \) and for any integer \( n \) with \( n \geq n_0 \), if \( z \), \( f_n(z) \), \( f_2f_n(z) \), \( \ldots \), \( f_{m-1}f_n(z) \) and \( (f_m \cdots f_n)(z) \) belong to \( E \) and \( \| (f_m \cdots f_n)(z) \| \neq 0 \), then \( \| (f_m \cdots f_n)(z) \| > M_0 \). For each \( y \in E \) and positive integer \( t \) with \( t \leq n_0 + 1 \), we set

\[
G_{y,t} = \{ g \in G \mid g(y) = y \text{, } g \text{ a product of } t \text{ generators}. \}
\]
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Then we have that \( \| G_{y,t} \| < \infty \) and for each \( g \in G_{y,t} \), \( y \) is a repelling fixed point of \( g \).

Now assume that \( z \), \( f_{w_1}(z) \), \( f_{w_2}f_{w_1}(z) \), \( \ldots \), \( f_{w_{l-1}} \cdots f_{w_1}(z) \) and \( (f_m \cdots f_{w_1})(z) \) belong to \( E' \), \( (f_m \cdots f_{w_1})(z) = z \), \( (f_m \cdots f_{w_1})(z) \neq 0 \) and \( (f_{m-1} \cdots f_{w_1})(z) \neq x \) for each \( j = 1, \ldots, n - 1 \). If \( n \leq n_0 + 1 \), we have

\[
\| (f_{m} \cdots f_{w_1})(z) \| > \inf\{(g'(z)) \mid g \in G_{z,1}, 1 \leq t \leq n_0 + 1 \} > 1.
\]

If \( n \geq n_0 + 2 \), then we have

\[
\| (f_{m} \cdots f_{w_1})(z) \| > M_0(\operatorname{inf}\{(f_j)'(\zeta) \mid \zeta \in E', (f_j)(\zeta) \neq 0, j = 1, \ldots, m\})^2 > 1.
\]

From these results, we can show that for any \( M > 0 \), there exists a positive integer \( n_1 \) such that for any integer \( u \) with \( u \geq n_1 \) if \( z \), \( f_{w_1}(z) \), \( f_{w_2}f_{w_1}(z) \), \( \ldots \), \( (f_{w_{l-1}} \cdots f_{w_1})(z) \) and \( (f_m \cdots f_{w_1})(z) \) belong to \( E' \) and \( \| (f_m \cdots f_{w_1})(z) \| \neq 0 \), then

\[
\| (f_m \cdots f_{w_1})(z) \| > M.
\]

Hence we have completed the induction. \( \square \)

**Lemma 2.1.33.** Let \( G = \langle f_1, f_2, \ldots, f_m \rangle \) be a finitely generated rational semigroup and \( E \) a finite subset of \( \mathbb{C} \).

Assume that each \( x \in E \) is not a non-repelling fixed point of any element of \( G \). Then there exists an open neighborhood \( V \) of \( E \) in \( \mathbb{C} \) such that for each \( z \in V \), if there exists a word \( w = (w_1, w_2, \ldots) \in \{1, \ldots, m\}^N \) satisfying that:

1. for each \( n \), \( (f_m \cdots f_{w_1})(z) \in V \),
2. \( (f_m \cdots f_{w_1})(z) \) accumulates only in \( E \) and
3. for each \( n \), \( (f_m \cdots f_{w_1})(\zeta) \in E \) and \( (f_m \cdots f_{w_1})(\zeta) \neq 0 \) where \( \zeta \) is the closest point to \( z \) in \( E \),

then \( z \) is equal to the point \( \zeta \in E \).

**Proof.** Let \( \epsilon \) be a small number so that \( B(x, \epsilon) \cap B(y, \epsilon) = \emptyset \) if \( x, y \in E \) and \( x \neq y \). Take an \( \epsilon \) smaller, if necessary, so that if \( z_0 \in E \) and \( f_j(z_0) \neq 0 \) for some \( j \), then \( f_j(B(\alpha, \epsilon)) \) is injective. We set \( V = \bigcup \in E \) \( B(z, \epsilon) \).

Let \( z \in V \) be a point. Assume that there exists a word \( w = (w_1, w_2, \ldots) \in \{1, \ldots, m\}^N \) satisfying the conditions 1, 2 and 3. We set \( \alpha_n = f_{w_n}f_{w_{n-1}} \cdots f_{w_1} \).

From the conditions 2 and 3, there exists a point \( a \in E \) and a sequence \( (n_j) \) such that \( \alpha_{n_j}(z) \to a \) as \( j \to \infty \) and \( \alpha_{n_j}(\zeta) = a \) for each \( j \). By Lemma 2.1.32,
we have \(|(\alpha_n')'(\zeta)| \to \infty\) as \(n \to \infty\). Hence by the Koebe distortion theorem, there exists a number \(\eta > 0\) such that for each positive integer \(j\), there exists an analytic inverse branch \(\beta_j\) of \(\alpha_n\) on \(B(\alpha, \eta)\) so that \(\beta_j(\alpha) = \zeta\) and \(\beta_j'(B(\alpha, \eta)) \subset V\) and diam \(\beta_j(B(\alpha, \eta)) \to 0\) as \(t \to \infty\).

We set \(y_j = \beta_j(\alpha_n(z))\) for each large \(j\). We claim that for each integer \(l\) with \(0 \leq l \leq n_j - 1\), if \((f_{w_{n_1}} f_{w_{n_2}} \cdots f_{w_l})(y_j) = (f_{w_{n_1}} f_{w_{n_2}} \cdots f_{w_l})(z)\), then \((f_{w_{n_1}} f_{w_{n_2}} \cdots f_{w_l})(y_j) = (f_{w_{n_1}} f_{w_{n_2}} \cdots f_{w_l})(z)\). Let us show the claim above. Assume that \((f_{w_{n_1}} f_{w_{n_2}} \cdots f_{w_l})(y_j) = (f_{w_{n_1}} f_{w_{n_2}} \cdots f_{w_l})(z)\). We have that

\[ f_l \circ f_{w_{n_1}} f_{w_{n_2}} \cdots f_{w_{l-1}} f_{w_l} \circ y_j = \beta_l(\alpha, \eta) \to \zeta, \]

is an analytic inverse branch of \(f_{w_{n_1}} f_{w_{n_2}} \cdots f_{w_{l-1}} f_{w_l}\) satisfying \((f_{w_{n_1}} f_{w_{n_2}} \cdots f_{w_l})(\alpha_n(z)) = (f_{w_{n_1}} f_{w_{n_2}} \cdots f_{w_l})(\zeta)\).

By Lemma 2.1.32 and the Koebe distortion theorem, we can assume that \(\{f_{w_{n_1}} f_{w_{n_2}} \cdots f_{w_l}(\beta)(\alpha, \eta) \subset B((f_{w_{n_1}} f_{w_{n_2}} \cdots f_{w_l})(\zeta), \epsilon)\).

Since

\[ (f_{w_{n_1}} f_{w_{n_2}} \cdots f_{w_l})(\zeta) \in B((f_{w_{n_1}} f_{w_{n_2}} \cdots f_{w_l})(\zeta), \epsilon), \]

(2.2)

\[ (f_{w_{n_1}} f_{w_{n_2}} \cdots f_{w_l})(y_j) = (f_{w_{n_1}} f_{w_{n_2}} \cdots f_{w_l})(\alpha_n(z)) \in B((f_{w_{n_1}} f_{w_{n_2}} \cdots f_{w_l})(\zeta), \epsilon) \]

(2.3)

and \(f_{w_{n_1}} f_{w_{n_2}} \cdots f_{w_l}(\alpha_n(z), \epsilon)\) is injective,

\[ (f_{w_{n_1}} f_{w_{n_2}} \cdots f_{w_l})(y_j) = (f_{w_{n_1}} f_{w_{n_2}} \cdots f_{w_l})(z) \]

implies that \(f_{w_{n_1}} f_{w_{n_2}} \cdots f_{w_l}(y_j) = (f_{w_{n_1}} f_{w_{n_2}} \cdots f_{w_l})(z)\). Hence the claim above holds.

From this claim, it follows that \(y_j = z\) for each large \(j\). Since \(\text{diam} \beta_j(B(\alpha, \eta)) \to 0\) as \(j \to \infty\), we have \(z = \zeta\).

\[ \square \]

Theorem 2.1.34. Let \(G = \langle f_1, f_2, \ldots, f_m \rangle\) be a finitely generated rational semigroup. Assume that \(F(G) \neq \emptyset\), there is an element \(g \in G\) such that \(\text{deg}(g) \geq 2\) and each element of \(\text{Aut} \mathbb{C}(\Gamma G)(\text{if this is not empty})\) is loxodromic. Also we assume all of the following conditions:

1. \(\hat{\Delta}_0(G)\) is a compact subset of \(F(G)\).

2. any element of \(G\) with the degree at least two has neither Siegel disks nor Herman rings.

3. \(|U_n(G) \cap \partial J(G)| < \infty\) and each point of \(U_n(G) \cap \partial J(G)\) is not a non-repelling fixed point of any element of \(G\).

Then \(\hat{\Delta}_0(G) = \hat{\Delta}(G) \neq \emptyset\) and for each compact subset \(L\) of \(F(G)\),

\[ \sup \{d(f_n \cdots f_i(z), \hat{\Delta}(G)) \mid z \in L, (i_n, \ldots, i_1) \in \{1, \ldots, m\}^n \} \to 0, \]
as \(n \to \infty\), where we denote by \(d\) the spherical metric. Also \(\hat{\Delta}(G)\) is the smallest attractor in \(F(G)\) for \(G\). Moreover we have that if \(h_n\) is a sequence in \(G\) consisting of mutually disjoint elements and converges to a map \(\phi\) in a subdomain \(V\) of \(F(G)\), then \(\phi\) is constant taking its value in \(\hat{\Delta}(G)\).

\[ \text{Proof.}\] First we will show that \(\hat{\Delta}_0(G) = \hat{\Delta}(G) \neq \emptyset\). By the condition 2, \(g\) has neither Siegel disks nor Herman rings. Since \(F(G) \neq \emptyset\) and by the condition 3, applying the no wandering domain theorem for \((g)\), we see that the element \(g\) has an attracting periodic point \(x\) in \(F(G)\). Hence \(\hat{\Delta}_0(G) \neq \emptyset\).

By Lemma 2.1.28, we get \(\hat{\Delta}_0(G) = \hat{\Delta}(G) \neq \emptyset\).

Next we will show that for each \(x \in F(G)\), \(\hat{\Delta}(G) \subset F(G)\). Assume that there exists a connected component \(U\) of \(F(G)\), a sequence \((g_n)\) of elements of \(G\) and a point \(y \in \partial J(G)\) such that \((g_n)\) converges to \(y\) locally uniformly on \(U\). We take a subsequence \((g_{1,n})\) of \((g_n)\) satisfying that there exists a generator \(f_{i_1}\) so that

\[ g_{1,n} = \cdots f_{i_1}, \]

for each \(n\). Inductively when we get a sequence \((g_{1,n})\) satisfying that there exists a word \((i_1, \ldots, i_j) \in \{1, \ldots, m\}^j\) so that \(g_{j,n} = \cdots f_{i_j} \cdots f_{i_1}\) for each \(n\), we take a subsequence \((g_{j+1,n})\) of \((g_{j,n})\) satisfying that there exists a generator \(f_{i_{j+1}}\) so that

\[ g_{j+1,n} = \cdots f_{i_{j+1}} \cdots f_{i_1}, \]

for each \(n\). By the diagonal method, we get a subsequence \((g_{n,n})\) of \((g_n)\) satisfying that there exists a word \((i_1, i_2, \ldots) \in \{1, \ldots, m\}^\mathbb{N}\) so that for each \(n\),

\[ g_{n,n} = \alpha_n f_{i_1} \cdots f_{i_1}, \]

where \(\alpha_n\) is an element of \(G\). We consider the sequence \((\beta_n)\) where \(\beta_n = f_{i_1} \cdots f_{i_1}\). We see that \(U_{\beta_n} \neq U_{\beta_n}\) if \(n \neq m\). For, if there exists \(n\) and \(m\) with \(n > m\) such that \(U_{\beta_n} = U_{\beta_m}\), then

\[ (f_{i_1} \cdots f_{i_{m+1}})(U_{\beta_n}) \subset U_{\beta_m}. \]
and the element \( f_1, \ldots, f_{n+1} \) has an (super)attracting fixed point \( x_0 \) in \( \overline{U_{\beta_m}} \).

By the condition 3, we have \( x_0 \in \mathcal{A}(G) \). From Lemma 2.1.30, it contradicts to that \( (\beta_n) \) converges to \( y \in \partial J(G) \) in \( U \). Hence \( U_{\beta_n} \neq U_{\beta_m} \) if \( n \neq m \). Now let \( z \) be a point of \( U \). Since \( U_{\beta_n} \neq U_{\beta_m} \) if \( n \neq m \), we have \( (\beta_n(z)) \) accumulates only in \( \partial J(G) \). By Theorem 2.1.24, we can show that \( (\beta_n(z)) \) accumulates only in \( \partial J(G) \cap \mathcal{U}(H) \). For each large \( n \), let \( c_n \) be the closest point to \( \beta_n(z) \) in \( \partial J(G) \cap \mathcal{U}(H) \). Since \( (\partial J(G) \cap \mathcal{U}(H)) \) is \( \infty \) and there is no superattracting fixed point of any element of \( G \) in \( \partial J(G) \), there exists an integer \( n_0 \) such that for each integer \( n \) with \( n \geq n_0 \),

\[
(f_1 \cdots f_{n_0+1})'(c_{n_0}) \neq 0.
\]

From Lemma 2.1.33, we get a contradiction. Therefore we have for each \( x \in F(G) \), \( \overline{G(x)} \subset F(G) \).

Now let \( z \) be a point of \( F(G) \). We have \( \overline{G(z)} \subset F(G) \). Let \( (U_1, \ldots, U_s) \) be the set of all connected components of \( F(G) \) having non-empty intersection with \( \overline{G(x)} \). We set \( V = \bigcup_{i=1}^{s} U_i \). Suppose that \( x \in U_j \). For each \( (i_{s+1}, i_s, \ldots, i_1) \in \{1, \ldots, m\}^{s+1} \), there exists an integer \( t \) with \( 1 \leq t \leq s \) such that \( (f_{i_1} \cdots f_{i_s}) \) is a component of \( V \) containing \( (f_{i_1} \cdots f_{i_s}) \). From our assumption, the element \( f_{i_1} \cdots f_{i_s} \) has an attracting fixed point in \( U_j \cap \mathcal{A}(G) \). Hence, from Lemma 2.1.30, we have

\[
sup \{d(f_{i_1} \cdots f_{i_s}(z), \mathcal{A}(G)) | (i_s, \ldots, i_1) \in \{1, \ldots, m\}^s \} \to 0,
\]
as \( n \to \infty \). Therefore for each compact subset \( L \) of \( F(G) \), the similar result holds.

Next we will show that \( \mathcal{A}(G) \) is the smallest attractor in \( F(G) \) for \( G \). From the argument above, \( \mathcal{A}(G) \) is an attractor in \( F(G) \) for \( G \). Let \( K \) be any attractor in \( F(G) \) for \( G \). It is easy to see that each attracting fixed point of any element of \( G \) in \( F(G) \) belongs to the set \( K \). It implies that \( \mathcal{A}(G) \subset K \).

Finally assume \( (h_n) \) is a sequence in \( G \) consisting mutually disjoint elements and converges to a map \( \phi \) in a subdomain \( V \) of \( F(G) \). Then by Lemma 2.1.30 we see that \( \phi \) is constant taking its value in \( \mathcal{A}(G) \).

By Theorem 2.1.34 and Lemma 2.1.29, we get the next theorem.

**Theorem 2.1.35.** Let \( G = \{f_1, f_2, \ldots, f_m\} \) be a finitely generated rational semigroup which is semi-hyperbolic. Assume that there is an element \( g \in G \) such that \( \deg(g) \geq 2 \) and each element of \( \text{Aut} \, \mathcal{C} \cap G \) (if this is not empty) is loxodromic. If \( F(G) \) is not empty, then \( \emptyset \neq \mathcal{A}(G) = A_0(G) \subset F(G) \) and for each compact subset \( L \) of \( F(G) \),

\[
sup \{d(f_{i_1} \cdots f_{i_s}(z), \mathcal{A}(G)) | z \in L, (i_s, \ldots, i_1) \in \{1, \ldots, m\}^s \} \to 0,
\]
as \( n \to \infty \), where we denote by \( d \) the spherical metric. Also \( A(G) \) is the smallest attractor in \( F(G) \) for \( G \). Moreover we have that if \( (h_n) \) is a sequence in \( G \) consisting mutually disjoint elements and converges to a map \( \phi \) in a subdomain \( V \) of \( F(G) \), then \( \phi \) is constant taking its value in \( \mathcal{A}(G) \).

**Theorem 2.1.36.** Let \( G = \{f_1, f_2, \ldots, f_m\} \) be a finitely generated rational semigroup which is sub-hyperbolic. Assume that there is an element \( g \in G \) such that \( \deg(g) \geq 2 \) and each element of \( \text{Aut} \, \mathcal{C} \cap G \) (if this is not empty) is loxodromic. If \( F(G) \) is not empty, then \( \emptyset \neq \mathcal{A}(G) = A_0(G) \subset F(G) \) and for each compact subset \( L \) of \( F(G) \),

\[
sup \{d(f_{i_1} \cdots f_{i_s}(z), \mathcal{A}(G)) | z \in L, (i_s, \ldots, i_1) \in \{1, \ldots, m\}^s \} \to 0,
\]
as \( n \to \infty \), where we denote by \( d \) the spherical metric. Also \( \mathcal{A}(G) \) is the smallest attractor in \( F(G) \) for \( G \). Moreover we have that if \( (h_n) \) is a sequence in \( G \) consisting mutually disjoint elements and converges to a map \( \phi \) in a subdomain \( V \) of \( F(G) \), then \( \phi \) is constant taking its value in \( \mathcal{A}(G) \).

**Proof.** Since \( A_0(G) \subset P(G) \) and \( G \) is sub-hyperbolic, we have that \( A_0(G) \subset F(G) \) is a compact subset of \( F(G) \) and \( (\mathcal{U}(H) \cap J(G)) \) is not empty. Now let \( x \) be a point of \( \mathcal{U}(H) \cap J(G) \). Assume that there exists an element \( h \in G \) such that \( h(x) = x \). Since \( G \) is sub-hyperbolic, \( x \) is neither attracting nor indifferent fixed point of \( h \). Since \( G \) is finitely generated, by [HM2], we have that there exists no superattracting fixed point of any element of \( G \) in \( \mathcal{U}(H) \cap J(G) \). Hence \( x \) is a repelling fixed point of \( h \).

From Theorem 2.1.34, the statement of our theorem holds.

**Proposition 2.1.37.** Let \( G \) be a finitely generated rational semigroup which contains an element with the degree at least two. Assume that \( \mathcal{P}(G) < \infty \) and \( F(G) \subset J(G) \). Then \( J(G) = \mathcal{C} \).

**Proof.** Suppose \( F(G) \neq \emptyset \). Let \( g \in G \) be an element with the degree of least two. By the assumption of our Proposition, \( g \) has a super attracting periodic point in \( \partial J(G) \). On the other hand, since \( G \) is finitely generated, by [HM2], there exist no super attracting fixed points of any element of \( G \) in \( \mathcal{U}(H) \cap J(G) \). This is a contradiction.

Now we consider the expandingness of hyperbolic rational semigroups, which gives us an information about the analytic property of them.

**Theorem 2.1.38.** Let \( G = \{f_1, f_2, \ldots, f_m\} \) be a finitely generated hyperbolic rational semigroup. Assume that \( G \) contains an element with the degree at least two and each Möbius transformation in \( G \) is neither the identity nor an
elliptic element. Let $K$ be a compact subset of $\overline{C} \setminus P(G)$. Then there are a positive number $c$, a number $\lambda > 1$ and a Riemannian metric $\rho$ on an open subset $V$ of $\overline{C} \setminus P(G)$ which contains $K \cup J(G)$ and is backward invariant under $G$ such that for each $k$

\[
\inf \{|(f_1 \circ \cdots \circ f_k)'(z)| \rho \mid z \in (f_1 \circ \cdots \circ f_k)^{-1}(K), (i_k, \ldots, i_1) \in \{1, \ldots, n\}^k\} \geq c \lambda^k,
\]

here we denote by $\| \cdot \|_\rho$ the norm of the derivative measured from the metric $\rho$ to it.

Proof. This follows from Theorem 2.4.17 which we will show later, but here we will show the statement in the way similar to that of the proof of theorem 3.13 in [McD]. We denote by $B$ the union of all components of $F(G)$ each of which has a non-empty intersection with $P(G)$. Let $B_1, \ldots, B_s$ be all the components of $B$. For each $i = 1, \ldots, s$ we take the hyperbolic metric in $B_i$. Let $L_i$ be the $\epsilon$-neighborhood of $P(G) \cap B_i$ in $B_i$ with respect to the distance in $B_i$ induced by the hyperbolic metric, where $\epsilon$ is a positive number which is sufficiently small. We set $L = \bigcup_1^s L_i$ and $V = \overline{C} \setminus L$. Then $V$ contains $K \cup J(G)$ and for each element $g$ of $G$ the inverse image $g^{-1}(V)$ is included in $V$.

By Theorem 2.1.34, there is a positive integer $m_0$ such that for each number $m \geq m_0$ the closure of $g_m^{-1}(V)$ is included in $V$ for any element $g_m$ of $G$ in the form $f_{m_0} \circ \cdots \circ f_1$. Now let $m$ be any positive integer with $m \geq m_0$ and $g_m$ any element of $G$ in the form $f_{m_0} \circ \cdots \circ f_1$. We set $U = g_m^{-1}(V)$. We take the hyperbolic metric in each component of $V$ and denote it by $\rho$. Also we take the hyperbolic metric in each component of $U$ and denote it by $\tau$.

We will show that the inclusion $i : U \rightarrow V$ satisfies that $\|i'(z)\|_\tau < 1$ for each $z \in U$ where we denote by $\| \cdot \|_\tau$ the norm of the derivative measured from the Riemannian metric $\tau$ on $U$ to the Riemannian metric $\rho$ on $V$. Assume that there is a point $z_0 \in U$ such that $\|i'(z_0)\|_\tau = 1$. Let $W_1$ be the connected component of $U$ containing $z_0$ and $W_2$ the connected component of $V$ containing $z_0$. For each $i = 1, 2$ the universal cover of $W_i$ is $D(0, 1)$. Let $\tilde{i} : D(0, 1) \rightarrow D(0, 1)$ be the lift of $i : W_1 \rightarrow W_2$. Since $\|\tilde{i}'(z_0)\|_\tau = 1$, $\tilde{i}'(D(0, 1)) = D(0, 1)$ from Schwartz lemma. It follows that $W_1 = W_2$ but this is a contradiction because the closure of $g_m^{-1}(V)$ is included in $V$. Hence $\|i'(z)\|_\tau < 1$ for each $z \in U$.

The map $g_m$ is a covering map from $U$ to $V$ and is a local isometry between the Riemannian metric $\tau$ on $U$ and $\rho$ on $V$. Hence $\|g_m'(z)\|_\tau > 1$ for each $z \in U$, where we denote by $\| \cdot \|_\tau$ the norm of the derivative measured from the Riemannian metric $\rho$ on $V$ to it.

It is easy to see that there exists a compact subset $C$ of $V$ which contains $K$ and is backward invariant under $G$, hence the statement of our theorem holds.

\section{2.1. NO WANDERING DOMAIN}

Now we will show the converse of Theorem 2.1.38.

\textbf{Theorem 2.1.39.} Let $G = \langle f_1, f_2, \ldots, f_s \rangle$ be a finitely generated rational semigroup. If there are a positive number $c$, a number $\lambda > 1$ and a Riemannian metric $\rho$ on an open subset $U$ containing $J(G)$ such that for each $k$

\[
\inf \{|(f_1 \circ \cdots \circ f_s)'(z)| \rho \mid z \in (f_1 \circ \cdots \circ f_s)^{-1}(J(G)), (i_k, \ldots, i_1) \in \{1, \ldots, n\}^k\} \geq c \lambda^k,
\]

where we denote by $\| \cdot \|_\rho$ the norm of the derivative measured from the metric $\rho$ on $V$ to it, then $G$ is loxodromic and each Möbius transformation in $G$ is loxodromic or hyperbolic.

\textbf{Remark 8.} Because of the compactness of $J(G)$, we can show, with an easy argument, which is familiar to us in the iteration theory of rational functions, that even if we exchange the metric $\rho$ to another Riemannian metric $\rho_1$, the inequality of the assumption holds with the same number $\lambda$ and a different constant $c_1$.

\textbf{Proof.} Take a positive integer $k$ such that $c \lambda^k > 1$ and fix it. We take the compact $\epsilon$-neighborhood $K$ of $J(G)$ in $U$ with respect to the distance $\rho$. If $\epsilon$ is sufficiently small, then

\[
\inf \{|(f_1 \circ \cdots \circ f_s)'(z)| \rho \mid z \in (f_1 \circ \cdots \circ f_s)^{-1}(J(G)), (i_k, \ldots, i_1) \in \{1, \ldots, n\}^k\} > 1
\]

and for each $g \in G$ which is of the form $f_1 \circ \cdots \circ f_s$, the set $g^{-1}(K)$ is included in $K$. Moreover if we take $\epsilon$ smaller, then in $K$ there is no critical value of any element of $G$ with the word length less than $k$ hence there is no critical value of any element of $G$ in $K$.

Now let $h$ be any Möbius transformation in $G$. We will show that $h$ is loxodromic or hyperbolic. Assume that $h$ is parabolic. Then the fixed point $x$ of $h$ satisfies that $(h^n)'(x) = 1$ for each positive integer $n$ and $x \in J(G)$ but this is a contradiction. Assume that $h$ is elliptic. We can assume that $h(z) = c \theta z$ for some $\theta \in \mathbb{R}$ and $C \cap J(G) \neq \emptyset$. There is a sequence $(n_j)$ of positive integers such that for $y \in C \cap J(G)$, $h^{n_j}(y) \rightarrow y$ and $(h^n)'(y) \rightarrow 1$ as $j \rightarrow \infty$ but this is a contradiction.

\textbf{Definition 2.1.40.} Let $G = \langle f_1, f_2, \ldots, f_s \rangle$ be a finitely generated rational semigroup. We say that $G$ is expanding if the assumption of Theorem 2.1.30 holds.
2.2 Continuity of Julia sets

Definition 2.2.1. Let \( E \) be a metric space. We denote by \( \text{Comp}^*(E) \) the set of non-empty compact subsets of \( E \). For every \( A, B \in \text{Comp}^*(E) \) we set

\[
\partial(A, B) = \sup\{d(x, B) \mid x \in A\}
\]

and

\[
d_H(A, B) = \max\{\partial(A, B), \partial(B, A)\}.
\]

It is well known that \( d_H \) is a distance on \( \text{Comp}^*(E) \). We call it the Hausdorff metric.

Definition 2.2.2. Let \( M \) be a complex manifold and \( \Lambda \) a set. Suppose the map

\[
(z, a) \in \overline{C} \times M \mapsto f_{j,a}(z) \in \overline{C}
\]

is holomorphic for each \( \lambda \in \Lambda \) and \( f_{j,a} : \overline{C} \to \overline{C} \) is non-constant for each \( \lambda \in \Lambda \) and \( a \in M \). Let \( G_a \) be the rational semigroup generated by \( \{f_{j,a}\}_{j \in \Lambda} \) for each \( a \in M \). Then we say that \( \{G_a\}_{a \in M} \) is a holomorphic family of rational semigroups.

Remark 9. If a map \( F : \overline{C} \times M \to \overline{C} \) is holomorphic, then for each \( a \in M \) the map \( F(\cdot, a) \) is a rational map and \( \deg(F(\cdot, a)) \) is a constant function on \( M \) when \( M \) is connected. For, if two maps \( f, g \) from \( S^2 \) to \( S^2 \) are continuous and holomorphic, then \( \deg(f) = \deg(g) \). Holomorphic families of usual iteration of rational functions have been studied in [MSS]. It is well known that the set of \( J \)-stable parameters is open and dense in the parameter space([MSS], [Mc]).

Theorem 2.2.3. Let \( \{G_a\}_{a \in M} \) be a holomorphic family of rational semigroups where \( G_a = \{f_{j,a}, \cdots, f_{h,a}\} \). We assume that for a point \( b \in M \) there is a confinement set \( K \) of \( G_b \). Then the map

\[
a \mapsto J(G_a) \in \text{Comp}^*(\overline{C})
\]

is continuous at the point \( a = b \) with respect to the Hausdorff metric.

Proof. By Lemma 1.1.6.6, for any \( \epsilon > 0 \) there is a finite set

\[
X_b = \{x_{1,b}, \cdots, x_{l_b}\} \subset J(G_b)
\]

of repelling fixed points of \( G_b \) such that

\[
\partial(J(G_b), X_b) \leq \epsilon/2.
\]

By the implicit function theorem, there is a neighborhood \( W \) of \( b \) in \( M \) such that for every \( a \in W \) and for every \( j = 1, \ldots, l \) there is a repelling fixed point \( x_j,a \) of \( G_a \) such that

\[
d(x_{j,a},x_j,a) \leq \epsilon/2.
\]

For each \( a \in W \) we set \( X_a = \{x_{1,a}, \cdots, x_{l,a}\} \). Then

\[
\partial(X_a, J(G_a)) \leq \partial(X_b, X_a) \leq \epsilon/2.
\]

So

\[
\partial(J(G_a), J(G_b)) \leq \partial(J(G_a), X_b) + \partial(X_b, J(G_a)) \leq \epsilon.
\]

Next, for every \( a \in M \) we fix the generator system \( \{f_{j,a}\} \) of \( G_a \). We denote by \( A \) the union of all components of \( F(G_a) \) that have a non-empty intersection with \( K \) and we take the hyperbolic metric in each component of \( A \). Let \( \alpha \) be a positive number and \( K_1 \) be the compact \( 2\alpha \) neighborhood of \( K \) in \( A \) and \( K_2 \) be the compact \( \alpha \) neighborhood of \( K \) in \( A \). Then if we take the neighborhood \( W \) of \( b \) smaller, there is an integer \( m \) such that for every \( a \in W \) and for every integer \( t \) satisfying \( m \leq t \leq 2m \) every element \( g \in G_a \) of a product of \( t \) generators of \( G_a \) satisfies

\[
g(K_2) \subset K_1.
\]

So for every \( a \in W \) and for every integer \( t \) satisfying \( m \leq t \leq 2m \) every element \( g \in G_a \) of a product of \( u \) generators of \( G_a \) satisfies \( g(L) \subset K_2 \) and so \( L \) is included in \( F(G_a) \). So

\[
\partial(J(G_a), J(G_b)) \leq \epsilon.
\]

Hence \( a \mapsto J(G_a) \) is continuous at the point \( b \) with respect to the Hausdorff metric.

By Theorem 2.1.34, we get the following result.
Corollary 2.2.4. Let $M$ be a complex manifold. Let $\{G_a\}_{a \in M}$ be a holomorphic family of rational semigroups where $G_a = \{f_{1,a}, \ldots, f_{n,a}\}$. Let $b$ be a point of $M$. We assume that $G_b$ satisfies the assumption in Theorem 2.1.34. Then the map

$$a \mapsto J(G_a)$$

is continuous at the point $a = b$ with respect to the Hausdorff metric.

Corollary 2.2.5. Let $M$ be a complex manifold. Let $\{G_a\}_{a \in M}$ be a holomorphic family of rational semigroups where $G_a = \{f_{1,a}, \ldots, f_{n,a}\}$. Let $b$ be a point of $M$. Assume that $G_b$ contains an element of degree at least two and that each element of $\text{Aut}(\mathbb{C}) \cap G_b$ (if this is not empty) is loxodromic. If $G_b$ is semi-hyperbolic or sub-hyperbolic, then the map

$$a \mapsto J(G_a)$$

is continuous at the point $a = b$ with respect to the Hausdorff metric.

Theorem 2.2.6. Let $\{G_a\}_{a \in M}$ be a holomorphic family of rational semigroups where $G_a = \{f_{1,a}, \ldots, f_{n,a}\}$. Then

1. Let $b$ be a point of $M$. Assume that $G_b$ is hyperbolic. And also assume that $\text{deg}(f_{i,b})$ is at least two and each Möbius transformation in $G_b$ is neither the identity nor an elliptic element. Then there is an open neighborhood $W$ of $b$ such that for every $a \in W$ the rational semigroup $G_a$ is hyperbolic and the map $a \mapsto J(G_a)$ is continuous with respect to the Hausdorff metric.

2. Under the same assumption as 1, if the sets $(f_{j,a}^{-1}(J(G))))_{a}$ are mutually disjoint, then there is an open neighborhood $V$ of $b$ and a continuous map $i : \mathbb{C} \times V \to \mathbb{C}$ such that for every $z \in \mathbb{C}$ the map $a \mapsto i(z,a)$ is holomorphic, and for every $a \in V$ the map $z \mapsto i(z,a)$ is a quasiconformal homeomorphism of $\mathbb{C}$ mapping $J(G_a)$ onto $J(G_a)$.

Proof. Proof of 1. For every $a \in M$ we fix the generator system $\{f_{j,a}\}$ of $G_a$. We denote by $A$ the union of all components of $F(G_a)$ that have a non-empty intersection with $K = P(G_b)$ and we take the hyperbolic metric in each component of $A$. Let $a$ be a positive number and $K_1$ be the compact 20 neighborhood of $K$ in $A$ and $K_1$ be the compact $\epsilon$ neighborhood of $K$ in $A$. Then if we take a small neighborhood $W$ of $b$ there is an integer $m$ such that for every $a \in W$ and for every integer $t$ satisfying $m \leq t \leq 2m$ every element $g \in G_a$ of a product of $t$ generators of $G_a$ satisfies

$$g(K_1) \subset K_1.$$
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Remark 10. In the above proof, if we can take $V$ as a simply connected domain, then the Julia set is a self-similar set in $\mathbb{C} \setminus V$ with respect to the hyperbolic metric.

By Theorem 2.3.1 and the proof, we can show the following result.

Theorem 2.3.2. Let $G = \langle f_1, \ldots, f_n \rangle$ be a finitely generated rational semigroup. Assume that $\deg(f_j)$ is at least two. If $P(G)$ is included in a connected component $U$ of $F(G)$ and the sets $\{f_j^{-1}(J(G))\}_{j=1}^n$ are mutually disjoint, then the Julia set $J(G)$ is a Cantor set.

Example 2.3.3. Let $G_c = \langle z^2 + c, z^2 + c \rangle$. Then $J(G_c)$ is a Cantor set for sufficiently large positive number $c$.

2.4 Rational Skew Product

Definition 2.4.1 (rational skew product). Let $X$ be a topological space. If a continuous map $f : X \times \mathbb{C} \to X \times \mathbb{C}$ is represented by the following form:

$$\tilde{f}(x, y) = (p(x), q_c(y)),$$

where $p : X \to X$ is a continuous map and $q_c : \mathbb{C} \to \mathbb{C}$ is a rational map with the degree at least 1 for each $x \in X$, then we say that $\tilde{f} : X \times \mathbb{C} \to X \times \mathbb{C}$ is a rational skew product. In this paper we always assume that $X$ is a compact metric space.

Notation: For each $n \in \mathbb{N}$ and $x \in X$, we set

$$q_c^{(n)} := q_c^{n-1} \circ \cdots \circ q_c.$$

Definition 2.4.2. Under the above situation, we define the following sets. For each $x \in X$,

$$F_x = \{y \in \mathbb{C} \mid \{q_c^{(n)}\}_n \text{ is normal in a neighborhood of } y\},$$

$$J_x = \mathbb{C} \setminus F_x, \quad \tilde{J}_x = \{x\} \times J_x.$$ 

Further we set

$$\tilde{J}(\tilde{f}) := \bigcup_{x \in X} \tilde{J}_x, \quad \tilde{F}(\tilde{f}) := (X \times \mathbb{C}) \setminus \tilde{J}(\tilde{f}).$$

$$C(\tilde{f}) = \{(x, y) \in X \times \mathbb{C} \mid q_c'(y) = 0\},$$

$$P(\tilde{f}) = \bigcup_{n \in \mathbb{N}} \tilde{f}^n(C(\tilde{f})).$$
Proposition 2.4.5. Let $C(f)$ be a rational skew product represented by $f(x, y) = (p(x), q_e(x))$. Then the following hold.

1. If $x \in X$, then $q_e^{-1}(p(x)) = f_z$. If $x \in X$ is repelling(resp. indifferent, attracting, etc.) such that $|f^n(x)| > 1$ (resp. $= 1$, $< 1$, etc.).

Lemma 2.4.3. Let $f : X \times \overline{C} \to X \times \overline{C}$ be a rational skew product represented by $f(x, y) = (p(x), q_e(x))$. Then the following hold.

1. If $x \in X$, then $q_e^{-1}(p(x)) = f_z$. If $x \in X$ is repelling(resp. indifferent, attracting, etc.) such that $|f^n(x)| > 1$ (resp. $= 1$, $< 1$, etc.).

2. If $p : X \to X$ is surjective, then $f : X \times \overline{C} \to X \times \overline{C}$ is surjective.

3. If $p : X \to X$ is a surjective and open map, then $f^{-1}(J(f)) = J(f)$. It is easy to see 1. and 2. Assume $J \neq \Sigma_m \times \overline{C}$ and $J$ contains a non-empty open set $U$. Then $F(G) \neq \emptyset$ and for each positive integer $n$ we have $\pi_2(f^n(U)) \subset F(G)$.

Proof. By definition, this is a contradiction. Hence 3. holds.

Let $z \in J$ be a point and assume there exists an open neighborhood $U$ of $z$ such that $U \setminus \{z\} \subset J$. There exists a positive integer $n$ such that $p_{\alpha}(f^n(U)) = \Sigma_m$. It follows that $\pi_2(f^n(U)) \subset J(G)$ and $\pi_2(f^n(U \setminus \{z\})) \subset F(G)$.

Assume $\ell(J(G)) \geq 3$, then $J(G)$ is perfect and so that is a contradiction. Hence 4. holds.

Now we will show 5. Let $(w, x) \in J$. Let $U$ be a neighborhood of $w$ in $\Sigma_m$ and $V$ be a neighborhood of $x$ in $\overline{C}$. There exists a positive integer $n$ such that if we set

$$U_n = \{u \in \Sigma_m | u_j = w_j, j = 1, \ldots, n\}$$

then $U_n \subset U$. We set

$$G_n = \{g \in G | g \cdot \cdots \cdot f_{e_1} \}.$$ 

Then this is a subsemigroup of $G$. We have

$$J(G_n) = (f_{e_2} \cdots f_{e_1})^{-1}(J(G))$$
and since \( J(G) \) has infinitely many points, \( J(G_n) \) must have at least three points. By Theorem 3.1 in [HM1] (Note that if we read the proof of this theorem, we can see that the statement of this theorem holds whenever the Julia set has at least three points), we get that \( J(G_n) \) is the closure of the set of repelling fixed point of all elements of \( G_n \). Since \( x \in \{ f_{m_1}, \ldots, f_{m_k} \}^{-1}J(G) = J(G_n) \), there exists an element \( g \in G_n \) and a point \( y \in V \) such that \( y \) is a repelling fixed point of \( g \). Hence \( \delta \) holds.

Now we will show 6. Let \( K \) and \( U \) be as in 6. Assume \( E(G) \neq \emptyset \). If \( E(G) \) has exactly two points, then it is easy to show the statement of 6. Suppose \( E(G) = \{ x \} \) and let \( V \) be a connected component of \( F(G) \) containing \( x \). Let \( \rho \) be the hyperbolic metric in \( V \). Since each \( f_j \) does not increase the metric and \( x \) is a fixed point of it, there exists an open hyperbolic ball \( A \) about \( x \) included in \( V \) such that \( f_j(A) \subseteq A \) for each \( j \). It implies that \( f(\pi_k^{-1}(A)) \subseteq \pi_k^{-1}(A) \). Hence, from the beginning of the proof, we can assume that

\[
\tilde{f}(K) \supseteq K. \tag{2.4}
\]

We will show that for each positive integer \( k \),

\[
K \subseteq \bigcup_{j=n} f^{kj}(U). \tag{2.5}
\]

There exists a positive integer \( j \) such that \( \pi_{k} f^{kj}(U) = \Sigma_m \). On the other hand, by [HM1], for any rational semigroup \( G_1 \), the Julia set \( J(G_1) \). By [HM1] again, the Julia set of the subsemigroup \( H_k \) of \( G \) which is generated by:

\[
\{ f_{m_1} \cdots f_{m_k} | (\alpha_k, \ldots, \alpha_1) \in \{ 1, \ldots, m \}^k \}
\]
is equal to \( J(G) \). Also we have \( E(H_k) = E(G) \) by definition of the exceptional set. Hence (2.5) holds.

By 5., we obtain that there exists an open set \( U_0 \) included in \( U \) and a positive integer \( s \) such that \( f^s(U_0) \supseteq U_0 \). Hence by (2.5), we get that there exists a positive integer \( N \) such that \( f^N(U) \supseteq K \). From (2.4), it follows that for each positive integer \( n \) with \( n \geq N \), we have \( f^n(U) \supseteq K \). Hence the statement of 6. holds when \( E(G) \) has exactly one point. If \( E(G) = \emptyset \), we can show the statement in the same way as the above.

**Definition 2.4.6 (hyperbolicity).** Let \( \tilde{f} : X \times \mathbb{C} \to X \times \mathbb{C} \) be a rational skew product. We say that \( \tilde{f} \) is hyperbolic along fibers if \( P(\tilde{f}) \subseteq \tilde{P}(\tilde{f}) \).
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**Definition 2.4.7.** Let \( \tilde{f} : X \times \mathbb{C} \to X \times \mathbb{C} \) be a rational skew product. We say that \( \tilde{f} \) is expanding along fibers if there exists a positive constant \( C \) and a constant \( \lambda \) with \( \lambda > 1 \) such that for each \( n \in \mathbb{N} \),

\[
\inf_{x \in \mathbb{C}} \| (\tilde{f}^n)'(x) \| \geq C \lambda^n,
\]

where we denote by \( \| \cdot \| \) the norm of the derivative with respect to the spherical metric.

**Definition 2.4.8 (semi-hyperbolicity).** Let \( \tilde{f} : X \times \mathbb{C} \to X \times \mathbb{C} \) be a rational skew product. Let \( N \) be a positive integer. We say that a point \((x_0, y_0) \in X \times \mathbb{C} \) belongs to \( SH_N(f) \) if there exists a neighborhood \( U \) of \( x_0 \) and a positive number \( \delta \) satisfying that for any \( x \in U \), any \( n \in \mathbb{N} \), any element \( x_n \in \pi^{-n}(x) \) and any element \( V \) of \( V(B(y_0, \delta), q_n) \),

\[
\deg(q^{(n)}_{x_n} : V \to B(y_0, \delta)) \leq N.
\]

We set

\[
UH(f) = (X \times \mathbb{C}) \setminus \bigcup_{N \in \mathbb{N}} SH_N(f).
\]

We say that \( \tilde{f} \) is semi-hyperbolic along fibers if for any \((x_0, y_0) \in \tilde{f}(f) \) there exists a positive integer \( N \) such that \((x_0, y_0) \in SH_N(f) \).

**Lemma 2.4.9.** Let \( \tilde{f} : X \times \mathbb{C} \to X \times \mathbb{C} \) be a rational skew product. If \( \tilde{f} \) is hyperbolic along fibers, then it is semi-hyperbolic along fibers.

**Lemma 2.4.10.** Let \( G = \{ f_1, f_2, \ldots, f_m \} \) be a finitely generated rational semigroup. Then \( G \) is semi-hyperbolic if and only if the rational skew product \( \tilde{f} : X \times \mathbb{C} \to X \times \mathbb{C} \) constructed by the generator system \( \{ f_1, f_2, \ldots, f_m \} \) is semi-hyperbolic along fibers.

**Definition 2.4.11 (Condition(C1)).** Let \( \tilde{f} : X \times \mathbb{C} \to X \times \mathbb{C} \) be a rational skew product. We say that \( \tilde{f} \) satisfies the condition (C1) if there exists a family \( \{ D_x \}_{x \in X} \) of discs in \( \mathbb{C} \) such that the following three conditions are satisfied:

1. \( \bigcup_{n \geq 0} \tilde{f}^{n+1}([x] \times D_x) \subseteq \tilde{f}(f) \).
2. for any \( x \in X \), we have that \( \text{diam}(q^{(n)}_{x}(D_x)) \to 0 \) as \( n \to \infty \).
3. \( \inf_{x \in X} \text{diam}(D_x) > 0 \).

Now we will show the following lemma and theorem.
Lemma 2.4.12. Let \( f : \mathbb{X} \times \overline{\mathbb{C}} \to \mathbb{X} \times \overline{\mathbb{C}} \) be a rational skew product satisfying the condition (C1). Assume that there exists a point \((x_0, y_0) \in \mathbb{X} \times \overline{\mathbb{C}}\) with \(y_0 \in F_{\infty}\), a connected open neighborhood \(U\) of \(y_0\) in \(\overline{\mathbb{C}}\) and a sequence \((n_j)\) of positive integers such that \(R_j := q^{(n_j)}\) converges to a non-constant map \(\phi\) uniformly on \(U\) as \(j \to \infty\). Let \((x_j, y_j) = f^n(x_0, y_0)\) and \((x_{\infty}, y_{\infty}) = \lim_{j \to \infty} (x_j, y_j)\). Let \(S_{i,j} = q^{(n_i-n_j)}\) for \(1 \leq i < j\). Let
\[
V = \{ y \in \overline{\mathbb{C}} \mid \exists \epsilon > 0, \lim_{j \to \infty} \sup_{d(q_j(y), y) < \epsilon} d(S_{i,j}(\xi), \xi) = 0 \}.
\]
Then \(V\) is a non-empty open set and for any \(y \in \partial V\), we have that
\[
(x_{\infty}, y) \in \tilde{J}(f) \cap U H(\tilde{f}).
\]
(2.6)

Theorem 2.4.13. Let \( f : \mathbb{X} \times \overline{\mathbb{C}} \to \mathbb{X} \times \overline{\mathbb{C}} \) be a rational skew product. Assume \(f\) is semi-hyperbolic along fibers and satisfies the condition (C1). Then the following hold.

1. Let \((x_0, y_0) \in \mathbb{X} \times \overline{\mathbb{C}}\) be any point with \(y_0 \in F_{\infty}\). Then for any open connected neighborhood \(U\) of \(y_0\) in \(\overline{\mathbb{C}}\), there exists no subsequence of \((q^{(n)})\) converging to a non-constant map locally uniformly on \(U\).

2. \[
\tilde{J}(f) = \bigcup_{x \in \mathbb{X}} \tilde{J}_x.
\]

3. If there exists a disc \(D\) in \(\overline{\mathbb{C}}\) such that \(D_x = D\) for all \(x \in \mathbb{X}\) in the condition (C1), then there exist positive constants \(\delta\), \(L\) and \(\lambda(0 < \lambda < 1)\) such that for any \(n \in \mathbb{N}\),
\[
\sup \{ \text{diam} U \mid U \in c(B(y, \delta), q^{(n)}) \}, \,(x, y) \in \tilde{J}(f), x_n \in p^{-n}(x) \} \leq L \lambda^n.
\]

To show Lemma 2.4.12 and Theorem 2.4.13, we need the following lemma.

Lemma 2.4.14. Let \( f : \mathbb{X} \times \overline{\mathbb{C}} \to \mathbb{X} \times \overline{\mathbb{C}} \) be a rational skew product satisfying the condition (C1). Assume \((x_0, y_0) \in \mathcal{S}_H(f)\) for some \(N \in \mathbb{N}\). Then there exists a positive number \(\delta_0\) such that for each \(0 < \delta < \delta_0\) there exists a neighborhood \(U\) of \(x_0\) in \(\overline{\mathbb{C}}\) satisfying that for each \(n \in \mathbb{N}\), each \(x \in U\) and each \(x_n \in p^{-n}(x)\), we have that each element of \(c(B(y_0, \delta), q^{(n)}_{x})\) is simply connected.
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Proof. Take a positive number \(\delta_1\) such that for each \(x \in \mathbb{X}\) and each \(x_i \in p^{-i}(x)\), we have that each connected component of \(q^{i}_{x} \big(D_x\big)\) contains a ball with the radius at least \(\delta_1\).

By the semi-hyperbolicity and Lemma 2.1.10, we can take a positive number \(\delta_0\) and a open neighborhood \(U\) of \(x_0\) in \(\overline{\mathbb{C}}\) such that for each \(\delta\) with \(0 < \delta < \delta_0\), each \(x \in U\), each \(n \in \mathbb{N}\), and each \(x_n \in p^{-n}(x)\), we have that the diameter of each element of \(c(B(y_0, \delta), q^{(n)}_{x})\) is less than \(\delta\).

Now we will show each element of \(c(B(y_0, \delta), q^{(n)}_{x})\) is simply connected by induction on \(n\). Assume an element \(W\) of \(c(B(y_0, \delta), q^{(n)}_{x})\) is simply connected. Let \(W_1\) be a connected component of \(q^{(i+1)}_{x} \big(W\big) \) such that \(x_{n+1}\) is an element of \(p^{-i}(x_n)\). Suppose \(W_1\) is not simply connected. Each connected component of \(\partial W_1\) is mapped onto \(\partial W\) by \(q^{(i+1)}_{x}\). Hence the image of each connected component of \(\overline{\mathbb{C}}\big\{|W|\big\}\) by \(q^{(i+1)}_{x}\), contains \(D_{x_n}\). Hence we have that \(\text{diam} W \geq \delta_1\), which contradicts to the choice of \(\delta_0\) and \(U\).

Now we will show the Lemma 2.4.12.

Proof. We will show the statement developing a method in Jonsson's Thesis([1]). By the definition, \(V\) is an open set. Since \(\phi\) is non-constant, there exists a positive number \(\lambda\) such that
\[
R_j(U) \supset B(y_0, \lambda)
\]
for each \(j \in \mathbb{N}\). We have that \(B(y_0, \lambda) \subset V\). For, if \(y \in B(y_0, \lambda)\) then
\[
y = R_j(\xi)\] for some \(\xi \in U\) and so \(d(S_{i,j}(\xi), y) = d(R_j(\xi), R_j(\xi))\) which is small if \(i\) is large. Hence \(V\) is a non-empty open set.

Take any \(y \in \partial V\). We will show
\[
(x_{\infty}, y) \notin \tilde{J}(f).
\]
(2.7)

Assume this is false. If there exists a positive integer \(i_0\) such that \(\{S_{j,i}\}_{j \geq i_0}\) is normal in a neighborhood of \(y\), then since \(S_{j,i} \to Id\) on \(V \cap W\), we have that \(W \subset V\) and it is a contradiction. Hence there exist sequences \((i_k), (j_k)\) and \((\xi_k)\) such that
\[
S_{i_k, j_k}(\xi_k) \in D_{x_n},
\]
(2.8)
where we denote by \(\{D_i\}_{i \geq 0}\) a family of discs in \(\overline{\mathbb{C}}\) in the definition of condition (C1). Since we are assuming \((x_{\infty}, y) \in \tilde{J}(f)\), we have that there exists an disc \(B\) around \(y\) such that \(B \subset F_{x_n}\) and \(\xi_k \in B\) for large \(k\). By (2.8), the condition (C1) and the definition of \(V\), we get a contradiction. Hence (2.7) holds.
Now we will show $(x_0, y) \in UH(\bar{f})$. Suppose this is false. Then there exists a positive integer $N$ such that $(x_0, y) \in SH_\infty(\bar{f})$. Let $\delta_0$ be a number for $(x_0, y)$ in Lemma 2.4.14 and let $\delta = \delta_0/2$. We can assume that there exists a neighborhood $U'$ of $x_\infty$ satisfying that for any $x \in U'$, any $n \in \mathbb{N}$, any element $x_n \in p^{-1}(x)$ and any element $V$ of $c(B(y, \delta_0), \eta_{x_n}^0)$,

$$\deg(\eta_{x_n}^0 : V \to B(y, \delta_0)) \leq N.$$ 

Take two domains $V_1$ and $V_2$ such that

$$V_0 \subset V_2 \subset V_1 \subset V, \quad B(y, \delta) \cap V_2 \neq \emptyset.$$ 

(2.9)

If $j > i$ and $i$ is large enough, let $S_{i,j} = id_{V_1}$ on $V_1$. Hence $S_{i,j}$ is biholomorphic on $V_1$ and $S_{i,j}(V_1) \supset V_2$. Let $h_{i,j} : V_2 \to V_1$ be a map such that $S_{i,j} \circ h_{i,j} = id$ on $V_2$ and $h_{i,j} \circ S_{i,j} = id$ on $S_{i,j}^{-1}(V_2) \cap V_1$. Then we have that

$$\lim \sup i \to \infty \sup j > i \in V_2 d(h_{i,j}(\xi), \xi) = 0.$$ 

(2.10)

For each $(i, j)$ such that $j > i$ and $i$ is large enough, let $B_{i,j} = c(B(y, \delta), S_{i,j})$ be an element such that $h_{i,j}(V_2 \cap B(y, \delta)) \subset B_{i,j}$. By the choice of $\delta_0$, we have that $B_{i,j}$ is simply connected. By semi-hyperbolicity, there exists a positive integer $M$ such that for each $(i, j)$ with $j > i$ where $i$ is large enough,

$$d(c(S_{i,j}|B_{i,j}) \cap B(y, \delta)) \leq M,$$ 

(2.11)

where we denote by "cv" the set of critical values. Hence there exists a positive number $\theta$ with $0 < \theta < 2\pi$ such that for each $(i, j)$ with $i < j$ there exists a sector $U_{i,j}$ in $B(y, \delta)$ of angle $\theta$ with the center $y$ such that $U_{i,j} \cap cv(S_{i,j}|B_{i,j}) = \emptyset$ and $U_{i,j} \cap V_2 \neq \emptyset$. Let $g_{i,j} : U_{i,j} \to B_{i,j}$ be the analytic continuation of $h_{i,j}$ on $V_2 \cap U_{i,j}$. Let $y_{i,j} \in B_{i,j} \cap g_{i,j}(U_{i,j})$ such that $S_{i,j}(y_{i,j}) = y$. By (2.10), Corollary 2.1.9, Condition (C1) and the fact $V_2 \cap U_{i,j} \neq \emptyset$, we have that there exists a positive number $\delta_1$ such that

$$B(y_{i,j}, \delta_1) \subset B_{i,j}.$$ 

(2.12)

for each $(i, j)$ such that $j > i$ and $i$ is large enough. Now we will show the following claim:

Claim: $$\lim_{i \to \infty} \sup_{j > i} d(y_{i,j}, y) = 0.$$ 

(2.13)

Suppose this is false. Then there exists a sequence $((i_k, j_k))$ with $j_k > i_k$ and a positive number $\delta_2$ such that $d(y_{i_k, j_k}, y) > \delta_2$ for each $k$. We can assume

that $(y_{i_k, j_k})$ converges to a point $\bar{y}$ as $k \to \infty$ and that there exists a sector $U_0$ with the center $y$ such that $U_{i_k, j_k} = U_0$ for each $k$. Then we have that

$$B(\bar{y}, \delta_1/2) \cap V = \emptyset.$$ 

(2.14)

For, assume the left hand side is not empty. Then since $S_{i_k, j_k} \to id$ in $V$ and the family $\{S_{i_k, j_k}: k_{i_k, j_k}\}$ is normal, we have that $S_{i_k, j_k} \to id$ locally uniformly on $B(\bar{y}, \delta_1/2)$. But this is a contradiction because $\bar{y} \neq y$. Hence we have (2.14).

By Lemma 2.1.10, there exists a positive number $\delta_1$ with $\delta_1 < \delta_1/4$ such that for each $k$, the diameter of each element of $c(B(\bar{y}, \delta_1), S_{i_k, j_k})$ is less than $\delta_1$. Hence if we take a fixed point $z \in B(y, \delta_2) \cap U_0$, then we have that for each large $k$,

$$d(\bar{y}, g_{i_k, j_k}(z)) < \delta_1/4.$$ 

(2.15)

On the other hand, since $g_{i_k, j_k} \to id$ locally uniformly on $V_0$ and $(g_{i_k, j_k})_k$ is normal in $U_0$, we have that $g_{i_k, j_k} \to id$ locally uniformly on $U_0$. Hence we have that $d(g_{i_k, j_k}(z), y) < \delta_1/4$ for each large $k$. Together with (2.15) and $B(\bar{y}, \delta_1/2) \cap V = \emptyset$, we get a contradiction. Hence we have shown the claim (2.13).

Since $B(y_{i, j}, \delta_1) \subset B_{i, j}$ for each $(i, j)$ such that $j > i$ and $i$ is large enough, by the above claim we have that there exists a positive integer $i_0$ such that for each $(i, j)$ with $j > i \geq i_0$,

$$S_{i,j}(B(y, \delta_1/2)) \subset B(y, \delta).$$

Hence $(S_{i,j})_{i \leq i_0}$ is normal in $B(y, \delta_1/2)$. Since $S_{i,j} \to id$ on $B(y, \delta_1/2) \cap V$, we have that $\bar{y} \in V$ and this is a contradiction. Hence we have shown the first statement of our lemma.

Now we will show Theorem 2.4.13.

Proof. The statement 1 follows from Lemma 2.4.12.

Now we will show the statement 2 of our theorem. Suppose the statement is false. Then there exists a point $(x_0, y_0) \in \overline{fU}$ with $y_0 \in \mathbb{F}$, a connected component $U$ of $y_0$ in $\mathbb{C}$ and a sequence $(n_j)$ of positive integers such that $R_{n_j} = \eta_{x_0}^{n_j}$ converges to a map $\phi$ uniformly on $U$ as $j \to \infty$. Let $(x_j, y_j) = f^{n_j}(x_0, y_0)$ and $(x_n, y_n) = \lim_{j \to \infty}(x_j, y_j)$. By Lemma 2.1.10, there exists a positive number $a$ such that $y_j \in B(y_{n_0}, a)$ and the element $B_j \subset c(B(y_{n_0}, a), R_j)$ containing $y_j$ satisfies that $B_j \subset U$ for each large
j. Hence $R_j(U) \supset B(y_{n_0}, \rho)$ for each large $j$ and it implies that $\phi$ is non-constant. By Lemma 2.4.12, it is a contradiction. Hence we have shown the statement 2 of our theorem.

Finally we will show the statement 3 of our theorem. By semi-hyperbolicity and Lemma 2.4.14, there exists a positive integer $N$ and a positive real number $\delta_0$ such that for any $(x', y') \in \tilde{J}(f)$ there exists a neighborhood $U'$ of $x'$ satisfying that for any real number $\tau$ with $0 < \tau < \delta_0$, any $x \in U'$, any $n \in \mathbb{N}$, any element $x_n \in p^{-n}(x)$ and any element $V$ of $c(B(y/\tau, \{q_{x_n}^{(n)}\}))$, we have that $V$ is simply connected and

$$\deg(q_{x_n}^{(n)}: V \to B(y', \tau)) \leq N.$$  

Let $\delta = \delta_0/2$. We set

$$A_n = \sup\{\text{diam } U \mid U \in c(B(y, \delta), q_{x_n}^{(n)}), (x, y) \in \tilde{J}(f), x_n \in p^{-n}(x)\}.$$  

First we will show

$$A_n \to 0, \quad \text{as } n \to \infty. \tag{2.16}$$

Suppose this is false. Then there exists a positive constant $C$, a sequence $((x^k, y^k))$ of points in $\tilde{J}(f)$, a sequence $((\tilde{x}^k, \tilde{y}^k))$ with $f^k((\tilde{x}^k, \tilde{y}^k)) = (x^k, y^k)$ for some $n_k \in \mathbb{N}$, $n \to \infty$ and a sequence $(U_k)_k$ with $U_k \in c(B(y_k, \delta), q_{x_k}^{(n_k)})$ and $y^k \in U_k$ for each $k$ such that

$$\text{diam } U_k \geq C, \quad \text{for each } k.$$  

We can assume that $((x^k, y^k))$ tends to a point $(x^0, y^0) \in \tilde{J}(f)$ and that $((\tilde{x}^k, \tilde{y}^k))$ tends to a point $(\tilde{x}^0, \tilde{y}^0) \in \tilde{J}(f)$. By Corollary 2.1.9, there exists a positive number $r$ such that $B(\tilde{y}^0, r) \subset U_k$ for each large $k$. Hence

$$q_{x_k}^{(n_k)}(B(\tilde{y}^0, r)) \subset B(y^0, r), \tag{2.17}$$

for each large $k$. By the second statement of our theorem, we have that $y^0 \in J_{\rho}$. Hence there exists a positive integer $j$ and a point $z \in B(y^0, r)$ such that

$$q_{y^0}^{(j)}(z) \in D.$$  

Hence $q_{x_k}^{(j)}(z) \in D$ for each large $k$. On the other hand by the condition (C1) if we take $\delta_0$ so small then we can assume

$$\bigcup_{n \geq 0} f^n([x] \times D) \cap (\{y^0\} \times B(y^0, \delta_0)) = \emptyset.$$  

2.4. RATIONAL SKEW PRODUCT

Since $n_k \to \infty$, by (2.17) we get a contradiction. Hence we have (2.16).

Take a positive integer $n_0$ such that for each $n \in \mathbb{N}$ with $n \geq n_0$,

$$A_n \leq \delta/2. \tag{2.18}$$

Fix any positive integer $k$. Let $((x_n, y_n)) = (x_{n+1}, y_{n+1})$ for each $n$ $(x_0, y_0) \in J(f)$. For each $j = 0, \ldots, k$, let $W_j$ be the element of $c(B(y_{k-j-n_0}, \delta), q_{x_j}^{(n_0)})$ containing $y_{k-n_0}$. By (2.18) we have that

$$W_0 \supset \cdots \supset W_k. \tag{2.19}$$

For each $j = 1, \ldots, k$,

$$q_{x_j}^{(n_0)}: W_j \to B(y_{k-j-n_0}, \delta)$$

is a proper holomorphic map with the degree at most $N$. Since $q_{x_j}^{(n_0)}(W_{j+1})$ is a connected component of $q_{x_{j-1}}^{(n_0)}(B(y_{k-j-1-n_0}, \delta))$, which is included in $B(y_{k-j-n_0}, \delta/2)$ by (2.18), we have that for each $j = 0, \ldots, k - 1,$

$$\text{mod } (W_{j+1}, W_j) \geq c > 0, \tag{2.20}$$

where $c$ is a constant number depending only on $N$. By Lemma 2.1.11, there exists a $\lambda$ with $0 < \lambda < 1$ depending only on $N$ such that

$$\text{diam } W_{j+1}/\text{diam } W_j \leq \lambda, \quad \text{for each } j = 0, \ldots, k - 1.$$  

Hence we get that diam $W_k \leq \lambda^n$ diam $B(y_0, \delta)$. Therefore the statement 3 of our theorem holds.

Corollary 2.4.15. Let $G = \langle f_1, f_2, \ldots, f_m \rangle$ be a finitely generated rational semigroup which is semi-hyperbolic. Assume $G$ contains an element with the degree at least two and each element of $\text{Aut } C \cap G$ (if this is not empty) is loxodromic. Also assume $F(G) \neq \emptyset$. Then there exists a $\delta > 0$, a constant $L$ with $L > 0$ and a constant $\lambda$ with $0 < \lambda < 1$ such that

$$\text{sup } \{\text{diam } U \mid U \in c(B(x, \delta), f_{i_1} \cdots f_{i_n}), x \in J(G), (i_1, \ldots, i_n) \in \{1, \ldots, m\}^n \} \leq \lambda^n, \quad \text{for each } n.$$  

Proof. Let $\tilde{f}: X \times C \to X \times C$ be the rational skew product constructed by the generator system $\langle f_1, f_2, \ldots, f_m \rangle$. Then this is semi-hyperbolic along fibers. By the existence of an attractor in $F(G)$ for $G$ (Theorem 2.1.35) we have that if we set $D_x = D$ for each $x \in X$ where $D$ is a small disc around a point of the attractor, then $\tilde{f}$ satisfies the condition (C1) with that family of discs. By Theorem 2.4.13, the statement of our Corollary holds.
CHAPTER 2. HYPERBOLICITY

Corollary 2.4.16. Let \( \tilde{f} : X \times \overline{C} \to X \times \overline{C} \) be a rational skew product such that \( q_x \) is a polynomial of degree at least two for each \( x \in X \). Assume \( \tilde{f} \) is semi-hyperbolic along fibers. Then the following hold.

1. \[
\tilde{J}(\tilde{f}) = \bigcup_{x \in X} \tilde{J}(x).
\]

2. There exist positive constants \( \delta, L \) and \( \lambda(0 < \lambda < 1) \) such that for any \( n \in \mathbb{N} \),
   \[
   \sup \{ \text{diam } U \mid U \subset c(B(y, \delta), q_x^{-n}(y)), (x, y) \in \tilde{J}(\tilde{f}), x_n \in p^{-n}(x) \} \leq L\lambda^n.
   \]

3. For any compact subset \( K \) of \( \tilde{\Phi}(\tilde{f}) \), we have that \( \bigcup_{n \geq 0} \tilde{f}^n(K) \subset \tilde{\Phi}(\tilde{f}) \) and there exist constants \( C > 0 \) and \( \tau < 1 \) such that for each \( n \),
   \[
   \sup_{z \in K} \| (\tilde{f}^n)'(z) \| \leq C\tau^n.
   \]

Proof. Take a small disc \( D \) around \( \infty \) and set \( D_n = D \) for each \( x \in X \). Then \( \tilde{f} \) satisfies the condition \( C1 \) with the family of discs \( \{ D_n \} \). Hence the statement 1 and 2 follow from Theorem 2.4.13. Let \( K \) be a compact subset of \( \tilde{\Phi}(\tilde{f}) \).

As in Chapter 1 of [Se] or [J], we have that the family \( \{ J_z \}_{z \in X} \) is semi-hyperbolic and Lemma 2.1.10 we get a contradiction. Hence we get that \( \bigcup_{n \geq 0} \tilde{f}^n(K) \subset \tilde{\Phi}(\tilde{f}) \). By the statement 1 of Theorem 2.4.13, we have that for each \( z = (x, y) \in K \), there exists a neighborhood \( U(z) \) of \( x \) in \( X \), a neighborhood \( V(z) \) of \( y \) in \( \overline{C} \), and a positive integer \( n(z) \) such that \( \| (\tilde{f}^n(z))'(z') \| < 1/2 \) for each \( z' \in U(z) \times V(z) \). Since \( K \) is a compact set, we get the statement 3. \( \square \)

Theorem 2.4.17. Let \( \tilde{f} : X \times \overline{C} \to X \times \overline{C} \) be a rational skew product. Assume \( \tilde{f} \) is hyperbolic along fibers and satisfies the condition \( C1 \) with a family of discs \( \{ D_n \}_{x \in X} \) such that there exists a disc \( D \) satisfying \( D_n = D \) for all \( x \in X \). Then \( \tilde{f} \) is expanding along fibers.

Proof. We have only to show that there exists a positive integer \( n_0 \) such that for each \( n \in \mathbb{N} \) with \( n \geq n_0 \) and \( z \in \tilde{J}(\tilde{f}) \),
   \[
   \| (\tilde{f}^n)'(z) \| \geq 2.
   \]

2.5. CONDITIONS TO BE SEMI-HYPERBOLIC

Suppose this is false. Then there exists a sequence \( (n_j) \) of positive integers and a sequence \( (z_j) = ((x_j, y_j)) \) in \( \tilde{J}(\tilde{f}) \) such that
   \[
   \| (\tilde{f}^{n_j})'(z_j) \| \leq 2. \tag{2.21}
   \]

We can assume that \( \tilde{f}^{n_j}(z_j) \) converges to a point \( (x, y) \in \tilde{J}(\tilde{f}) \). Let \( \delta \) be a small positive number. For each \( j \) let \( B_j(c, B(y, \delta), q_x^{-n_j}(y)) \) be the element containing \( y_j \). By (2.21) and Koebe distortion theorem, there exists a positive constant \( C \) such that for each \( j \), \( \text{diam } B_j \geq c. \) But this contradicts to the statement 2.4.13 of Theorem 2.4.13. \( \square \)

2.5 Conditions to be semi-hyperbolic

Theorem 2.5.1. Let \( G = \langle f_1, f_2, \ldots, f_m \rangle \) be a finitely generated rational semigroup. Let \( z_0 \in J(G) \) be a point. Assume all of the following conditions:

1. there exists a neighborhood \( U_1 \) of \( z_0 \) in \( \overline{C} \) such that for any sequence \( (\alpha_n) \subset G \), any domain \( V \) in \( \overline{C} \) and any point \( c \in U_1 \), we have that the sequence \( \{ (\alpha_n) \} \) does NOT converge to \( c \) locally uniformly on \( V \).

2. there exists a neighborhood \( U_2 \) of \( z_0 \) in \( \overline{C} \) and a positive real number \( \varepsilon \) such that if we set
   \[
   T = \{ c \in \overline{C} \mid \exists j, f_j'(c) = 0, (G \cup \{ \text{id} \})/(f_j(c)) \cap U_2 \neq \emptyset \}
   \]
   then for each \( c \in T \cap C(f_j) \), we have \( d(c, (G \cup \{ \text{id} \})(f_j(c))) > \varepsilon \).

3. \( F(G) \neq \emptyset \).

Then \( z_0 \in \overline{SH}(G) \) for some \( N \in \mathbb{N} \).

Notation: For any family \( \{ g_z \}_{z \in \Lambda} \) of rational functions, we denote by \( F(\{ g_z \}) \) the set of all points \( z \in \overline{C} \) such that \( z \) has a neighborhood where the family \( \{ g_z \} \) is normal. We set \( J(\{ g_z \}) = \overline{C} \setminus F(\{ g_z \}) \). \( F(\{ g_z \}) \) is called the Fatou set and \( J(\{ g_z \}) \) is called the Julia set for the family.

Corollary 2.5.2. Let \( G = \langle f_1, f_2, \ldots, f_m \rangle \) be a finitely generated rational semigroup. Let \( z_0 \in J(G) \) be a point. Assume all of the following conditions:

1. there exists a neighborhood \( U_1 \) of \( z_0 \) in \( \overline{C} \) such that for any sequence \( (\alpha_n) \subset G \) consisting of mutually distinct elements and any domain \( V \) in \( F(\{ \alpha_n \}) \), there exists a point \( x \in V \) such that the sequence \( U_n(\alpha_n(x)) \cap \overline{C} \setminus U_1 \neq \emptyset \).
2. there exists a neighborhood $U_2$ of $z_0$ in $\overline{C}$ and a positive real number $\bar{\varepsilon}$ such that if we set

$$T = \{ c \in C \mid \exists j, \ f_j(c) = 0, \ (G \cup \{id\})(f_j(c)) \cap U_2 \neq \emptyset \}$$

then for each $c \in T \cap C(f_j)$, we have $d(c, (G \cup \{id\})(f_j(c))) > \bar{\varepsilon}$.

3. $F(G) \neq \emptyset$.

Then $z_0 \in SH_0(G)$ for some $N \in \mathbb{N}$ and there exists a neighborhood $W$ of $z_0$ in $\overline{C}$ such that for any sequence $(g_n) \subset G$ consisting of mutually distinct elements, we have

$$\sup \{ \text{diam } S \mid S \subset c(\mathbb{W}, g_n) \} \to 0, \text{ as } n \to \infty.$$
\(B' \to B) \leq N.\) Hence \(\Delta(B', f) \leq N\) and it is a contradiction. Hence there exists a \(\nu \in \{1, \ldots, k-1\}\) such that
\[
\text{diam } B_{\nu} \geq \varepsilon.
\]
Take the maximal \(\nu(1 \leq \nu \leq k-1)\) satisfying the above. Then \(B_{\nu}\) is simply connected and
\[
\deg(f_{w_1} \circ \cdots \circ f_{w_{\nu-1}}|_{B_{\nu}} : B_{\nu} \to B) \leq N.
\]
Now we will show the Theorem 2.5.1.

**Proof.** Take \(\varepsilon, \epsilon\) and \(N\) as before. Take \(n_0\) in Lemma 2.5.3 for \(\varepsilon\) and \(N\). Let \(k\) be the smallest integer such that there exists some admissible square \(Q = Q_{\mu,n}\) at level \(n \geq n_0\) with diam \((K) > \varepsilon\) for some element \(K\) of \(c(Q, f_{w_1} \circ \cdots \circ f_{w_k})\) where \((w_1, \ldots, w_k)\) is some word of length \(k\). We have \(k \geq 1\). Let \(Q\) be the square attached to \(Q\). By Lemma 2.5.3, there exists an element \(S \in c(Q, f_{w_1} \circ \cdots \circ f_{w_k})\) such that \(\Delta(S, f_{w_1} \circ \cdots \circ f_{w_k}) > N\). Take an integer \(\nu\) with \(1 \leq \nu < k\) in Lemma 2.5.4. Then we have
\[
\text{diam } (f_{w_1} \circ \cdots \circ f_{w_k}(S)) > \varepsilon.
\]
If we set \(\tilde{S} = f_{w_1} \circ \cdots \circ f_{w_k}(S)\) then
\[
\deg(f_{w_1} \circ \cdots \circ f_{w_{\nu-1}}|_{\tilde{S}}) \leq N
\]
and
\[
\tilde{S} \subset \bigcup_{\mu} (f_{w_1} \circ \cdots \circ f_{w_{\nu-1}})^{-1}(Q_{\mu,n+1}).
\]
By the minimality of \(k\), we have that the diameter of each element of \(c(Q_{\mu,n+1}, f_{w_1} \circ \cdots \circ f_{w_{\nu-1}})\) is less than \(\epsilon\). Since \(\deg(f_{w_1} \circ \cdots \circ f_{w_{\nu-1}}|_{\tilde{S}}) \leq N\), we have that
\[
\varepsilon < \text{diam } \tilde{S} \leq 36N\varepsilon.
\]
This contradicts to \(\varepsilon < \frac{1}{36\varepsilon}\). Hence we have proved that for each admissible square \(Q_{\mu,n}\) with \(n \geq n_0\) and each \(g \in G\), each element \(K \in c(Q_{\mu,n}, g)\) satisfies that \(\text{diam } (K) < \varepsilon\). Since \(\varepsilon\) is sufficiently small, \(K\) is simply connected. By Lemma 2.5.4, we have that
\[
\deg(f|_{K} : K \to Q_{\mu,n}) \leq N + 1.
\]
Hence \(z_0 \in SH_{N+1}\). \(\Box\)

## 2.5. CONDITIONS TO BE SEMI-HYPERBOLIC

Now we will show the Corollary 2.5.2.

**Proof.** If we assume the conditions in the assumption of Corollary 2.5.2, then clearly the conditions in the assumption of Theorem 2.5.1 are satisfied. Hence we have \(z_0 \in SH_{N}(G)\) for some \(N \in \mathbb{N}\). Now take a small disc \(W\) around \(z_0\) contained in \(SH_{N}(G) \cap U_0\). If there exists a constant \(C > 0\), a sequence \((g_n) \subset G\) consisting of mutually distinct elements and a sequence \((W_n)\) with \(W_n \in c(W, g_n)\) such that \(\text{diam } W_n > C\) for each \(n\), then by Corollary 2.1.9, there exists a positive real number \(r\) such that for each \(n\), we have \(B(z_n, r) \subset W_n\) for some \(z_n \in \mathbb{C}\). We can assume \((z_n)\) converges to a point \(y \in \mathbb{C}\). Then \((g_n)\) is normal in \(B(y, r/2)\). Since \(g_n(B(y, r/2)) \subset W \subset U_1\) for each large \(n \in \mathbb{N}\), we get a contradiction. Hence the statement of the Corollary holds. \(\Box\)

**Theorem 2.5.5.** Let \(G = \langle f_1, f_2, \ldots, f_n \rangle\) be a finitely generated rational semigroup. Assume that there exists an element of \(G\) with the degree at least two, that each element of \(\text{Aut } \mathbb{C} \cap G\) (if this is not empty) is loxodromic and that \(F(G) \neq \emptyset\). Then \(G\) is semi-hyperbolic if and only if all of the following conditions are satisfied.

1. For each \(z \in J(G)\) there exists a neighborhood \(U\) of \(z\) in \(\mathbb{C}\) such that for any sequence \((g_n) \subset G\), any domain \(V \subset \mathbb{C}\) and any point \(\zeta \in U\), we have that the sequence \((g_n)\) does NOT converge to \(\zeta\) locally uniformly on \(V\).

2. For each \(j = 1, \ldots, m\) each \(c \in C(f_j) \cap J(G)\) satisfies
\[
d(c \in (G \cup \{id\})(f_j(c))) > 0
\]

**Proof.** First assume the conditions 1 and 2. Then by Theorem 2.5.1, we have that \(G\) is semi-hyperbolic.

Conversely, suppose \(G\) is semi-hyperbolic. By Lemma 2.1.13, the condition 2 holds. Now we will show the condition 1 holds. By Theorem 2.1.35, there exists an attractor \(K\) in \(F(G)\) for \(G\). Let \(z_0\) be any point and \(U\) a neighborhood of \(z_0\) such that \(U \cap K = \emptyset\). Suppose that there exists a sequence \((g_n) \subset G\), a domain \(V \subset \mathbb{C}\) and a point \(\zeta \in U\) such that \(g_n \to \zeta\) as \(n \to \infty\) locally uniformly on \(V\). We will deduce a contradiction. We can assume that there exists a word \(w \in \{1, \ldots, m\}^N\) such that for each \(n\),
\[
g_n = f_{w_n} \circ \cdots \circ f_{w_1},
\]
where $a_n \in G$ is an element. Then from Theorem 2.1.35 and that $U \cap K = \emptyset$, we have that

$$f_{w_1} \circ \cdots \circ f_{w_n}(V) \subset J(G), \quad \text{(2.22)}$$

for each $n$. Hence $(f_{w_1} \circ \cdots \circ f_{w_n})_n$ is normal in $V$. Now let us consider the rational skew product $f$ constructed by the generator system $\{f_1, \ldots, f_m\}$. By the second statement of Theorem 2.4.13, we have that $[w] \times V \subset F(f)$. Hence there exists a positive integer $n$ such that $f_{w_1} \circ \cdots \circ f_{w_n}(V) \subset F(G)$, if we take $V$ sufficiently small. But this contradicts to (2.22). Hence we have shown that condition 1 holds.

**Theorem 2.5.6.** Let $G = \langle f_1, f_2, \ldots, f_m \rangle$ be a finitely generated sub-hyperbolic rational semigroup. Assume that there exists an element of $G$ with the degree at least two, that each element of $\text{Aut} \bar{G}$ (if this is not empty) is loxodromic and that there is no super attracting fixed point of any element of $G$ in $J(G)$. Then there exists a Riemannian metric $\rho$ on a neighborhood $V$ of $J(G) \setminus P(G)$ such that for each $z_0 \in J(G) \setminus G^{-1}(P(G) \cap J(G))$, if there exists a word $w = (w_1, w_2, \ldots, \{1, \ldots, m\})$ satisfying $(f_{w_1} \cdots f_{w_n})(z_0) \in J(G)$ for each $n$, then

$$\|(f_{w_1} \cdots f_{w_n})'(z_0)\| \to \infty, \text{ as } n \to \infty,$$

where $\| \cdot \|$ is the norm of the derivative measured from $\rho$ on $V$ to it.

**Proof.** By Theorem 2.1.36, there exists an attractor $K \subset P(G)$ for $G$ such that $K^1 \supset P(G) \cap F(G)$. Let $\{V_1, \ldots, V_t\}$ be the set of all connected components of $\bar{G} \setminus K$ having non-empty intersection with $J(G)$. We take the hyperbolic metric in $V_i \setminus P(G)$ for each $i = 1, \ldots, t$. We denote by $\rho$ the Riemannian metric in $V = \bigcup_{i=1}^t V_i \setminus P(G)$. First we will show the following.

- **Claim 1.** There exists a $k \in \mathbb{N}$ such that for each $n$,

$$\|(f_{w_{n+k}} \cdots f_{w_n})(f_{w_1} \cdots f_{w_n}(z_0))\| > 1,$$

where $\| \cdot \|$ is the norm of the derivative measured from $\rho$ to it. For each $i = 1, \ldots, t$, let $x_i$ be a point of $V_i \cap F(G)$. Since $K$ is an attractor in $F(G)$ for $G$, there exists a $k \in \mathbb{N}$ such that for each $(i_1, \ldots, i_k) \in \{1, \ldots, m\}^k$, \(f_{i_1} \cdots f_{i_k}(x_i) \in K, \text{ for } i = 1, \ldots, t. \quad \text{(2.23)}\)

Let $x$ be a point of $J(G) \cap V_j \setminus P(G)$. Suppose $(f_{i_1} \cdots f_{i_k})(x) \in V_j \setminus P(G)$ for some $(i_1, \ldots, i_k) \in \{1, \ldots, m\}^k$ and $j$. Let $U$ be the connected component of $(f_{i_1} \cdots f_{i_k})^{-1}(V_j \setminus P(G)) \cap (V_j \setminus P(G))$ containing $x$. Then

$$(f_{i_1} \cdots f_{i_k}) : U \to V_j \setminus P(G)$$

is a covering map. Hence we have

$$\|(f_{w_{n+k}} \cdots f_{w_n})'(z_0)\|_{(V_j \setminus P(G))} = 1, \text{ for each } z \in U, \quad \text{(2.24)}$$

where we denote by $\| \cdot \|_{(V_j \setminus P(G))}$ the norm of the derivative measured from the hyperbolic metric on $U$ to that on $V_j \setminus P(G)$. On the other hand, by (2.23), $U \neq V_j \setminus P(G)$. Therefore the inclusion map $i : U \to V_j \setminus P(G)$ satisfies that

$$\|i'(z)\|_{(V_j \setminus P(G))} < 1, \text{ for each } z \in U, \quad \text{(2.25)}$$

where we denote by $\| \cdot \|_{(V_j \setminus P(G))}$ the norm of the derivative measured from the hyperbolic metric on $U$ to that on $V_j \setminus P(G)$. By (2.24) and (2.25), we get

$$\|(f_{w_{n+k}} \cdots f_{w_n})'(z)\|_{(V_j \setminus P(G))} = 1, \text{ for each } z \in U, \quad \text{(2.26)}$$

where we denote by $\| \cdot \|_{(V_j \setminus P(G))}$ the norm of the derivative measured from the hyperbolic metric on $V_j \setminus P(G)$ to that on $V_j \setminus P(G)$. Hence the Claim 1 holds.

By Claim 1, we get that if the sequence $(f_{w_{n+k}} \cdots f_{w_n})(z_0)$ does not accumulate to any point of $P(G) \cap J(G)$, then $\|(f_{w_{n+k}} \cdots f_{w_n})(z_0)\| \to \infty$ as $n \to \infty$. Hence we can assume that the sequence accumulates to a point of $P(G) \cap J(G)$. We set

$$g_n = f_{w_{n+k}} \cdots f_{w_1}, \text{ for each } n.$$

We will show the following.

- **Claim 2.** $\|(g_n)(z_0)\| \to \infty$ as $n \to \infty$.

Since $z_0 \in J(G) \setminus G^{-1}(P(G) \cap J(G))$, by the same arguments as that in the proof of Theorem 2.1.34, we can show that there exists an $\varepsilon_1 > 0$ and a sequence $(n_j)$ of integers such that

$$g_{n_j}(z_0) \in J(G) \setminus B(P(G), \varepsilon_1), \text{ for each } j.$$

Suppose the case there exists a constant $\varepsilon_2$ such that for each $j, D(g_{n_j+1}(z_0), P(G)) \geq \varepsilon_2$.

Then from Claim 1, there exists a constant $c > 1$ such that for each $j$, $(f_{w_{n_j+1}} \cdots f_{w_{n_j}})'((f_{w_{n_j+1}} \cdots f_{w_{n_j}})(z_0)) > c$.

Using the Claim 1 again, we can show that $\|(g_n)(z_0)\| \to \infty$ as $n \to \infty$. 

2.5. CONDITIONS TO BE SEMI-HYPERBOLIC


Next suppose the case there exists a subsequence \((h_i)_{i=1}^{\infty}\) of \((g_{n_j+1})_{j=1}^{\infty}\) such that \(d(h_i(z_0), P(G)) \to 0\) as \(i \to \infty\). There exists a subsequence \((\beta_i)_{i=1}^{\infty}\) of \((g_{n_j})_{j=1}^{\infty}\) such that for each \(j\) \(h_i = a_i \circ \beta_i\) where \(a_i\) is an element of \(G\). Then there exists a constant \(c_1 \in \mathbb{N}\) such that for each \(i\), \(\|w_s(a_i) \leq c_1\) where \(S = \{f_1, \ldots, f_m\}\). Hence there exists a sequence \((x_i)\) such that \(d(x_i, \beta_i(z_0)) \to 0\) as \(i \to \infty\) and \(a_i(x_i) \in P(G)\) for each \(i \in \mathbb{N}\). We can assume that \(x_i \in B(\beta_i(z_0), \epsilon_i)\) for each \(i \in \mathbb{N}\). Let \(\gamma_i\) be the analytic inverse branch of \(\beta_i\) in \(B(\beta_i(z_0), \epsilon_i)\) such that

\[
\gamma_i(\beta_i(z_0)) = z_0, \quad \text{for each}\ i \in \mathbb{N}.
\]

Since \(\bigcup_{i=1}^{\infty} \gamma_i(B(\beta_i(z_0), \epsilon_i)) \subset \overline{C} \setminus K\) and \(d(x_i, \beta_i(z_0)) \to 0\) as \(i \to \infty\). Hence we have

\[
d(z_0, h_i^{-1}(P(G))) \to 0, \quad \text{as} \quad i \to \infty.
\]

(2.27)

There exists an \(i\) such that \(z_0 \in V_i \setminus P(G)\). For each \(i\) let \(V_i\) be the element of \(\{V_1, \ldots, V_i\}\) such that \(h_i(z_0) \in V_i \setminus P(G)\). Let \(W_i\) be the connected component of \(h_i^{-1}(V_i) \setminus P(G)\) containing \(z_0\). Then \(h_i: W_i \to V_i\) is a covering map. Hence we have

\[
\| (h_i)'(z) \|_{W_i, V_i \setminus P(G)} = 1, \quad \text{for} \quad z \in W_i,
\]

where \(\| \cdot \|_{W_i, V_i \setminus P(G)}\) is the norm of the derivative measured from the hyperbolic metric on \(W_i\) to that on \(V_i\). By Theorem 2.26 in [Mc], (2.27) implies that

\[
\| (h_i)'(z) \|_{W_i, V_i \setminus P(G)} \to 0 \quad \text{as} \quad i \to \infty,
\]

where we denote by \(i_i\) the inclusion map from \(W_i\) into \(V_i \setminus P(G)\) for each \(i \in \mathbb{N}\). It follows that

\[
\| h_i'(z) \|_{W_i \setminus P(G), V_i \setminus P(G)} \to \infty \quad \text{as} \quad i \to \infty,
\]

(2.28)

where \(\| \cdot \|_{W_i \setminus P(G), V_i \setminus P(G)}\) is the norm of the derivative measured from the hyperbolic metric on \(V_i \setminus P(G)\) to that on \(V_i \setminus P(G)\). By (2.28) and Claim 1, we get \(\| (g_{n_j})'(z_0) \| \to \infty\) as \(n \to \infty\). Hence the Claim 2 holds.

In the same way we can show that for each \(i = 1, \ldots, k-1,\)

\[
\| (f_{w_{k+1}} \cdots f_{w_1})'(z_0) \| \to \infty \quad \text{as} \quad n \to \infty.
\]

We have thus proved the Theorem. \(\square\)

2.6 OPEN SET CONDITION AND AREA 0

**Theorem 2.5.7.** Let \(G = \langle f_1, f_2, \ldots, f_m \rangle\) be a finitely generated sub-hyperbolic rational semigroup. Assume that there exists an element of \(G\) with the degree at least two, that each element of \(\text{Aut } \mathbb{C} \cap G\) (if this is not empty) is loxodromic and that there is no super attracting fixed point of any element of \(G\) in \(J(G)\). Then \(G\) is semi-hyperbolic.

**Proof.** We will appeal to Theorem 2.5.5. Since there is no super attracting fixed point of any element of \(G\) in \(J(G)\), the condition 2. in Theorem 2.5.5 is satisfied. By Theorem 2.1.36, there exists an attractor \(K\) in \(F(G)\) for \(G\). Let \(z_0\) be any point and \(U\) a neighborhood of \(z_0\) such that \(\overline{U} \cap K = \emptyset\). Suppose that there exists a sequence \((g_n) \subset G\), a domain \(V\) in \(\mathbb{C}\) and a point \(z \in U\) such that \(g_n \to z\) as \(n \to \infty\) locally uniformly on \(V\). We will deduce a contradiction. We can assume that there exists a word \(w \in \{1, \ldots, m\}^\mathbb{N}\) such that for each \(n,\)

\[
g_n = \alpha_n f_{w_n} \circ \cdots \circ f_{w_1},
\]

where \(\alpha \in G\) is an element. Then from Theorem 2.1.35 and that \(\overline{U} \cap K = \emptyset,\)

we have that

\[
f_{w_n} \circ \cdots \circ f_{w_1}(V) \subset J(G),
\]

(2.29)

for each \(n\). Hence \((f_{w_n} \circ \cdots \circ f_{w_1})_n\) is normal in \(V\). Let \(z_j \in V \cap J^{-1}(P(G) \cap J(G))\) be a point. By the backward self-similarity of \(J(G)\) and Lemma 2.1.33, there exists a sequence \((n_j)\) of positive integers and a neighborhood \(W\) of \(P(G) \cap J(G)\) in \(\mathbb{C}\) such that for each \(j,\)

\[
f_{w_{n_j}} \circ \cdots \circ f_{w_1}(z_j) \in \overline{C} \setminus W.
\]

By Theorem 2.5.6, we have that

\[
\| (f_{w_{n_j}} \circ \cdots \circ f_{w_1})'(z_j) \| \to \infty, \quad \text{as} \quad j \to \infty,
\]

(2.30)

where \(\| \cdot \|\) denotes the norm of the derivative with respect to the spherical metric. Since \((f_{w_n} \circ \cdots \circ f_{w_1})_n\) is normal in \(V\), this is a contradiction. Hence the condition 1 in Theorem 2.5.5 is satisfied. By Theorem 2.5.5, we get that \(G\) is semi-hyperbolic. \(\square\)

**Definition 2.6.1.** Let \(G = \langle f_1, f_2, \ldots, f_m \rangle\) be a finitely generated rational semigroup. We say that \(G\) satisfies the open set condition with respect to the generators \(f_1, f_2, \ldots, f_m\) if there exists an open set \(O\) such that for each \(j = 1, \ldots, m, \ f_j^{-1}(O) \subset O\) and \(\{f_j^{-1}(O)\}_{j=1, \ldots, m}\) are mutually disjoint.
Definition 2.6.2. Let $G = \langle f_1, f_2, \ldots, f_n \rangle$ be a finitely generated rational semigroup. We say that $G$ satisfies the strong open set condition if there is an open neighborhood $O$ of $J(G)$ such that each set $f_i^{-1}(O)$ is included in $O$ and is mutually disjoint.

Proposition 2.6.3. Let $G = \langle f_1, f_2, \ldots, f_m \rangle$ be a finitely generated rational semigroup. Assume that $G$ satisfies the open set condition with respect to the generators $f_1, f_2, \ldots, f_m$ and $O \setminus J(G) \neq \emptyset$ where $O$ is an open set in the definition of the open set condition. Then $J(G)^i = \emptyset$ where we denote by $J(G)^i$ the interior of $J(G)$.

Proof. Let $S = \{f_1, \ldots, f_m\}$. Assume that $J(G)^i \neq \emptyset$.

Then we claim that for each element $g \in G$ and each point $x \in J(G)^i$,
\[ g(x) \in O \setminus J(G) \setminus J(G)^i. \]

Suppose that there exists a point $y \in J(G)^i$ and an element $g_1 \in G$ such that $g_1(y) \in O \setminus J(G)$. Since $J(G) = \cup_{n=1}^\infty f_1^{-n}(J(G))$, there exists an element $h \in G$ with $w(h) = 0$ such that $h(y) \in J(G)$. Since $f_1^{-1}(O) \subset O$ for each $j = 1, \ldots, m$, we have $J(G) \subset O$ and $J(G)^i \subset O$. Hence $g_1^{-1}(O) \cap h^{-1}(O) \neq \emptyset$. But $g_1 \neq h$ and that is a contradiction because of the open set condition. Therefore the above claim holds.

Now the claim implies that $G$ is normal in $J(G)^i$ but this is a contradiction and so we have $J(G)^i = \emptyset$.

\[ \Box \]

Theorem 2.6.4. Let $G = \langle f_1, f_2, \ldots, f_n \rangle$ be a finitely generated rational semigroup. We assume that the set $\cup_{i,j \neq j} f_i^{-1}(J(G)) \cap f_j^{-1}(J(G))$ does not contain any continuum. Then the Julia set $J(G)$ has no interior points.

Proof. Assume $\partial V \cap U = \emptyset$ where $U$ is a component of $\text{int}(J(G))$. By Lemma 1.1.5.2, there exists a positive integer $i_1$ with $i_1 \leq n$ such that $x \in f_{i_1}^{-1}(J(G))$. From Lemma 1.1.6.4, we have $U \cap f_{i_1}^{-1}(\text{int}(J(G))) \neq \emptyset$. Let $V$ be the connected component of $U \cap f_{i_1}^{-1}(\text{int}(J(G)))$.

We will show that $V$ is dense in $U$. To show that, we can assume that $V \neq U$. Then $\partial V \setminus U \neq \emptyset$. If $\partial V \setminus U$ contains a continuum $K$, then from the assumption of our theorem, there exists a point $z \in K$ such that for each $j$ with $j \neq i_1$, $z \notin f_{i_1}^{-1}(J(G))$. We denote the open disk centered at $z$ of radius $\varepsilon$ by $D(z, \varepsilon)$. Hence there is a small positive number $\varepsilon$ such that $D(z, \varepsilon)$ is included in $U$ and disjoint from $\cup_{i \neq i_1} f_i^{-1}(J(G))$. From Lemma 1.1.5.2, $D(z, \varepsilon) \subset f_{i_1}^{-1}(\text{int}(J(G)))$ and this is a contradiction because $V$ is a connected component of $U \cap f_{i_1}^{-1}(\text{int}(J(G)))$. Therefore $\partial V \setminus U$ does not contain any continuum and $V$ is dense in $U$.

2.6. OPEN SET CONDITION AND AREA 0

It follows that $f_{i_k}(U) \subset U$ and is included in a component of $J(G)$). In this way, we can take a sequence $(i_k)$ such that for each $k$ the number $i_k$ is in $\{1, \ldots, n\}$ and
\[ f_{i_1} \circ \cdots \circ f_{i_k}(U) \subset U_k, \]
where $U_k$ is a component of $J(G)$). Now let $g_j$ be a sequence of elements of $G$. If the sequence contains infinite elements of $\langle f_{i_1} \circ \cdots \circ f_{i_k} \rangle$, then $(g_j)$ is a normal family on $U$. Unless $(g_j)$ contains any element of the form $f_{i_1} \circ \cdots \circ f_{i_k}$, then for each $i$ the set $g_i(U)$ is included in $F(G)$ because of the assumption of our theorem and so $(g_j)$ is a normal family on $U$. It follows that $U$ is included in $F(G)$ and this is a contradiction.

\[ \Box \]

Remark 11. If $\cup_{i,j \neq j} f_i^{-1}(J(G)) \cap f_j^{-1}(J(G))$ contains a continuum, then the Julia set may have non-empty interior points. For example, let $p_1 = 0$, $p_2 = 1$, $p_3 = 1 + i$ and $p_4 = i$. For each $j = 1, \ldots, 4$, we set $f_j(z) = 2(z - p_j) + p_j$. Then $J(\langle f_1, \ldots, f_4 \rangle)$ is equal to the closed rectangle $p_1 p_2 p_3 p_4$.

Definition 2.6.5. Let $G$ be a polynomial semigroup. We denote by $K(G)$ the closure of the set $K_G$ consisting of the points, for each $z$ of which, there is a sequence $(g_m)_m$ consisting of mutually distinct elements of $G$ such that the sequence $(g_m(z))_m$ is bounded. $K(G)$ is called the filled-in Julia set of $G$.

Remark 12. For each $g \in G$ the inverse image $g^{-1}(K(G))$ is included in $K(G)$ and $K(G) \subset K(G)$. If $G = \langle f_1, f_2, \ldots, f_n \rangle$ is a finitely generated polynomial semigroup, then
\[ K(G) = \bigcup_{j=1}^n f_j^{-1}(K(G)). \]

Theorem 2.6.6. Let $G = \langle f_1, f_2, \ldots, f_n \rangle$ be a finitely generated polynomial semigroup. Assume that the set $\cup_{i,j \neq j} f_i^{-1}(K(G)) \cap f_j^{-1}(K(G))$ does not contain any continuum. Then
\[ \partial(K(G)) = J(G). \]

Proof. Let $z$ be a point of $\partial(K(G))$ and let $U$ be an open neighborhood of $z$. For each $z \in K(G) \cap U$ there is a sequence $(g_m)_m$ of elements of $G$ such that $(g_m(z))_m$ is bounded. But for each $y \in U \setminus K(G)$ the sequence $(g_m(y))_m$ tends to infinity so $G$ is not normal in $U$ and $z \in J(G)$. So $\partial(K(G)) \subset J(G)$. Next let $U$ be a component of $\text{int}(K(G))$. From the fact $K(G) = \cup_{j=1}^n f_j^{-1}(K(G))$ and our assumption we can show that $G$ is normal in $U$ in the same way as the proof of Theorem 2.6.4.

\[ \Box \]
Theorem 2.6.7. Let $G = \{f_1, f_2, \ldots, f_m\}$ be a finitely generated rational semigroup which is semi-hyperbolic, contains an element with the degree at least two and satisfies the open set condition with respect to the generators $f_1, f_2, \ldots, f_m$. Let $O$ be an open set in Definition 2.6.1. Assume that $\mu(O \cap J(G)) < \infty$. Then the 2-dimensional Lebesgue measure of $J(G)$ is equal to 0.

Proof. We will show the statement using the method of Theorem 1.3 in [Y]. We fix a generator system $S = \{f_1, \ldots, f_m\}$. By the assumption of our theorem, we have each element of Aut $\mathbb{C} \cap G$ (if this is not empty) is loxodromic. By Theorem 2.1.35, $A(G)$ is an attractor in $F(G)$ for $G$. We can assume $\infty \in A(G)$. Suppose that the 2-dimensional Lebesgue measure of $J(G)$ is positive.

Since $\mu(O \cap J(G)) < \infty$, $G^{-1}(O \cap J(G))$ is a countable set. Hence there exists a Lebesgue density point $x$ of $J(G)$ such that $x \in J(G) \setminus (J(G) \setminus (O \cap J(G)))$. Since we have $J(G) = \bigcup_{n=0}^{\infty} f^{-n}(J(G))$, there exists a word $w = (w_1, w_2, \ldots, w_n) \in \{1, \ldots, m\}^N$ such that for each positive integer $u$, $f_{w_1} \cdots f_{w_n}(x) \in J(G)$.

We will show that the sequence $(f_{w_1} \cdots f_{w_n}(x))_n$ has an accumulation point in $J(G) \setminus \partial O$. Assume that is false. For each large $u$, let $\zeta_u$ be the closest point to $f_{w_1} \cdots f_{w_n}(x)$ in $O \setminus J(G)$. Since there exists no super attracting fixed point of any point of any element of $G$ in $J(G)$, there exists a positive integer $s$ such that for each integer $t$ with $t \geq s$, $(f_{w_1} \cdots f_{w_n}(x), \zeta_u)$ $\neq 0$. Since $G$ is semi-hyperbolic, we have that for each $x \in \partial O \cap J(G)$, if there exists an element $g \in G$ such that $g(x) = x$, then $x$ is a repelling fixed point of $g$. Applying Lemma 2.1.33, we get a contradiction. Hence the sequence $(f_{w_1} \cdots f_{w_n}(x))_n$ has an accumulation point in $J(G) \setminus \partial O$.

By the argument above, we have that there exists an $\epsilon > 0$ and a sequence $(g_n)$ of elements of $G$ such that for each $n$, $(g_{n+1}) = h_n g_n$ for some $h_n \in G$ and $g_n(x) \in J(G) \setminus (\partial O, \epsilon)$. Let $\delta$ be a small number so that $\delta < \epsilon$ and for each $g \in G$ and each $x \in J(G)$,

$$\deg(g : U \to D(x, \delta)) \leq N$$

for each $U \subset c(D(x, g))$, where $N$ is a positive integer independent of $x$, $g$ and $U$. By Lemma 2.1.12, we can assume that for each $g \in G$ and each $x \in J(G)$, if $V$ is a simply connected open neighborhood of $x$ contained in $D(x, \delta)$, then each element of $c(D(x, \delta), g)$ is simply connected.

For each $n$, we set $x_n = g_n(x)$. Let $U_n$ be the connected component of $g^{-1}(D(x_n, \frac{1}{2}\delta))$ containing $x_n$. Now we will claim that

$$\lim_{n \to \infty} \frac{m_2(U_n \cap J(G))}{m_2(U_n)} = 1.$$  (2.31)
as \( n \to \infty \). Hence we have

\[
\lim_{n \to \infty} \frac{m_2(D(x_n, \frac{1}{2} \delta) \cap J(G))}{m_2(D(x_n, \frac{1}{2} \delta))} = 1.
\]

We can assume that there exists a point \( x_\infty \in J(G) \) such that \( x_n \to x_\infty \). Then

\[
\frac{m_2(D(x_\infty, \frac{1}{2} \delta) \cap J(G))}{m_2(D(x_\infty, \frac{1}{2} \delta))} = 1.
\]

This implies that \( D(x_\infty, \frac{1}{2} \delta) \subseteq J(G) \) but this is a contradiction because we have \( J(G) = \emptyset \) by Proposition 2.6.3.

**Corollary 2.6.8.** Let \( G = \langle f_1, f_2, \ldots, f_m \rangle \) be a finitely generated rational semigroup which is sub-hyperbolic, contains an element with the degree at least two and satisfies the open set condition with respect to the generators \( f_1, f_2, \ldots, f_m \). Let \( O \) be an open set in Definition 2.6.1. Assume that \( \|O \cap J(f)\| < \infty \). Then the 2-dimensional Lebesgue measure of \( J(G) \) is equal to 0.

**Proof.** By Proposition 2.6.3, \( J(G) = \emptyset \). Since \( G \) is finitely generated, by [HM2], there is no attracting fixed point of any element of \( G \) in \( \partial J(G) = J(G) \). Therefore by Theorem 2.5.7, we have that \( G \) is semi-hyperbolic. By Theorem 2.6.7, the statement holds.

**2.7 \( \delta \)-conformal measures and Hausdorff dimension of the Julia sets**

We construct \( \delta \)-conformal measures on Julia sets of rational semigroups and consider Hausdorff dimension of the Julia sets. \( \delta \)-conformal measures on Julia sets of rational functions were introduced in [Sul1]. See also [MTU].

**Definition 2.7.1.** Let \( G = \langle f_1, f_2, \ldots, f_n \rangle \) be a finitely generated rational semigroup satisfying the strong open set condition and let \( \delta \) be a non-negative number. We say that a probability measure \( \mu \) on \( \mathbb{C} \) is \( \delta \)-conformal if for each \( j = 1, \ldots, n \) and for each measurable set \( A \) included in \( f_j^{-1}(J(G)) \) where \( f_j \) is injective on \( A \),

\[
\mu(f_j(A)) = \int_A \|f_j'(z)\|^\delta d\mu,
\]

where \( \| \cdot \| \) denotes the norm of the derivative with respect to the spherical metric. And we set

\[
\delta(G) = \inf \{ \delta \mid \text{there is a } \delta \text{-conformal measure on } J(G) \}.
\]

**Theorem 2.7.2.** Let \( G = \langle f_1, f_2, \ldots, f_n \rangle \) be a finitely generated rational semigroup satisfying the strong open set condition. We assume that when \( n \) is equal to one the degree of \( f_1 \) is at least two. Then there is a number \( 0 < \delta \leq 2 \) and a probability measure \( \mu \) whose support is equal to \( J(G) \) such that \( \mu \) is \( \delta \)-conformal. Also \( \delta(G) > 0 \).

We will show the statement in the same way as [Sul1] or [MTU]. We need the following lemma.

**Lemma 2.7.3.** Under the same assumption in Theorem 2.7.2, let \( O \) be an open set in Definition 2.6.2. Then there exists an open set \( U \) whose closure is included in \( O \cap F(G) \) such that for each open neighborhood \( W \) of \( J(G) \) there is a positive integer \( m \) satisfying

\[
\bigcup_{g \in G, \text{ word length } \geq m} g^{-1}(U) \subset W.
\]

**Proof.** Let \( V \) be an open set whose closure is included in \( O \cap F(G) \). First we consider the case such that for each \( z \in F(G) \), the \( G \)-orbit of \( z \) does not accumulate at any point of \( V \). If there are a sequence \( (x_k) \) converging to a point \( y \in F(G) \) and a sequence \( (g_k) \) of \( G \) such that for each \( k, g_k(x_k) \in V \) and the word length of \( g_k \) tends to infinity as \( n_k \to \infty \), then the sequence \( (g_k(y)) \) accumulates in \( V \) because \( g_k(y) \) is normal in a neighborhood of \( y \). This is a contradiction. Putting \( U = V \), we have (2.36).

Now let \( V_1, \ldots, V_n \) be all connected components of \( F(G) \) each of which has a non-empty intersection with \( O \). For each \( j \) we take the hyperbolic metric in \( V_j \). We set

\[
H = \{ g \in G \mid g(V_1 \cap O) \cap (V_1 \cap O) = \emptyset \}.
\]

If \( H \) is empty, take \( U \) in \( V_1 \cap O \) so small that whose closure is included in \( V_1 \cap O \). For each \( z \in F(G) \), the \( G \)-orbit of \( z \) does not accumulate at any point of \( U \), so by the previous argument, (2.36) holds. Hence we can assume that \( H \) is non-empty. We have for each \( j, f_j(O) \subset O \). Therefore for each \( h \in H, h(V_1 \cap O) \subset V_1 \cap O \). If \( V_1 \) is included in a Siegel disc or a Herman ring of an element of \( g \in G \), then \( g(V_1 \cap O) = V_1 \cap O \). We can assume the word length of \( g \) is less than that of any other element of \( G \) which has a Siegel disc or a Herman ring containing \( V_1 \). We represent \( g \) as

\[
g = f_k \cdots f_{j_1}.
\]

Take small open set \( U \) in \( B = g^{-1}(V_1 \cap O) \setminus (V_1 \cap O) \). Note that because of the backward self-similarity of \( J(G) \) and the strong open set condition, for
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Each open set $D$ in $O \cap F(G)$ and each element $h \in G$, $h^{-1}(D) \subset O \cap F(G)$ and so $B \subset O \cap F(G)$. We have for each $z \in B$,

$$G(z) \cap O = \{ f_{n} \cdots f_{s} g'(z) \mid 0 \leq s \leq k, \ t > 0 \} \setminus \{ z \}.$$ 

Hence $G(z) \cap O$ does not accumulate at any point of $\overline{U}$ and it follows that for each $y \in F(G)$, $G(y)$ does not accumulate at any point of $\overline{U}$. Therefore (2.36) holds.

So we can assume that each $h \in H$ has a (super)attracting basin containing $V_{1}$, here note that $h(V_{1} \cap O^{c}) \subset V_{1} \cap O^{c}$. Let $K$ be the compact $\epsilon$-neighborhood of $O^{c}$ in $U_{n+1} \setminus V_{1}$. Then because of the strong open set condition for each $k$ there is an element $h_{m_{k}} \in G$ of word length $m_{k}$ such that

$$U \cap h_{m_{k}}^{-1}(U) \neq \emptyset.$$ 

But this is a contradiction by (2.36) and so (2.37) holds.

Proof. of Theorem 2.7.2. Let $O$ be the open set in Definition 2.6.2. Let $U$ be the open set in Lemma 2.7.3. we can assume that $U$ is a simply connected domain in $O \setminus (P(G) \cup J(G))$. Now we have

$$\sum_{s} \int_{U} \| \Sigma' (z) \|^{2} dm < \infty,$$  

where $S$ is taken all holomorphic inverse branches of all elements of $G$ defined on $U$, $\| \cdot \|$ denotes the norm of the derivative with respect to the spherical metric and $m$ is the Lebesgue measure. For, assume that there are sequences $(m_{k})_{k}$ and $(l_{k})_{k}$ of integers with $m_{k} \to \infty$ such that for each $k$ there is an element $g_{m_{k}+l_{k}} \in G$ of word length $m_{k} + l_{k}$ and $g_{l_{k}} \in G$ of word length $l_{k}$ so that

$$g_{m_{k}+l_{k}}^{-1}(U) \cap g_{l_{k}}^{-1}(U) \neq \emptyset.$$ 

We fix a point $x \in U$ such that (2.38) holds. And we set

$$\delta = \inf \{ s \mid \sum_{y \in f^{-1}(x)} d(y)^{s} < \infty \}.$$ 

For each $j$ there is a positive number $C_{j}$ such that $\| f_{j}(z) \| \leq C_{j}$ in a neighborhood of $f_{j}^{-1}(J(G))$ and the set

$$\bigcup_{y \in G \setminus \text{word length } m} g_{j}^{-1}(x)$$

has $(\sum_{j=1}^{n} \deg(f_{j}))^{m}$ points so $\delta > 0$.

Now we consider the case $\sum_{y \in f^{-1}(x)} d(y)^{s} = \infty$. For each number $s > \delta$ we denote by $\mu^{s}$ the probability measure on $\mathcal{C}$ such that for each $y \in I(x)$

$$\mu^{s}(y) = \frac{d(y)^{s}}{\sum_{y \in f^{-1}(x)} d(y)^{s}}.$$ 

Let $\mu$ be a weak limit of $\mu^{s}$ when $s \searrow \delta$. Then the support of $\mu$ is included in $J(G)$ because $\sum_{y \in f^{-1}(x)} d(y)^{s} = \infty$. Let $\zeta$ be a point of $f_{j}^{-1}(J(G))$. Also let $V$ be a neighborhood of $\zeta$ in $f_{j}^{-1}(O)$ and assume that $f_{j}$ is injective on $V$. Then $f_{j}$ is a bijection from $I(x) \cap V$ to $I(x) \cap f_{j}(V)$. We set $\lambda = \| f_{j}(\zeta) \|$. Let $\epsilon > 0$ be a small number. We take $V$ smaller such that for each $z \in V$

$$\lambda(1 - \epsilon) < \| f_{j}(z) \| < \lambda(1 + \epsilon).$$
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Then because of the strong open set condition for each $k$ there is an element $h_{m_{k}} \in G$ of word length $m_{k}$ such that

$$U \cap h_{m_{k}}^{-1}(U) \neq \emptyset.$$ 

But this is a contradiction by (2.36) and so (2.37) holds.

Now for each $x \in U$ we set

$$I(x) = \bigcup_{y \in G \setminus \text{word length } m} \bigcup_{y \in f^{-1}(x)} g_{j}^{-1}(x)$$

and

$$d(y) = \| g_{j}(y) \|^{-1},$$

for $y \in g_{j}(x)$. By (2.37) for almost everywhere $x \in U$

$$\sum_{y \in f^{-1}(x)} d(y)^{s} < \infty.$$  

(2.38)

We fix a point $x \in U$ such that (2.38) holds. And we set

$$\delta = \inf \{ s \mid \sum_{y \in f^{-1}(x)} d(y)^{s} < \infty \}.$$ 

For each $j$ there is a positive number $C_{j}$ such that $\| f_{j}(z) \| \leq C_{j}$ in a neighborhood of $f_{j}^{-1}(J(G))$ and the set

$$\bigcup_{y \in G \setminus \text{word length } m} g_{j}^{-1}(x)$$

has $(\sum_{j=1}^{n} \deg(f_{j}))^{m}$ points so $\delta > 0$.

Now we consider the case $\sum_{y \in f^{-1}(x)} d(y)^{s} = \infty$. For each number $s > \delta$ we denote by $\mu^{s}$ the probability measure on $\mathcal{C}$ such that for each $y \in I(x)$

$$\mu^{s}(y) = \frac{d(y)^{s}}{\sum_{y \in f^{-1}(x)} d(y)^{s}}.$$ 

Let $\mu$ be a weak limit of $\mu^{s}$ when $s \searrow \delta$. Then the support of $\mu$ is included in $J(G)$ because $\sum_{y \in f^{-1}(x)} d(y)^{s} = \infty$. Let $\zeta$ be a point of $f_{j}^{-1}(J(G))$. Also let $V$ be a neighborhood of $\zeta$ in $f_{j}^{-1}(O)$ and assume that $f_{j}$ is injective on $V$. Then $f_{j}$ is a bijection from $I(x) \cap V$ to $I(x) \cap f_{j}(V)$. We set $\lambda = \| f_{j}(\zeta) \|$. Let $\epsilon > 0$ be a small number. We take $V$ smaller such that for each $z \in V$

$$\lambda(1 - \epsilon) < \| f_{j}(z) \| < \lambda(1 + \epsilon).$$
Then
\[ \lambda^t \mu_s(V) (1 - \varepsilon)^t \leq \mu_s(f_j(V)) \leq \lambda^t \mu_s(V) (1 + \varepsilon)^t. \]
Let \( s \searrow \delta \) and we get
\[ \lambda^t \mu(V) (1 - \varepsilon)^t \leq \mu(f_j(V)) \leq \lambda^t \mu(V) (1 + \varepsilon)^t. \]
If \( f_j(\zeta) = 0 \), we can show that \( \mu(f_j(\zeta)) = 0 \). It follows that \( \mu \) is a \( \delta \)-conformal measure on \( J(G) \).

Next we consider the case \( \sum_{y \in f_1(x)} d(y)^t < \infty \). We take Patterson's function \( h \) i.e. \( h \) is a continuous and non-decreasing function from \( \mathbb{R}^+ \) to \( \mathbb{R}^+ \) and satisfies that
1. \( \sum_{y \in f_1(x)} h(d(y)^{-1})d(y)^s \) converges for each \( s > \delta \) and does not converge for each \( s < \delta \).
2. for each \( \varepsilon \) there is a number \( \tau_0 \) such that \( h(\tau t) \leq t^\varepsilon h(\tau) \) for each \( \tau > \tau_0 \) and \( t > 1 \).

For more detail about Patterson's function, see [Pat]. We set
\[ \mu_s = \frac{1}{\sum_{y \in f_1(x)} h(d(y)^{-1})d(y)^t} \sum_{y \in f_1(x)} h(d(y)^{-1})d(y)^s \delta_y, \]
where we denote by \( \delta_y \) the dirac measure which is concentrated on \{\( y \)\}. Letting \( s \searrow \delta \) we get a \( \delta \)-conformal measure on \( J(G) \) in the same way as the case \( \sum_{y \in f_1(x)} d(y)^s = \infty \).

We will show that support of \( \mu \) is equal to \( J(G) \). By the construction, the support of \( \mu \) is included in \( J(G) \). Now assume that there are a point \( \zeta \in J(G) \) and a positive number \( a \) such that \( \mu(D(\zeta, a)) = 0 \). By Lemma 1.1.6, there exists an element \( g \in G \) such that \( g(D(\zeta, a)) \supset J(G) \). Since \( \mu \) is a conformal measure, it follows that \( \mu(J(G)) = 0 \) and this is a contradiction. Therefore the support of \( \mu \) is equal to \( J(G) \).

We now consider \( \delta(G) \). There is a \( \delta(G) \) conformal measure \( \mu \) on \( J(G) \). Assume that \( \delta(G) \) is equal to zero. If there exists a point \( x \in f_1^{-1}(J(G)) \) such that \( \mu(\{x\}) > 0 \), then \( \mu(f_j(\{x\})) = \mu(\{x\}) \). Since backward orbit of any point of \( J(G) \) has infinitely many points and \( \mu \) is a probability measure, it is a contradiction. Hence \( \mu \) is non-atomic. For each measurable set \( A \) included in \( J(G) \) we set
\[ \tau(A) = \mu(\bigcup_{j=1}^n f_j^{-1}(A)). \]

2.7. \( \delta \)-CONFORMAL MEASURES

Then \( \tau \) is a probability measure on \( J(G) \). But if \( A \) is a measurable set in \( J(G) \) such that for each \( j \) all branches of \( f_j^{-1} \) are well defined on \( A \) then
\[ \tau(A) = \left( \sum_{j=1}^n \deg(f_j) \right)\mu(A), \]
and this is a contradiction, since \( J(G) \) is a disjoint union of some finitely many points and some sets on each of which for each \( j \) all branches of \( f_j^{-1} \) are well defined.

**Theorem 2.7.4.** Let \( G = \{f_1, f_2, \ldots, f_n\} \) be a finitely generated hyperbolic rational semigroup satisfying the strong open set condition. We assume that when \( n \) is equal to one the degree of \( f_1 \) is at least two. Let \( \delta \) be a number satisfying that \( 0 < \delta \leq 2 \) and assume that there is a \( \delta \)-conformal measure \( \mu \) on \( J(G) \). Then \( \delta = \delta(G) \) and
\[ \dim_H(J(G)) = \delta(G), \]
where \( \dim_H \) is the Hausdorff dimension and \( H_\alpha \) is the \( \alpha \)-Hausdorff measure.

By Theorem 2.6.7 , Theorem 2.7.2 and Theorem 2.7.4, we get the next result.

**Corollary 2.7.5.** Let \( G = \{f_1, f_2, \ldots, f_n\} \) be a finitely generated hyperbolic rational semigroup satisfying the strong open set condition. We assume that when \( n \) is equal to one the degree of \( f_1 \) is at least two. Then
\[ 0 < \dim_H(J(G)) < 2. \]
And if we set \( \alpha = \dim(J(G)) \), then
\[ 0 < H_\alpha(J(G)) < \infty. \]

**Corollary 2.7.6.** Let \( G = \{f_1, f_2, \ldots, f_n\} \) be a finitely generated hyperbolic rational semigroup. We assume that when \( n \) is equal to one the degree of \( f_1 \) is at least two and the sets \( \{f_j^{-1}(J(G))\}_{j=1}^n \) are mutually disjoint. Then
\[ 0 < \dim_H(J(G)) < 2. \]
And if we set \( \alpha = \dim(J(G)) \), then
\[ 0 < H_\alpha(J(G)) < \infty. \]
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Proof. of Corollary 2.7.6. By Lemma 1.1.6.1 and Theorem 2.1.38, we can assume that
\[ \inf \inf_{j \in f_{J(G)}} \| f_j'(z) \| > 1, \]
where we denote by \( \| \cdot \| \) the norm of the derivative with respect to the spherical metric. Then it is easy to see that \( \mathcal{G} \) satisfies the strong open set condition. Now the statement follows from Corollary 2.7.5.

Proof. of Theorem 2.7.4. To prove our theorem it is sufficient to show that if for a number \( \delta \) satisfying \( 0 < \delta < 2 \) there is a \( \delta \)-conformal measure \( \mu \) on \( J(G) \), then \( 0 < \mu(D(J(G))) < \infty \). We set
\[ \lambda = \inf_{j \in f_{J(G)}} \inf_{j \in f_{J(G)}} \| f_j'(z) \|. \]
By Lemma 1.1.6.1 and Theorem 2.1.38 we can assume that \( \lambda > 1 \) by replacing \( G \) by a subsemigroup \( H_s \) of \( G \). As \( G \) is hyperbolic, there is a number \( r > 0 \) such that for each \( \zeta \in J(G) \) and for each \( g \in G \) we can take well defined branches of \( g^{-1} \) on \( D(\zeta, r) \) where \( D(\zeta, r) \) is the \( r \) disc about \( \zeta \). Also we can assume that for each \( j \) and for each \( \zeta \in J(G) \) the map \( f_j \) is injective on \( D(\zeta, r) \). We set
\[ \mathcal{S}_\zeta = \{ S \mid \text{a branch of } g^{-1} \text{ on } D(\zeta, r), g \in G \}. \]
By the Koebe theorem, there is a positive number \( c_0 \) such that for each \( \zeta \in J(G) \) and for each \( S \in \mathcal{S}_\zeta \)
\[ \sup \{ \| S'(z) \| \mid z \in D(\zeta, \frac{r}{2}) \} \leq c_0 \inf \{ \| S'(z) \| \mid z \in D(\zeta, \frac{r}{2}) \}. \]
We fix a point \( z_0 \in J(G) \). For each positive integer \( n \) there is a unique element \( g_n \in G \) of word length \( n \) such that \( g_n(z_0) \in J(G) \) because of Lemma 1.1.5.2 and the strong open set condition. We take a branch \( S_n \) of \( g_n^{-1} \) such that \( S_n(g_n(z_0)) = z_0 \). By the Koebe theorem there are a positive constant \( \alpha, \beta \) such that if we set
\[ r_n = \frac{\alpha \| (S_n)'(z_0) \|}{\beta}, \]
for each \( n \) where \( z_n = g_n(z_0) \), then
\[ D(z_0, r_n) \supset S_n(D(z_n, r)), \]
Also we have \( r_n \to 0 \) as \( n \to \infty \). Since the support of \( \mu \) is equal to \( J(G) \), for each small number \( a > 0 \) there is a number \( M(a) > 0 \) such that for each \( \zeta \in J(G) \)
\[ \mu(D(\zeta, a)) > M(a). \]
From above and since \( \mu \) is \( \delta \)-conformal we get
\[ \mu(D(z_0, r_n)) \geq c_0^{-\delta} \| (S_n)'(z_0) \|^\delta \mu(D(z_n, \frac{r}{\beta})), \]
\[ \geq (\frac{r_0}{\alpha})^{-\delta} c_0^{-\delta} M(\frac{r}{\beta}), \]
\[ \mu(D(z_0, r_n)) \leq c_0^{-\delta} \| (S_n)'(z_0) \|^\delta \mu(D(z_n, r)) \]
\[ \leq c_0^{-\delta} \| (S_n)'(z_0) \|^\delta \mu(D(z_n, r)). \]
So there is a number \( c_1 > 1 \) such that for each \( n \)
\[ c_1^{-1} \leq \frac{\mu(D(z_0, r_n))}{r_n^\delta} \leq c_1. \]
We can take \( c_1 \) independent of \( z_0 \in J(G) \). We set
\[ c_2 = \frac{\max \{ \| f_j'(z) \| \mid j \in f_{J(G)} \}}{\lambda}. \]
There is a number \( n \) such that
\[ c_2 r_n \leq r' \leq c_2 r_n, \]
for all \( r' \) with \( r' < r_1 \). Then for each \( r' \) such that \( r' < r_1 \)
\[ \mu(D(z_0, r_n)) \geq c_1^{-\delta} c_0^{-\delta} (c_1 c_2)^{-\delta} (r')^\delta, \]
\[ \mu(D(z_0, r_n)) \leq c_1^{-\delta} (c_2)^{\delta} (r')^\delta. \]
So if we set \( c = c_1 c_2 \), for any small \( r' \)
\[ c^{-1} (r')^\delta \leq \mu(D(z_0, r')) \leq c (r')^\delta. \]
Now the statement of our theorem follows immediately.
In [DU1], M. Denker and M. Urbański gave a conjecture that for any rational map \( f \), \( \dim_H(J(f)) = \delta(f) \). Similarly we give the following conjecture.

**Conjecture 2.7.7.** Let \( G = \langle f_1, f_2, \ldots, f_n \rangle \) be a finitely generated rational semigroup satisfying the strong open set condition. We assume that when \( n \) is equal to one the degree of \( f_1 \) is at least two. Then

\[
\dim_H(J(G)) = \delta(G).
\]

## 2.8 \( \delta \)-subconformal measures and Hausdorff dimension of the Julia sets

**Definition 2.8.1.** Let \( G \) be a rational semigroup and \( \delta \) a non-negative number. We say that a Borel probability measure \( \mu \) on \( \mathbb{C} \) is \( \delta \)-subconformal if for each \( g \in G \) and for each Borel measurable set \( A \)

\[
\mu(g(A)) \leq \int_A \|g'(z)\|^s d\mu,
\]

where we denote by \( \| \cdot \| \) the norm of the derivative with respect to the spherical metric. For each \( x \in \mathbb{C} \) and each real number \( s \) we set

\[
S(s, x) = \sum_{g \in G} \sum_{g(y) = x} \|g'(y)\|^{-s}
\]

counting multiplicities and

\[
S(x) = \inf \{ s \mid S(s, x) < \infty \}.
\]

If there is not \( s \) such that \( S(s, x) < \infty \), then we set \( S(x) = \infty \). Also we set

\[
s_0(G) = \inf \{ S(x) \}, \quad s(G) = \inf \{ \delta \mid \exists \mu : \delta \text{-subconformal measure} \}
\]

It is not difficult for us to prove the next result using the same method as that in the section of \( \delta \)-conformal measure.

**Theorem 2.8.2.** Let \( G \) be a rational semigroup which has at most countably many elements. If there exists a point \( x \in \mathbb{C} \) such that \( S(x) < \infty \) then there is a \( S(x) \)-subconformal measure. In particular, we have \( s(G) \leq s_0(G) \).

### 2.8. \( \delta \)-subconformal measures

**Proposition 2.8.3.** Let \( G \) be a rational semigroup and \( \tau \) a \( \delta \)-subconformal measure for \( G \) where \( \delta \) is a real number. Assume that \( \tau(\mathbb{C}) \geq 3 \) and for each \( x \in E(G) \) there exists an element \( g \in G \) such that \( g(x) = x \) and \( |g'(x)| < 1 \). Then the support of \( \tau \) contains \( J(G) \).

**Proposition 2.8.4.** Let \( G = \langle f_1, f_2, \ldots, f_n \rangle \) be a finitely generated rational semigroup. Assume that \( G \) satisfies the open set condition with respect to the generators \( f_1, f_2, \ldots, f_n \) and \( O \setminus J(G) \neq \emptyset \) where \( O \) is an open set in the definition of the open set condition. If there exists an attractor in \( F(G) \) for \( G \), then

\[
s_0(G) \leq 2.
\]

**Proof.** We can assume \( m \geq 2 \). Let \( K \) be an attractor in \( F(G) \) for \( G \). There exists a simply connected domain \( U \) in \((O \cap F(G)) \setminus (K \cup P(G))\) such that \( g(U) \cap U = \emptyset \) for each \( g \in G \). By the open set condition, it is easy to see that if \( g \neq h \), then \( g^{-1}(U) \cap h^{-1}(U) = \emptyset \). Hence we have

\[
\sum_{g} \int U \| S'(z) \|^2 dm_2(z) < \infty,
\]

where \( S \) is taken over all holomorphic inverse branches of all elements of \( G \) defined on \( U \). \( \| \cdot \| \) denotes the norm of the derivative with respect to the spherical metric and \( m_2 \) is the 2-dimensional Lebesgue measure on \( \mathbb{C} \). It follows that for almost every where \( x \in U \), \( S(2, x) < \infty \). \( \square \)

**Lemma 2.8.5.** Let \( G \) be a rational semigroup. Assume that \( \infty \in F(G) \), \( \tau(J(G)) \geq 3 \) and for each \( x \in E(G) \) there exists an element \( g \in G \) such that \( g(x) = x \) and \( |g'(x)| < 1 \). We also assume that there exist a countable set \( E \) in \( \mathbb{C} \), positive numbers \( a_1 \) and \( a_2 \) and a constant \( c \) with \( 0 < c < 1 \) such that for each \( x \in J(G) \setminus E \), there exist two sequences \((r_n)\) and \((R_n)\) of positive real numbers and a sequence \((g_n)\) of elements of \( G \) satisfying all the following conditions:

1. \( r_n \to 0 \) and for each \( n \), \( 0 < \frac{1}{2r} < c \) and \( g_n(x) \in J(G) \).
2. for each \( n \), \( g_n(D(x, R_n)) \subset D(g_n(x), a_1) \).
3. for each \( n \), \( g_n(D(x, r_n)) \supset D(g_n(x), a_2) \).

Let \( \delta \) be a real number with \( \delta \geq s(G) \) and \( \mu \) a \( \delta \)-subconformal measure. Then \( \delta \)-Hausdorff measure on \( J(G) \) is absolutely continuous with respect to \( \mu \) such that the Radon-Nikodým derivative is bounded from above. In particular, we have

\[
\dim_H(J(G)) \leq s(G).
\]
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2.8. δ-SUBCONFORMAL MEASURES

Proof. By Proposition 2.8.3, the support of μ contains J(G). Hence there exists a constant c₁ > 0 such that for each x ∈ J(G), μ(D(x, a₂)) > c₁.

Fix any x ∈ J(G) \ E. For each n we set \( \hat{R}_n(x) = R_n x + x \). By the condition 1 and 2, the family \( \{ g_n \circ \hat{R}_n \} \) is normal in D(0, 1). By Marty’s theorem, there exists a constant c₂ such that for each n

\[
\|(g_n \circ \hat{R}_n)'(w)\| \leq c_2.
\]

Note that we can take the constant c₂ independent of x ∈ J(G) \ E. Hence we have for each n,

\[
c_1 \leq \mu(D(g_n(x), a_2)) \leq \mu(g_n(D(x, r_n))) \leq \int_{D(x, r_n)} \|g_n'(z)\|^4 d\mu(z) = \int_{D(x, r_n)} \|(g_n \circ \hat{R}_n \circ \hat{R}_n^{-1})'(z)\|^4 d\mu(z) \leq c_3 \frac{1}{r_n^4} \mu(D(x, r_n)) \leq c_3 \frac{1}{r_n^4} \mu(D(x, r_n)),
\]

where c₃ is a constant not depending on n and x ∈ J(G) \ E. Therefore we get that there exists a constant c₄ not depending on n and x ∈ J(G) \ E such that

\[
\frac{\mu(D(x, r_n))}{r_n^3} \geq c_4.
\]

(2.39)

Now we can show the statement of our lemma in the same way as the proof of Theorem 14 in [DU2]. We will follow it. Let A be any Borel set in J(G). We set A₁ = A \ E. We denote by \( H_6 \) the 6-Hausdorff measure. Since E is a countable set, we have \( H_6(A) = H_6(A_1) \). Fix γ, ϵ. For every x ∈ A₁, denote by \( \{ r_n(x) \} \) the sequence constructed in the above paragraph. Since μ is regular, for every x ∈ A₁ there exists a radius r(x) being of the form r_n(x) such that

\[
\mu(\bigcup_{x \in A_1} D(x, r(x)) \setminus A_1) < \epsilon.
\]

By the Besicovitch theorem we can choose a countable subcover \( \{ D(x, r(x)) \} \) from the cover \( \{ D(x, r(x)) \} \) of A₁, of multiplicity bounded by some constant C ≥ 1, independent of the cover. By (2.39), we obtain

\[
\sum_{i=1}^{\infty} r(x_i)^{\delta} \leq c_4^{-1} \sum_{i=1}^{\infty} \mu(D(x_i, r(x_i))) \leq c_4^{-1} C\mu(\bigcup_{i=1}^{\infty} D(x_i, r(x_i))) \leq c_4^{-1} C(\epsilon + \mu(A_1)).
\]

Letting ϵ → 0 and then γ → 0 we get

\[
H_6(A_1) \leq c_4^{-1} C\mu(A_1) \leq c_4^{-1} C\mu(A).
\]

Theorem 2.8.6. Let G be a rational semigroup generated by a generator system \( \{ f_i \}_{i \in A} \) such that \( U_{i \in A} \{ f_i \} \) is a compact subset of End(\( \mathbb{C} \)). Let \( f \) be a rational skew product constructed by the generator system. Assume \( f \) is semi-hyperbolic along fibers and satisfies the condition C1 with a family of discs \( \{ D_x \}_{x \in X} \) such that \( D_x = D_x, \forall x \in X \) with some D. Then we have

\[
\dim_H(J(G)) \leq s(G).
\]

Proof. We can assume \( \infty \in F(G) \). Let x be any point of J(G). Since we have \( J(G) = U_{i \in A} f_i^{-1}(J(G)) \), for each \( n \in \mathbb{N} \) there exists an element \( g_n \in G \) which is a product of n generators such that \( g_n(x) \in J(G) \). Let \( \delta \) be a small positive number. For each \( n \), we denote by \( D_n(x, \delta) \) the element of \( c(D(g_n(x), \delta), \delta) \) containing \( x \). By Theorem 2.4.13, if we take a \( \delta \) smaller, then

\[
\text{diam } \big( D_n(x, \delta) \big) \to 0, \text{ as } n \to \infty.
\]

(2.40)

By Lemma 2.4.14, we can assume that \( D_n(x, \delta) \) is simply connected for each \( n \). Let \( \phi_n : D(0,1) \to D_n(x, \delta) \) be the Riemann map such that \( \phi_n(0) = x \). By the Koebe distortion theorem, we have that for each \( n \),

\[
D_n(x, \delta) \supset D(x, \frac{1}{4}\phi_n(0)).
\]

Since G is semi-hyperbolic, we can assume that \( D(J(G), \delta) \subset S\text{H}_N(G) \) where \( N \) is a positive integer. By Corollary 2.1.10, we get

\[
\sup_{n \in \mathbb{N}} \text{diam } \big( \phi_n^{-1}(D_n(x, \delta)) \big) \to 0, \text{ as } \epsilon \to 0.
\]
Therefore by the Koebe distortion theorem, there exists an \( \epsilon \) such that

\[
D_{g_n}(g_n(x), \epsilon) = \phi_n(\phi^{-1}_n(D_{g_n}(g_n(x), \epsilon))) \\
\subseteq D(x, \frac{1}{8}|\phi'(0)|), \text{ for each } n.
\]

By (2.40), we have \(|\phi_n(0)| \to 0 \) as \( n \to \infty \). Applying Lemma 2.8.5, we get

\[
\dim_H(J(G)) \leq s(G).
\]

**Theorem 2.8.7.** Let \( G = \langle f_1, f_2, \ldots, f_m \rangle \) be a finitely generated rational semigroup which is semi-hyperbolic. Assume that \( G \) contains an element with the degree at least two, each element of \( \text{Aut } \mathbb{C} \cap G \) (if this is not empty) is loxodromic and \( F(G) \neq \emptyset \). Then we have

\[
\dim_H(J(G)) \leq s(G) \leq s_0(G).
\]

**Proof.** By Theorem 2.8.6 and Theorem 2.8.2.

**Remark 13.** Let \( G = \langle f_1, f_2, \ldots, f_m \rangle \) be a finitely generated hyperbolic rational semigroup which satisfies the strong open set condition. We assume that when \( n = 1 \) the degree of \( f_1 \) is at least two. By the results in Theorem 2.7.2 and the proof, Theorem 2.7.4 and Corollary 2.7.5, we have

\[
0 < \dim_H(J(G)) = s(G) = s_0(G) = \delta(G) < 2.
\]

**Theorem 2.8.8.** Let \( G = \langle f_1, f_2, \ldots, f_m \rangle \) be a finitely generated rational semigroup which is expanding. Let \( \lambda \) be the number in the assumption of Theorem 2.1.39. Then

\[
\dim_H(J(G)) \leq \frac{\log(\sum_j \deg(f_j))}{\log \lambda} \leq \frac{\log s(G)}{\log \lambda}.
\]

**Proof.** This theorem follows from a Corollary which we will show later using thermodynamical formalisms, but here we will show the statement directly. By replacing \( G \) by a subsemigroup \( I_m \) of \( G \), we can assume that for each \( j \) and \( z \in f_j^{-1}(J(G)) \)

\[
\|f_j'(z)\| \geq \lambda,
\]

where \( \| \cdot \| \) denotes the norm of the derivative with respect to the spherical metric. We take a point \( x \in J(G) \). Now for each \( m \) the set

\[
\bigcup_{g \in G: \text{word length } m} g^{-1}\{x\}
\]

has at most \((\sum_j (\deg(f_j))^m)\) points. Also for each \( z \in J(G) \) and for each \( m \), if \( g \in G \) is word length \( m \) and \( g(z) \in J(G) \), then

\[
\|g'(z)\| \geq \lambda^m.
\]

So for each number \( s \) such that \( s > \frac{\log(\sum_j \deg(f_j))}{\log \lambda} \) we have

\[
\sum_{g \in G \cap J(G) = G} A_{g,J(G)} \leq \sum_{m=0}^{\infty} \frac{\log \lambda}{\log(\sum_j \deg(f_j))} \cdot s \cdot \frac{\log \lambda}{\log(\sum_j \deg(f_j))} < \infty.
\]

From the way of construction of \( \delta \)-subconformal measure and Theorem 2.8.7, the statement of Theorem 2.8.8 follows.

**Example 2.8.9.** Let \( n \) be a positive integer such that \( n \geq 4 \). We set \( G = \langle z^n, n(z-4)+4 \rangle \). Then \( G \) is a finitely generated hyperbolic rational semigroup satisfying the strong open set condition. For, let \( f(z) = z^n \), \( g(z) = n(z-4)+4 \) and \( U = \{ |z| < 5 \} \). Then the closures of \( f^{-1}(U) \) and \( g^{-1}(U) \) are included in \( U \) and mutually disjoint. Hence \( J(G) \subset U \) and \( G \) satisfies the strong open set condition. Since \( g(0) > 5 \), \( G \) is hyperbolic. By Theorem 2.8.8, we get

\[
1 \leq \dim_H(J(G)) \leq \frac{\log(n+1)}{\log(n)}.
\]

**Example 2.8.10.** Let \( G = \langle f_1, f_2 \rangle \) where \( f_1(z) = z^2 + 2 \), \( f_2(z) = z^2 - 2 \). Since \( P(G) \cap J(G) = \{ 2, -2 \} \) and \( P(G) \cap P(F(G) \cup F(G)) \) is compact, we have \( G \) is sub-hyperbolic. By Theorem 2.5.7, \( G \) is also semi-hyperbolic. Since \( f_j^{-1}(D(0,2)) \subset D(0,2) \) for \( j = 1, 2 \) and \( f^{-1}(D(0,2)) \cap f^{-1}(D(0,2)) = \emptyset \), \( G \) satisfies the open set condition. Also \( J(G) \) is included in \( B = \bigcup_{j=1}^{2} f_j^{-1}(D(0,2)) \). Since \( B \cap D(0,2) = \{ 2, -2, 2i, -2i \} \), we get \( \mathbb{H}(J(G) \cap D(0,2)) \leq 2 \). By Corollary 2.6.7, we have \( m_2(J(G)) = 0 \), where we denote by \( m_2 \) the 2-dimensional Lebesgue measure. By Theorem 2.8.7 and Proposition 2.8.4, we have also

\[
\dim_H(J(G)) \leq s(G) \leq s_0(G) \leq 2.
\]
Chapter 3

Skew products related to finitely generated rational semigroups

In this chapter we assume the following situation. Let \( m \) be a positive integer and \( \Sigma_m = \{1, \ldots, m\}^\mathbb{N} \). We denote by \( \sigma: \Sigma_m \rightarrow \Sigma_m \) the shift map, that is
\[
(\omega_1, \ldots) \mapsto (\omega_2, \ldots).
\]

Let \( G = \langle f_1, f_2, \ldots, f_m \rangle \) be a finitely generated rational semigroup. Let \( \hat{f}: \Sigma_m \times \mathbb{C} \rightarrow \Sigma_m \times \mathbb{C} \) be the rational skew product constructed by the generator system \( \langle f_1, \ldots, f_m \rangle \). Hence for each \((w, x) \in \Sigma_m \times \mathbb{C}\),
\[
\hat{f}((w, x)) = (\sigma w, f_{w_1} x).
\]

3.1 thermodynamical formalisms

We consider to use thermodynamical formalisms to get some estimates of Hausdorff dimension of Julia sets of expanding rational semigroups.

For each \( j = 1, \ldots, m \), let \( \varphi_j \) be a Hölder continuous function on \( f^{-1}_j(J(G)) \).

We set for each \((w, x) \in \hat{J}, \varphi((w, x)) = \varphi_{w_1}(x)\). Then \( \varphi \) is a Hölder continuous function on \( \hat{J} \). We define an operator \( L \) on \( C(\hat{J}) = \{ \psi: \hat{J} \rightarrow \mathbb{C} | \psi \text{ continuous} \} \) by
\[
L\psi((w, x)) = \sum_{\hat{f}((w', y)) = (w, x)} \frac{\exp(\varphi((w', y)))}{\exp(P)} \psi((w', y)),
\]

counting multiplicities, where we denote by \( P = P(\hat{f}_j, \varphi) \) the pressure of \( (\hat{f}_j, \varphi) \).
Lemma 3.1.1. With the same notations as above, let $G = \langle f_1, f_2, \ldots, f_m \rangle$ be a finitely generated expanding rational semigroup. Then for each set of Hölder continuous functions $\{\varphi_j\}_{j=1}^m$, there exists a unique probability measure $\tau$ on $J$ such that

- $L^* \tau = \tau$.
- for each $\psi \in C(J)$, $\|L^\alpha \psi - \tau(\psi)\|_J \to 0$, $\alpha \to \infty$, where we set $\alpha = \lim_{n \to \infty} L^1(1) \in C(J)$ and we denote by $\|\cdot\|_J$ the supremum norm on $J$.
- $\alpha \tau$ is an equilibrium state for $(f_j, \varphi)$.

Lemma 3.1.2. Let $G = \langle f_1, f_2, \ldots, f_m \rangle$ be a finitely generated expanding rational semigroup. Then there exists a unique number $\delta > 0$ such that if we set $\psi_j(x) = -\delta \log(\|f_j'(x)\|)$, $j = 1, \ldots, m$, then $P = 0$.

From Lemma 3.1.1, for this $\delta$ there exists a unique probability measure $\tau$ on $J$ such that $L_\delta \tau = \tau$ where $L_\delta$ is an operator on $C(J)$ defined by

$$L_\delta \psi((w, x)) = \sum_{\|f'(w, x)\| = \|x\|} \psi((w', y)) \frac{v((w', y))}{\|f'(w, x)\|^2}.$$ 

Also $\delta$ satisfies that

$$\delta = \frac{h_{\alpha, f}(\tau)}{\int_J \varphi \, d\tau} = \frac{\log(\sum_{j=1}^m \deg(f_j))}{\int_J \varphi \, d\tau},$$

where $\alpha = \lim_{n \to \infty} L^1(1)$, we denote by $h_{\alpha, f}(\tau)$ the metric entropy of $(f, \alpha \tau)$ and $\varphi$ is a function on $J$ defined by $\varphi((w, x)) = \log(\|f'(w, x)\|)$.

By these arguments and results in section of $\delta$-(sub) conformal measures, we get the following result.

Theorem 3.1.3. Let $G = \langle f_1, f_2, \ldots, f_m \rangle$ be a finitely generated expanding rational semigroup and $\delta$ the number in the above argument. Then

$$\dim_H(J(G)) \leq s(G) \leq \delta.$$ 

Moreover, if the sets $\{f_j^{-1}(J(G))\}$ are mutually disjoint, then $\dim_H(J(G)) = \delta < 2$ and $0 < H_\delta(J(G)) < \infty$, where we denote by $H_\delta$ the $\delta$-Hausdorff measure.

3.2 Backward self-similar measure

Corollary 3.1.4. Let $G = \langle f_1, f_2, \ldots, f_m \rangle$ be a finitely generated expanding rational semigroup. Then

$$\dim_H(J(G)) \leq \frac{\log(\sum_{j=1}^m \deg(f_j))}{\log \lambda},$$

where $\lambda$ denotes the number in Definition 2.1.40.

Example 3.1.5. 1. Let $G = \langle f_1, f_2 \rangle$ where $f_1(z) = z^2$ and $f_2(z) = 2.3(z - 3) + 3$. Then we can see easily that $\{|z| < 0.9\} \subset F(G)$ and $G$ is hyperbolic. By the corollary 3.1.4, we get

$$\dim_H(J(G)) \leq \frac{\log 3}{\log 1.8} < 2.$$ 

In particular, $J(G)$ has no interior points. In Proposition 2.6.3, it was shown that if a finitely generated rational semigroup satisfies the open set condition with an open set $O$, then the Julia set is equal to the closure of the open set $O$ or has no interior points. Note that the fact that the Julia set of the above semigroup $G$ has no interior points was shown by only using analytic quantity. It seems to be true that $G$ does not satisfy the open set condition.

2. Let $G = \langle f_1, f_2 \rangle$, $r^2 + 8$. Then we can see easily that $\{|z| < 2\} \subset F(G)$ and $G$ is hyperbolic. Hence we have

$$\dim_H(J(G)) \leq \frac{\log 5}{\log 3} < 2.$$ 

In particular, $J(G)$ has no interior points.

3.2 Backward self-similar measure

We now consider about invariant measures and self-similar measures on Julia sets. In the cases of iterations of rational functions, Bröni’s and Lyubich’s studies are well known ([Br], [Ly]). Recently, Boyd investigated “invariant measure” (that is, the measure $(\pi_2, \mu)$ in the notation in Theorem 3.2.3) in the case that each $f_j$ is of degree at least two and have shown the uniqueness in [Bo]. We introduce some notations and results from [L]. Let $A$ be a bounded operator in the complex Banach space $B$. The operator $A$ is called almost periodic if the orbit $\{A^m v\}_{m=1}^\infty$ of any vector $v \in B$ is strongly conditionally compact. The eigenvalue $\lambda$ and related eigenvectors are called unitary if $|\lambda| = 1$. The set of unitary eigenvectors of the operator $A$ will be denoted
by \text{spec}_A. We denote by \mathcal{B}_1 the closure of the linear span of the unitary eigenvectors of the operator \(A\). And we set
\[ B_0 = \{ \varphi \mid A^n \varphi \to 0 \ (m \to \infty) \}, \]
here the convergence is assumed to be strong.

**Theorem 3.2.1. ([L])** If \(A : B \to B\) is an almost periodic operator in the complex Banach space \(B\), then
\[ B = B_0 \oplus B_0. \]

**Corollary 3.2.2. ([L])** Let \(A : B \to B\) be an almost periodic operator in the complex Banach space \(B\). Assume that \(\text{spec}_A = \{1\}\) and the point \(\lambda = 1\) is a simple eigenvalue. Let \(h \neq 0\) be an invariant vector of the operator \(A\). Then there exists an \(A^*\)-invariant functional \(\mu \in B^*\), \(\mu(h) = 1\), such that
\[ A^m \varphi = \mu(\varphi)h \quad m \to \infty. \]

Let \(G = \{f_1, f_2, \ldots, f_m\}\) be a finitely generated rational semi-group. We set \(d_j = \text{deg}(f_j)\) for each \(j = 1, \ldots, m\) and \(d = \sum_{j=1}^m d_j\). For each compact set \(K\) of \(\mathbb{C}\) we denote by \(C(K)\) all continuous complex valued functions on \(K\). It is a Banach space with supremum norm on \(K\). Assume that \(K\) is backward invariant under \(G\). For each \(f\) and for each element \(\varphi\) we set
\[ (A_j \varphi)(z) = \frac{1}{d_j} \sum_{\zeta \in f_j^{-1}(z)} \varphi(\zeta), \]
where \(z\) is any point of \(K\). Then \(A_j \varphi\) is an element of \(C(K)\) and \(A_j\) is a bounded operator on \(C(K)\). We set
\[ W = \{(a_1, \ldots, a_n) \in \mathbb{R}^n \mid \sum_j a_j = 1, \ a_j \geq 0\}. \]
And for each \(a \in W\) we set
\[ (B_a \varphi)(z) = \sum_{j=1}^n a_j (A_j \varphi)(z). \]
Then \(B_a\) is a bounded operator on \(C(K)\).

Similarly, let \(\hat{K}\) be a compact subset of \(\Sigma_m \times \mathbb{C}\) which is backward invariant under \(\hat{f}\). We define an operator \(\hat{B}_a\) on \(C(\hat{K})\) as follows. For each element \(\hat{\varphi} \in C(\hat{K})\) we set
\[ (\hat{B}_a \hat{\varphi})(z) = \sum_{\xi \in \tilde{f}^{-1}(z)} \hat{\varphi}(\xi) \tilde{\psi}_a(\xi) \]
where \(\tilde{\psi}_a(\zeta) = \frac{\psi_{a_1}(\zeta)}{d_1} \) if \(\pi_1(\zeta) = (w_1, w_2, \ldots)\).

\(\hat{B}_a\) is a bounded operator on \(C(\hat{K})\). Furthermore, if \(\pi_1(\hat{K}) = K\), then we get
\[ \pi_2 \hat{B}_a = \hat{B}_a \pi_2 \]
and \(\pi_2 C(K) \to C(\hat{K})\) is an isometry.

**Theorem 3.2.3.** Let \(G = \{f_1, \ldots, f_m\}\) be a finitely generated rational semi-group. Assume that there exists an element \(g_0 \in G\) of degree at least two, the exceptional set \(E(G)\) for \(G\) is included in \(F(G)\) and \(F(H) \supset J(G)\) where \(H\) is a rational semi-group defined by \(H = \{h^{-1} \mid h \in \text{Aut} (\mathbb{C}) \cap G\}\) if \(H\) is empty, put \(F(H) = \mathbb{C}\). Then for each \(a \in W\) with \(a \neq 0\) there exists a unique regular Borel probability measure \(\mu_a\) on \(\Sigma_m \times \mathbb{C}\) such that for each compact set \(K\) which is included in \(\pi_2^{-1}(\mathbb{C} \setminus E(G))\) and backward invariant under \(\hat{f}\),
\[ \|\hat{B}_a \hat{\varphi} - \mu_a(\varphi)\|_K \to 0, \]
as \(n \to \infty\), for each \(\varphi \in C(\hat{K})\), where we denote by \(1\) the constant function taking its value 1. Similarly, there exists a unique regular Borel probability measure \(\hat{\mu}_a\) on \(\mathbb{C}\) such that for each compact set \(K\) which is included in \(\mathbb{C} \setminus E(G)\) and backward invariant under \(G\),
\[ \|B_a \varphi - \hat{\mu}_a(\varphi)\|_K \to 0, \]
as \(n \to \infty\), for each \(\varphi \in C(K)\).

Moreover, \((\pi_2)_* (\hat{\mu}_a) = \mu_a\). The support of \(\hat{\mu}_a\) is equal to \(\hat{J}\) and the support of \(\mu_a\) is equal to \(J(G)\).

**Definition 3.2.4.** We call \(\hat{\mu}_a\) or \(\mu_a\) the self-similar measure with respect to the weight \(a\).

We need some lemmas to prove Theorem 3.2.3.

**Lemma 3.2.5.** Let \(G = \{f_1, \ldots, f_m\}\) be a finitely generated rational semi-group. Assume that there exists an element \(g_0 \in G\) of degree at least two and \(F(H) \supset J(G)\) where \(H\) is a rational semi-group defined by \(H = \{h^{-1} \mid h \in \text{Aut} (\mathbb{C}) \cap G\}\). (If \(H\) is empty, put \(F(H) = \mathbb{C}\).) Then there exists \(a > 0\) such that for each \(x \in J(G)\), if we denote by \(F_{x, a}\) the family of maps satisfying that each element of it is a well-defined inverse branch of some element of \(G\) on \(B(x, \delta)\) where \(B(x, \delta)\) is a ball about \(x\) with the radius \(\delta\) with respect to the spherical metric, then \(F_{x, a}\) is a normal family on \(B(x, \delta)\).
**3.2. Backward Self-Similar Measure**

Now we will show that \( \varphi \) is constant. We put \( \varphi = \Re \varphi + i\Im \varphi \). Then

\[
\tilde{B}_a(\Re \varphi) = \Re \varphi, \quad \tilde{B}_a(\Im \varphi) = \Im \varphi.
\]

Let \( z \) be a point of \( K \) such that

\[
\Re \varphi(z) = \sup_{w \in K} \Re \varphi(w).
\]

By a similar argument we can show that \( \Re \varphi(\zeta) = \Re \varphi(z) \) for each \( \zeta \in \bar{J}^{-n}(z) \). Let \( \zeta \) be any point of \( \bar{J} \). Let \( \{\zeta_n\}_n \) be a sequence such that for each \( n \) the point \( \zeta_n \) belongs to \( \bar{J}^{-n}(z) \) and \( \zeta_n \to \zeta \). Then \( \Re \varphi(\zeta_n) \to \Re \varphi(\zeta) \) so \( \Re \varphi(z) = \Re \varphi(\zeta) \).

In the same way we can show that if \( z \) is the minimum point of the function \( \Re \varphi \), then \( \varphi(x) = \varphi(\zeta) \), where \( \zeta \) is any point of \( \bar{J} \). Hence \( \Re \varphi \) is constant and by the same argument \( \Im \varphi \) is also constant. Whence \( \varphi \) is constant.

**Lemma 3.2.7.** Under the same assumption as Theorem 3.2.3, if \( K \) is a compact subset of \( \bar{\pi}^{-1}(\bar{C} \setminus \text{E}(G)) \) which is backward invariant under \( \bar{f} \), then \( \tilde{B}_a \) is an almost periodic operator on \( C(K) \).

**Proof.** We will develop the methods of key lemma about equicontinuity of \( \{B_{a_0} \varphi\}_a \), where \( a_0 = (\frac{1}{d}, \ldots, \frac{1}{d}) \), \( \varphi \in C(K) \) in [Bo]. Let \( \varphi \in C(K) \) be any element. We have \( \|\tilde{B}_{a_n} \varphi\|_K \leq \|\varphi\|_K \) for each positive integer \( n \). By the Ascoli-Arzela Theorem, we have only to show that the family \( \{B_{a_n} \varphi\}_n \) is equicontinuous on \( K \).

For each \( t = (t_1, \ldots, t_m) \in \mathbb{N}^m \), we set

\[
a_{r, t} = \frac{t_r d_r}{\sum_{k=1}^m t_k d_k}, \quad r = 1, \ldots, m,
\]

and \( a(t) = (a_{1, t}, \ldots, a_{m, t}) \in W \). Then there exists a sequence \( \{t_i\}_i \) of elements of \( \mathbb{N}^m \) such that \( a(t_i) \to a \), as \( i \to \infty \).

For each \( \varphi \in \mathbb{N} \), we set

\[
Z_{\varphi} = \bigcup_{l=1}^m \bigcup_{i \geq t_{i+1}}^m \{cv(f_i, \ldots, f_l) : i \geq t_{i+1} \} = \pi_2(cv(\bar{f}^n)),
\]

where \( cv \) means the critical values.

Let \( U \) be any simply connected domain such that \( U \subset \bar{C} \setminus Z_{\varphi} \). For each \( i = 1, \ldots, m \) and \( l \in \mathbb{N} \), we set

\[
g^i_{l, j} = f_i, \quad j = 1, \ldots, t_i.
\]

For each \( l \in \mathbb{N} \) we consider \( \{g^i_{l, j}\}_{i, j} \) as a generator system and let \( \bar{f}_i : \Sigma_{\mathbb{N}(l)} \times \bar{C} \to \Sigma_{\mathbb{N}(l)} \times \bar{C} \) be the skew product map constructed by that generator system.
in the same way as the beginning of this section where $m(l) = \sum_{i=1}^{m} t_{i}^{l}$. For each $s \in \mathbb{N}$ and $l \in \mathbb{N}$, we denote by $\sigma_{s,j} = \sigma_{s,j}(U)$ the cardinality of the family consisting of well-defined inverse branches of $f_{s}^{l}$ on $\sum_{i} m_{(i)} \times U$. For each finite word $\{1, 2, \ldots, m(l)\}^{*}$, let $\sigma_{s,k,a}$ be the cardinality of the family consisting of well-defined inverse branches of the element in $(g_{s,j})_{i,j}$ corresponding to the word $\alpha$ on $U$. Then by definition, we have

$$
\sigma_{s,j} = \sum_{\alpha \in \{1, 2, \ldots, m(l)\}^{*}} \sigma_{s,j,\alpha}.
$$

For each $k = 1, 2, \ldots, m(l)$, let $\epsilon_{k}$ be the degree of the $k$-th element of $(g_{s,j})_{i,j}$. Then we have

$$
\sigma_{s+1,j,ak} \geq \epsilon_{k}(\sigma_{s,j,\alpha} - 2(\epsilon_{k} - 2)).
$$

Hence we get

$$
\sigma_{s+1,j} = \sum_{\alpha \in \{1, 2, \ldots, m(l)\}^{*}} \sum_{k \in \{1, 2, \ldots, m(l)\}} \sigma_{s+1,j,ak} \geq \sum_{\alpha \in \{1, 2, \ldots, m(l)\}^{*}} \sum_{k \in \{1, 2, \ldots, m(l)\}} \epsilon_{k}(\sigma_{s,j,\alpha} - 2(\epsilon_{k} - 2)) = (\sum_{k \in \{1, 2, \ldots, m(l)\}} \epsilon_{k})\sigma_{s,j} - m(l)\epsilon(l).
$$

The following holds:

$$
d_{l}(\sigma_{s+1,j}) - m(l)\epsilon(l) \geq d_{l}(\sigma_{s,j}) - m(l)\epsilon(l) - (\sum_{k \in \{1, 2, \ldots, m(l)\}} \epsilon_{k})\sigma_{s,j} - m(l)\epsilon(l) = d_{l}(\sigma_{s,j}) - m(l)\epsilon(l),
$$

where $d_{l}(\sigma_{s,j}) = \sum_{j=1}^{m} t_{j}^{l}d_{j}$ and $\epsilon(l) = \sum_{j=1}^{m} t_{j}^{l}(d_{j}^{l} - d_{j})$. It follows that $\sigma_{s,j} = d_{l}(\sigma_{s,j})$ and for each positive integer $n$,

$$
\sigma_{s+1,j} \geq d_{l}(\sigma_{s,j})^{n+1} - m(l)\epsilon(l)^{n+1} = m(l)\epsilon(l)\sigma_{s,j} + m(l)\epsilon(l)\sigma_{s,j}^{n+1} - m(l)\epsilon(l)^{n+1}.
$$

Hence we get for each $l \in \mathbb{N}$ and $n \in \mathbb{N}$,

$$
\frac{d_{l}(\sigma_{s+1,j})}{d_{l}(\sigma_{s,j})^{n+1}} \leq \frac{m(l)}{d_{l}(\sigma_{s,j})^{n+1}} \frac{1}{d_{l}(\sigma_{s,j})^{n+1}} \frac{1}{d_{l}(\sigma_{s,j})^{n+1}} = \frac{m(l)}{d_{l}(\sigma_{s,j})^{n+1}} d_{l}(\sigma_{s,j})^{n+1}.
$$

We have

$$
\frac{m(l)}{d_{l}(\sigma_{s,j})^{n+1}} = \frac{m(l)}{d_{l}(\sigma_{s,j})^{n+1}} \frac{1}{\sigma_{s,j}} \frac{1}{\sigma_{s,j}} d_{j} < 1,
$$

as $l \to \infty$. By (3.3), we can assume that there exists a number $\delta$ with $0 < \lambda < 1$ such that for each $l \in \mathbb{N}$,

$$
\frac{m(l)}{d_{l}(\sigma_{s,j})^{n+1}} < \lambda.
$$

Now let $\epsilon > 0$ be arbitrary small positive number. From (3.2), (3.4) and (3.5), we get that there exists a positive integer $n$ such that for each simply connected domain $U$ satisfying $\overline{U} \subset \mathbb{C} \setminus Z_{p}$, the number $\sigma_{s+n,j} = \sigma_{s+n,j}(U)$ satisfies that

$$
\frac{d_{l}(\sigma_{s+n,j})}{d_{l}(\sigma_{s,j})^{n+1}} \leq \epsilon,
$$

for each $l \in \mathbb{N}$ and $n \in \mathbb{N}$. Hence by Lemma 3.2.5, we can easily see that there exists a positive number $\delta_1$ such that if $d_{l}(z, z') < \delta_1$, $z, z' \in K$ and $\pi_{2}(z) = \pi_{2}(z')$, then

$$
|B_{0}^{\infty}(\varphi(z) - B_{0}^{\infty}(\varphi(z'))| < \epsilon.
$$

for each $l \in \mathbb{N}$ and $n \in \mathbb{N}$. Hence by Lemma 3.2.5, [3.6] and (3.7), we get that if we take $\delta_{2}$ so small then for each $(w', x') \in K$ with $d_{l}(w, x), (w', x') < \delta_{2}$, we have

$$
|\tilde{B}_{0}^{\infty}(\varphi(w, x) - \tilde{B}_{0}^{\infty}(\varphi(w', x'))) | \leq |\tilde{B}_{0}^{\infty}(\varphi(w, x)) - \tilde{B}_{0}^{\infty}(\varphi(w', x'))| + |\tilde{B}_{0}^{\infty}(\varphi(w, x')) - \tilde{B}_{0}^{\infty}(\varphi(w', x'))| \leq \epsilon + 2M\epsilon + \epsilon = \epsilon(2 + 2M),
$$

(3.8)

where $M = \sup_{x \in K} |\varphi(z)|$, for each $l \in \mathbb{N}$ and $n \in \mathbb{N}$.

Now, let $z \in K$ be any point. By Proposition 2.4.5.6, there exists a positive integer $\tau$ such that for each $y \in K$, we have

$$
\pi_{3}(f^{-\tau}(y)) \cap (\pi_{2}(K) \cap K' \setminus Z_{p}) \neq \emptyset.
$$

(3.9)
For each \( i \in \mathbb{N} \), we set
\[
\beta(i) = \min_{(w_{1}, \ldots, w_{r}) \in (1, \ldots, m)^{i}} t_{w_{1}}^{i} \cdots t_{w_{r}}^{i}.
\]
(3.10)

Then we have
\[
0 < \left( \min_{j=1, \ldots, m} \frac{a_{w_{j}}}{d_{w_{j}}} \right)^{r} \leq \liminf_{i \to \infty} \frac{\beta(i)}{d(i)^{r}}.
\]
(3.11)

\[
\limsup_{i \to \infty} \frac{\beta(i)}{d(i)^{r}} \leq \left( \max_{j=1, \ldots, m} \frac{a_{w_{j}}}{d_{w_{j}}} \right)^{r} < 1.
\]
(3.12)

Hence we can assume that there exist constants \( c_{1} \) and \( c_{2} \) such that for each \( i \in \mathbb{N} \),
\[
0 < c_{1} \leq \frac{\beta(i)}{d(i)^{r}} \leq c_{2} < 1.
\]
(3.13)

For each \( i \in \mathbb{N} \), let \( u_{i} : \Sigma_{m} \times \mathbb{N} \to \Sigma_{m(i)} \times \mathbb{N} \) be an natural embedding and \( \pi_{i} : \Sigma_{m(i)} \times \mathbb{N} \to \Sigma_{m(i)} \times \mathbb{N} \) be the natural projection. For each \( i \in \mathbb{N} \) and \( n \in \mathbb{N} \), let \( S_{n,i} \) be the set of solution of \( f^{n}_{i}(z') = u_{i}(z) \) and \( \pi_{n,i} \) be the cardinality counting multiplicity. Let \( S_{n+1,i} \) be a subset of \( S_{n,i} \) such that the second projection of each point of the set belongs to \( \pi_{n}(K) \cap K' \setminus Z_{p} \) and \( \pi_{n,1} \) be the cardinalities and the point \( z \) is included in \( S_{n,1} \setminus S_{n,i} \). Inductively, for each \( n \geq 1 \), let \( S_{n+1,i} \) be a set of backward images of \( S_{n,i} \) by \( f^{i}_{n} \) such that the second projection of each point of the set belongs to \( \pi_{n}(K) \cap K' \setminus Z_{p} \) and \( \pi_{n,1} \) be the cardinalities and the point \( z \) is included in \( S_{n,1} \setminus S_{n,i} \). Then inductively we can see that for each \( n \in \mathbb{N} \),
\[
|S_{n+1,i} = (d(i) - \beta(i))^{n-1}.
\]
(3.14)

and
\[
|S_{n,1} = (d(i) - \beta(i))^{n-2} \beta(i).
\]
(3.15)

By (3.13), there exists a positive integer \( N \) such that for each \( i \in \mathbb{N} \),
\[
\left( \frac{d(i) - \beta(i)}{d(i)^{r}} \right)^{N} < \varepsilon.
\]
(3.16)

By (3.7), there exists a number \( \eta > 0 \) such that for each \( n \in \mathbb{N}, l \in \mathbb{N} \) and \( j = 1, \ldots, N \), if \( z' \in \pi_{j}(S_{n,1}) \) and \( d(z', x), d(z', y) < \eta \),
\[
|\hat{\mu}_{n}(z') - \hat{\mu}_{n}(z')| < 2 \varepsilon(2 + 2M).
\]
(3.17)

### 3.2. Backward Self-Similar Measure

By (3.14), (3.15), (3.16) and (3.17), we can see that if we take \( \delta_{2} > 0 \) small enough then \( d(z, z') < \delta_{2} \) implies that for each \( n \in \mathbb{N} \) and \( l \in \mathbb{N} \),
\[
|\hat{\mu}_{n}(z) - \hat{\mu}_{n}(z')| \leq \sum_{l=1}^{N} \sum_{j=1}^{N} \left( \frac{d(i) - \beta(i)}{d(i)^{r}} \right)^{N} < \varepsilon(2 + 2M).
\]
(3.19)

Thus we have proved the lemma.

**Proof.** By Corollary 3.2.2, Lemma 3.2.6 and Lemma 3.2.7 we can show the statement about convergence of the operator and that the support of \( \mu_{n} \) is included in \( \hat{J} \) in the same way as that in [L]. Since \( \mu_{n} \) is \( \hat{J}_{n} \)-invariant and \( \mu_{n} \neq 0 \), by Proposition 2.4.3.6, we can show that the support of \( \mu_{n} \) is equal to \( \hat{J}(G) \). It implies that the support of \( \mu_{n} \) is equal to \( \hat{J}(G) \).

**Lemma 3.2.8.** Under the same assumption as Theorem 3.2.3, for any \( a \in W \) with \( a \neq 0 \), we have \( \mu_{n} \) is non-atomic.

**Proof.** We set for each \( n \in \mathbb{N}, l \in \mathbb{N} \) and \( z \in \hat{J}(G) \),
\[
\mu(n, l)(z) = \sum_{g \in \{1, \ldots, m\}^{l}} (\mu(g_{1}, \ldots, g_{m}) \mu_{n}(z)).
\]
(3.21)
where we denote by \( g_m \) any element of \( \{ g_j' \} \) and mul denotes the multiplicity. We will show the following claim.

Claim 1. For any \( z \in J(G) \), there exists an open neighborhood \( U(z) \) of \( z \) and a word \( \langle w_1(z), \ldots, w_l(z) \rangle \in \{ 1, \ldots, m \}^2 \) such that for each \( y \in U(z) \),
\[
(\text{mul} \ (f_{w_1(z)} \circ f_{w_1(z)}) \text{at} \ y) < d_{w_1(z)} d_{w_1(z)}.
\]
Suppose there exists a point \( z \in J(G) \) such that for each \( (w_3, w_1) \in \{ 1, \ldots, m \}^2 \),
\[
(\text{mul} \ (f_{w_3} \circ f_{w_1}) \text{at} \ z) = d_{w_3} d_{w_1}.
\]
For each \( j = 1, \ldots, m \), we set \( z_j = f_j(z) \). We can assume that there exists a positive integer \( t \) with \( 1 \leq t \leq m \) such that \( d_1, \ldots, d_t \geq 2 \) and \( d_{t+1} = \cdots = d_m = 1 \).
If there exists an integer \( i \) such that \( z \neq z_i \); then for each integer \( s \) with \( 1 \leq s \leq t \), \( d_s \) at \( z \) and \( z_i \) are equal to \( d_i \). Hence, conjugating \( G \) by some Möbius transformation, we can assume that \( z = 0 \), \( z_i = \infty \), \( f_s(z) = \frac{1}{z} \), for each \( s \) with \( 1 \leq s \leq t \) and \( z_{s+1}, \ldots, z_m \in \{ 0, \infty \} \). It implies \( z \in E(G) \) but this contradicts to the assumption \( E(G) \subset F(G) \).

If \( z = z_i \) for each \( i = 1, \ldots, m \), then conjugating \( G \) by some Möbius transformation, we can assume that \( z = 0 \) and \( f_1, \ldots, f_m \) are polynomials. It contradicts to \( E(G) \subset F(G) \). Hence the claim 1 holds.

From claim 1, there exists a finite collection \( U(x_1), \ldots, U(x_k) \) with \( U_{j_1} U_{j_2} \supset J(G) \) where \( x_1, \ldots, x_k \in J(G) \) such that for each \( j = 1, \ldots, k \), there exists a word \( \langle w_j(x_j), w_1(x_j) \rangle \in \{ 1, \ldots, m \}^2 \) satisfying that for each \( y \in U(x_j) \),
\[
(\text{mul} \ (f_{w_1(x_j)} \circ f_{w_1(x_j)}) \text{at} \ y) < d_{w_1(x_j)} d_{w_1(x_j)}.
\]
We set
\[
c = \min_{j=1, \ldots, k} \min_{y \in U(x_j)} (d_{w_1(x_j)} d_{w_1(x_j)} - (\text{mul} \ f_{w_1(x_j)} \circ f_{w_1(x_j)} \text{at} \ y)) > 0.
\]
We get for each \( z \in J(G) \) and \( l \in \mathbb{N} \),
\[
c(2, l)(z) \leq d(l)^2 - (\min_{j=1, \ldots, m} t_j)^2 c.
\]
Hence for each \( n \in \mathbb{N}, l \in \mathbb{N} \) and \( z \in J(G) \),
\[
c(2n, l)(z) \leq \frac{(d(l)^2 - (\min_{j=1, \ldots, m} t_j)^2 c}{d(l)^2} n.
\]
(3.22)

3.3 Entropy of \( \tilde{f} \)

Let \( \epsilon > 0 \) be any small number. And fix \( z \in J(G) \). By (3.22), there exists a positive integer \( n_0 \) such that for each \( l \in \mathbb{N} \),
\[
\frac{c(2n, l)(z)}{d(l)^{2n_0}} \leq \epsilon.
\]
(3.23)

Take \( \zeta \in J(G) \). For each \( l \in \mathbb{N} \) and \( n \in \mathbb{N} \), we set
\[
\mu^{\zeta}_{n,l} = \frac{1}{d(l)^n} \sum_{\alpha \in \{ 1, \ldots, m \}^n} \sum_{y \in (z_0, \ldots, z_{m-1})^{-1}(\zeta)} \delta_y,
\]
where \( \delta_y \) denotes the dirac measure concentrated at \( y \) and \( g_k \) denotes the \( k \)-th element of \( \{ g_j' \} \). Note that by Theorem 3.2.3, \( \mu^{\zeta}_{n,l} \rightarrow \mu_{\zeta}(\zeta) \) weakly as \( n \rightarrow \infty \). There exists an open neighborhood \( U \) of \( z \) such that if we set
\[
c(2n_0, l)(U) = \sum_{\alpha \in \{ 1, \ldots, m \}^{n_0}, \alpha_1, \ldots, \alpha_{m-1} \in \{ 0, \infty \}} \deg(g_{\alpha_1} \circ \cdots \circ g_{\alpha_{m-1}} | U),
\]
then we have \( c(2n_0, l)(U) = c(2n_0, l)(z) \). Hence by (3.23), we get that for each \( n \in \mathbb{N} \) and \( l \in \mathbb{N} \),
\[
\mu^{\zeta}_{n,l+n}(U) \leq \frac{d(l)^n c(2n_0, l)(U)}{d(l)^{2n_0+n}} \leq \epsilon.
\]
(3.24)

Letting \( n \rightarrow \infty \), since we can assume that \( \mu_{\zeta}(\zeta) (\partial U) = 0 \) for each \( l \in \mathbb{N} \), we get for each \( l \in \mathbb{N} \),
\[
\mu_{\zeta}(\zeta) (U) \leq \epsilon.
\]
By the uniqueness of the self-similar measure with respect to the weight \( a \), we have \( \mu_{a}(\zeta) \rightarrow \mu_{a} \) weakly as \( l \rightarrow \infty \). Since we can assume \( \mu_{a}(\partial U) = 0 \), by (3.24), we get
\[
\mu_{a}(U) \leq \epsilon.
\]
(3.24)

Since \( \epsilon \) can be taken arbitrary small, we get \( \mu_{a}(\{ z \}) = 0 \). Hence \( \mu_{a} \) is non-atomic.

3.3.1 Lemma. Under the same assumption as Theorem 3.2.3, let \( \mu_{a} \) be the self-similar measure with respect to the weight \( a \in W \). Then \( \mu_{a} \) is \( \tilde{f} \)-invariant and
1. \((\hat{f}, \hat{\mu}_\alpha)\) is exact.

2. \(h_{\hat{\mu}_\alpha}(\hat{f}) \geq H(\epsilon(\hat{f}^{-1}\epsilon)) = -\sum_{j=1}^{m} a_j \log a_j + \sum_{j=1}^{m} a_j \log d_j\), where we denote by \(\epsilon\) the partition of \(\Sigma_m \times \mathbb{C}\) into one point subsets.

Proof. By Theorem 3.2.3, the measure \(\hat{\mu}_\alpha\) is \(\hat{B}_\alpha\)-invariant. Hence for each \(\varphi \in C(\Sigma_m \times \mathbb{C})\),

\[
\int \varphi \circ \hat{f} d\hat{\mu}_\alpha = \int \hat{B}_\alpha(\varphi \circ \hat{f}) d\hat{\mu}_\alpha = \int \varphi d\hat{\mu}_\alpha.
\]

Hence \(\hat{\mu}_\alpha\) is \(\hat{f}\)-invariant.

Let \(\nu_{\hat{\mu}_\alpha}\) denote the conditional measure on the element of partition \(\hat{f}^{-1}\epsilon\) containing \(z \in \Sigma_m \times \mathbb{C}\) with respect to the measure \(\hat{\mu}_\alpha\). Then by Theorem 3.2.3 and using the same argument as that in p366-367 in [L], we can show that

\[
\nu_{\hat{\mu}_\alpha} = \sum_{j=1}^{m} a_j \sum_{j=1}^{m} \delta_{z_j}, \tag{3.25}
\]

where \(\Sigma_{m,j} = \{w \in \Sigma_m \mid w_1 = j\}\). By Theorem 3.2.3 and (3.25), using the same argument as that in p367 in [L] again, we can show that \((\hat{f}, \hat{\mu}_\alpha)\) is exact.

By Lemma 3.2.8, we have \(\pi_{\alpha, \hat{\mu}_\alpha}\) is non-atomic. In particular,

\[
\hat{\mu}_\alpha(ev(\hat{f})) = 0. \tag{3.26}
\]

By (3.25) and (3.26), we get that

\[
I(\epsilon|\hat{f}^{-1}\epsilon)(z) = -\sum_{j=1}^{m} a_j \log \frac{a_j}{d_j} - \sum_{j=1}^{m} a_j \log \frac{d_j}{\delta_{z_j}}, \tag{3.27}
\]

for \(\hat{\mu}\)-almost all \(z \in \Sigma_m \times \mathbb{C}\). Hence

\[
H(\epsilon|\hat{f}^{-1}\epsilon) = \int I(\epsilon|\hat{f}^{-1}\epsilon)(z) d\hat{\mu}_\alpha(z) = -\sum_{j=1}^{m} a_j \log \frac{a_j}{d_j}.
\]

Now we will estimate the topological entropy of \(\hat{f}\) from above.

### 3.3. ENTROPY OF \(\hat{f}\)

Theorem 3.3.2. Let \(G = \langle f_1, \ldots, f_m \rangle\) be a rational semigroup and \(\hat{f} : \Sigma_m \times \mathbb{C} \to \Sigma_m \times \mathbb{C}\) the skew product map constructed by the generator system \(\{f_1, \ldots, f_m\}\). Then the topological entropy \(h(\hat{f})\) on \(\Sigma_m \times \mathbb{C}\) satisfies that

\[
h(\hat{f}) \leq \log \left(\sum_{j=1}^{m} d_j \deg f_j\right).
\]

To prove this theorem, we need several lemmas.

The first one is the Ruelle’s inequality for skew product maps. Let \(X\) be a compact metric space and \(M\) a compact \(C^\infty\) manifold. Let \(f : X \times M \to X \times M\) be a continuous map such that \(f(x, y) = (\sigma(x), g_x(y))\) where \(\sigma : X \to X\) is a continuous map, \(g_x : M \to M\) is a differential map for each \(x \in X\). Let \(D_1 g_x : T_x M \to T_x M\) be the linear map induced by \(g_x\). Assume that \((x, y) \mapsto D_1 g_x\) is continuous. For each positive integer \(n\) and \((x, y) \in X \times M\), we define \(D^x_1 g_x^n : T_x M \to T_x(M^{\sigma(x, y)}) M\) as \(v \mapsto D_1 g_x(v) \cdots \circ g_x(v)\). Then we get the following result by a slight modification of Theorem 2. in [Ru].

**Lemma 3.3.3.** Under the above, let \(p\) be an \(f\)-invariant probability measure on \(X \times M\). Then,

1. there exists a Borel set \(\Omega \subseteq X \times M\) such that \(p(\Omega) = 1\) and for each \((x, y) \in \Omega\) the following holds. There is a strictly increasing sequence of subspaces:

   \[
   0 = V^{(0)}_x \subseteq V^{(1)}_x \subseteq \cdots \subseteq V^{(s(x, y))}_x = T_x M
   \]

   such that, for \(r = 1, \ldots, s(x, y)\),

   \[
   \lim_{n \to \infty} \frac{1}{n} \log \|D(x, y)^n p_d(x, y)\| = \lambda_r(x)\text{ if } u \in V^{(r)}_x \setminus V^{(r-1)}_x
   \]

   and \(\lambda_r(x) < \lambda_{r+1}(x) < \cdots < \lambda_{s(x, y)}(x)\) : here we may have \(\lambda_1(x) = -\infty\). The \(V^{(r)}_x\) and \(\lambda^{(r)}(x)\) are uniquely defined with these properties and independent of the choice of the Riemannian metric on \(M\). The maps \((x, y) \mapsto s(x, y)\), \((V^{(r)}_x, \lambda^{(r)}(x))\) are Borel.

2. Let \(m^{(r)}_x = \dim V^{(r)}_x - \dim V^{(r-1)}_x\) for \(r = 1, \ldots, s(x, y)\) and define

   \[
   \lambda_r(x, y) = \frac{m^{(r)}_x}{s(x, y)} \lambda^{(r)}(x)
   \]

   Then, the metric entropy \(h_p(f)\) of \((f, p)\) satisfies that

   \[
   h_p(f) \leq h_p(\hat{f}) + h(x, y) dp(x, y).
   \]

where \(\chi_p(f) = \int \chi_p(x, y) dp(x, y)\).
Corollary 3.3.4. Let $G = \{f_1, \ldots, f_m\}$ be a finitely generated rational semigroup and $f: \Sigma_m \times \overline{\mathbb{C}} \to \Sigma_m \times \overline{\mathbb{C}}$ the skew product map constructed by the generator system $\{f_1, \ldots, f_m\}$. Let $\rho$ be an $f$-invariant probability measure on $\Sigma_m \times \overline{\mathbb{C}}$. Then we have

$$h_\rho(f) \leq 2 \max(0, \int_{\Sigma_m \times \overline{\mathbb{C}}} \lim_{n \to \infty} \frac{1}{n} \log \|\hat{f}^n\|(z) \, d\rho(z)) + h_{\hat{\tau}(1), \rho}(\sigma).$$

Let $\rho$ be an $\hat{f}$-invariant probability measure on $\Sigma_m \times \overline{\mathbb{C}}$. As in p108 in [Par], there exists a $\rho$-integrable function $J_\rho: \Sigma_m \times \overline{\mathbb{C}} \to [1, \infty)$ such that

$$\rho(\hat{f}(A)) = \int_A J_\rho(z) \, d\rho(z),$$

for any Borel set $A$ in $\Sigma_m \times \overline{\mathbb{C}}$ such that $\hat{f}_A$ is injective. Now we will generalize some Mane’s results ([Ma1]), using the methods in [Ma1] and Corollary 3.3.4.

Lemma 3.3.5. Let $\rho$ be an $\hat{f}$-invariant ergodic probability measure on $\Sigma_m \times \overline{\mathbb{C}}$ with $h_\rho(f) > h_{\hat{\tau}(1), \rho}(\sigma)$. Then the function $z \mapsto \log \|\hat{f}^n\|(z)$ is $\rho$-integrable and

$$\int_{\Sigma_m \times \overline{\mathbb{C}}} \log \|\hat{f}^n\|(z) \, d\rho(z) \geq \frac{1}{2} (h_\rho(f) - h_{\hat{\tau}(1), \rho}(\sigma)). \quad (3.28)$$

Moreover,

$$\lim_{n \to \infty} \frac{1}{n} \log \|\hat{f}^n\|(z) = \int_{\Sigma_m \times \overline{\mathbb{C}}} \log \|\hat{f}\|(z) \, d\rho(z), \quad (3.29)$$

for $\rho$-almost all $z \in \Sigma_m \times \overline{\mathbb{C}}$.

Proof. $\log \|\hat{f}^n\|(z)$ is upper bounded. Since $\rho$ is ergodic, we have either $\log \|\hat{f}\|(z)$ is not $\rho$-integrable and then

$$\lim_{n \to \infty} \frac{1}{n} \log \|\hat{f}^n\|(z) = -\infty \quad (3.30)$$

for $\rho$-a.e. $z \in \Sigma_m \times \overline{\mathbb{C}}$, or $\log \|\hat{f}\|$ is $\mu$-integrable and

$$\lim_{n \to \infty} \frac{1}{n} \log \|\hat{f}^n\|(z) = \int_{\Sigma_m \times \overline{\mathbb{C}}} \log \|\hat{f}\|(z) \, d\rho(z) \quad (3.31)$$

for $\rho$-a.e. $z \in \Sigma_m \times \overline{\mathbb{C}}$. By Corollary 3.3.4, we have (3.30) contradicts to our assumption. Hence (3.31) holds. Using again Corollary 3.3.4, we get that $\int_{\Sigma_m \times \overline{\mathbb{C}}} \log \|\hat{f}\|(z) \, d\rho(z) > 0$ and

$$h_\rho(f) \leq 2 \int_{\Sigma_m \times \overline{\mathbb{C}}} \log \|\hat{f}\|(z) \, d\rho(z) + h_{\hat{\tau}(1), \rho}(\sigma).$$

\[ \square \]

3.3. ENTROPY OF $\bar{f}$

Corollary 3.3.6. Let $x \in \overline{\mathbb{C}}$ be a critical point of some $f_j$, $j = 1, \ldots, m$. We set $A = \{(w, z) \in \Sigma_m \times \overline{\mathbb{C}} \mid w_1 = j\}$. Then the function $z \mapsto \hat{d}(z, A)$ is $\rho$-integrable for each ergodic $f$-invariant probability measure $\rho$ with $h_\rho(f) > h_{\hat{\tau}(1), \rho}(\sigma)$.

We set

$$\{x_1, \ldots, x_k\} = \bigcup_{j=1}^{n_1} \text{cp}(f_j),$$

where cp means the critical points. For each $j = 1, \ldots, m$, we set

$$X_j = \{(w, x) \in \Sigma_m \times \overline{\mathbb{C}} \mid f_{w_1}(x_j) = 0\}.$$

Then the following lemma holds.

Lemma 3.3.7. For each $k$ with $0 < k < 1$, there exists a continuous function $\tau$ on $\Sigma_m \times \overline{\mathbb{C}}$, a constant $C > 0$ and a constant $\alpha > 0$ such that

1. $\tau(z) \geq C \prod_{j=1}^{k} \hat{d}(z, X_j)$, (if $d_j = 1$ for each $j = 1, \ldots, m$, then $\tau(z) \geq C$)

2. if $z \in (\Sigma_m \times \overline{\mathbb{C}}) \setminus \bigcup_{j=1}^{n_1} x_j$ and $d(\hat{d}(z, 1)), \hat{d}(z, 2) < \tau(z)$, then

$$d\rho(\pi_1(\hat{f}(z)), \pi_2(\hat{f}(z))) \leq C \log \|\hat{f}\|(z) \|d\rho(\pi_1(z)), \pi_2(z))\|.$$

Proof. By Lemma II.5 in [Ma1] and the proof of it, for each $i = 1, \ldots, m$, there exists a continuous function $\tau_i$, a constant $C_i > 0$ and a constant $\alpha_i > 0$ such that

1. $\tau_i(z) \geq C_i \prod_{j=1}^{k} d_{w_1} x_j \|d_{w_1} x_j \|_{y_j}^{\alpha_i}$, where $y_1, \ldots, y_k$ are critical points of $f_i$.

2. if $x \in \overline{\mathbb{C}}$ is not a critical point of $f_i$ and $d\rho(\pi_1(a_1), \pi_2(a_2) < \tau_i(x)$, then

$$d\rho(\pi_1(a_1), \pi_2(a_2)) \leq k \|d\rho(\pi_1(a_2), \pi_2(a_2))\|^\alpha.$$

We set $\tau(w, x) = \tau_{w_1}(x)$ for each $(w, x) \in \Sigma_m \times \overline{\mathbb{C}}$. Then there exists a constant $C > 0$ such that 1. of our lemma holds. We can assume $\sup_{p \in \Sigma_m \times \overline{\mathbb{C}}} \tau(z) < 1$. Then we can assume that if $d(\hat{d}(z, 1)), \hat{d}(z, 2) < \sup_{p \in \Sigma_m \times \overline{\mathbb{C}}} \tau(z)$, then $\pi_1(z_1) = \pi_1(z_2)$. By the property of $\tau_i$, $i = 1, \ldots, m$, we have 2. of our lemma holds. \[ \square \]

We can show the following lemma using the same proof as that of Lemma 13.3 in [Ma2](with a slight modification).
Lemma 3.3.8. Let $\rho$ be an $f$-invariant probability measure on $\Sigma_m \times \mathbb{C}$ and $\tau: \Sigma_m \times \mathbb{C} \to [0, 1)$ a function such that $\log \tau$ is a $\rho$-integrable function. Then there exists a measurable partition $\mathcal{P}$ of $\Sigma_m \times \mathbb{C}$ such that $h_\rho(f, \mathcal{P}) < \infty$ and $\text{diam}(P(z)) \leq \tau(z)$ for $\rho$-almost all $z \in \Sigma_m \times \mathbb{C}$, where $P(z)$ denotes the atom of $\mathcal{P}$ containing $z$.

Lemma 3.3.9. Let $\rho$ be an $f$-invariant ergodic probability measure on $\Sigma_m \times \mathbb{C}$ with $h_\rho(f) > h_{(\mathbb{C}, \rho)}(\sigma)$. Then there exists a measurable partition $\mathcal{P}$ of $\Sigma_m \times \mathbb{C}$ such that $h_\rho(f, \mathcal{P}) < \infty$ and $\mathcal{P}$ is a generator for $(f, \rho)$ i.e. $\vee_{n=1}^\infty f^{-n}(\mathcal{P}) = \epsilon$ (mod 0) where $\epsilon$ denotes the partition of $\Sigma_m \times \mathbb{C}$ into one point subsets.

Proof. By Lemma 3.3.5, there exists a constant $k$ with $0 < k < 1$ such that for $\rho$-almost all $z \in \Sigma_m \times \mathbb{C}$,

$$\lim_{n \to \infty} \frac{1}{kn^n} \|f^n(z)\|^n = 0. \quad (3.32)$$

For this $k$, take $\tau: \Sigma_m \times \mathbb{C} \to [0, 1)$ in Lemma 3.3.7. By Lemma 3.3.6 and Lemma 3.3.7, we have $\log \tau$ is $\rho$-integrable. By Lemma 3.3.8, we get that there exists a measurable partition $\mathcal{P}$ on $\Sigma_m \times \mathbb{C}$ such that $h_\rho(f, \mathcal{P}) < \infty$ and $\text{diam}(P(z)) \leq \tau(z)$ for $\rho$-almost all $z \in \Sigma_m \times \mathbb{C}$. We will show that $\mathcal{P}$ is a generator for $(f, \rho)$. For each $n \in \mathbb{N}$, let $\mathcal{P}_n = \vee_{i=0}^n f^{-i}(\mathcal{P})$. It is sufficient to show that

$$\lim_{n \to \infty} \text{diam}(\mathcal{P}_n(z)) = 0 \quad (3.33)$$

for $\rho$-almost all $z \in \Sigma_m \times \mathbb{C}$. Let $z_i \in \mathcal{P}_n(z)$, $i = 1, 2$. Then $f^{j}(z_i) \in \mathcal{P}_n(f^{j}(z))$, $i = 1, 2$, for all $j = 1, \ldots, n$. Since $\text{diam}(f^{j}(z)) \leq \tau(f^{j}(z))$, $j = 1, \ldots, n$, we have

$$d_{f^j}(\pi_2 f^j(z_1), \pi_2 f^j(z_2)) \geq k \|f^j(z_1)\|d_{f^j}(\pi_2 f^j(z_1), \pi_2 f^j(z_2)),$$

for each $j = 1, \ldots, n$. Hence we get

$$d_{f^j}(\pi_2 f^j(z_1), \pi_2 f^j(z_2)) \geq k \|f^j(z_1)\|d_{f^j}(\pi_2 f^j(z_1), \pi_2 f^j(z_2)).$$

Let $C$ be the diameter of $\mathbb{C}$. We get

$$d_{f^j}(\pi_2 f^j(z_1), \pi_2 f^j(z_2)) \leq C \cdot \frac{1}{k^n} \|f^n(z_1)\|^{-1}. \quad (3.34)$$

Hence

$$\text{diam}(\mathcal{P}_n(z)) \leq C \cdot \frac{1}{k^n} \|f^n(z_1)\|^{-1}. \quad (3.35)$$

We can assume that for each $i = 1, \ldots, m$, the set $Y_i = \{(w, x) \in \Sigma_m \times \mathbb{C} \mid w_1 = \epsilon\}$ is a union of atoms of $\mathcal{P}$. Hence by (3.32) and (3.35), we get that (3.33) holds. Thus we have proved the lemma.

3.3. ENTROPY OF $\hat{f}$

Lemma 3.3.10. Let $\rho$ be an $f$-invariant ergodic probability measure on $\Sigma_m \times \mathbb{C}$ with $h_\rho(f) > h_{(\mathbb{C}, \rho)}(\sigma)$. Then

$$h_\rho(f) = \int_{\Sigma_m \times \mathbb{C}} \log J_\rho(z) d\rho(z) = \int_{\Sigma_m \times \mathbb{C}} \log J_\rho(f^{-1}(z)) d\rho(z).$$

Proof. By Lemma 3.3.9, there exists a generator $\mathcal{P}$ with $h_\rho(f, \mathcal{P}) < \infty$. By Remark 8.10 and Lemma 10.5 in [Par], we get $h_\rho(f) = \int_{\Sigma_m \times \mathbb{C}} \log J_\rho(z) d\rho(z)$. \hfill \Box

Proof. of Theorem 3.3.2 Suppose $h(f) \leq \log m$. Then we have nothing to do. Suppose $h(f) > \log m$. Let $\rho$ be any $f$-invariant ergodic probability measure on $\Sigma_m \times \mathbb{C}$ with $h_\rho(f) > \log m$. Then since $h(\sigma) = \log m$, by variational principle we get

$$h_\rho(f) > h_{(\mathbb{C}, \rho)}(\sigma).$$

By Lemma 10.5 in [Par] and Lemma 3.3.10, we have $\int_{\Sigma_m \times \mathbb{C}} \log J_\rho(z) d\rho(z)$. Since $\hat{f}$ is a $d : 1$ map where $d = \sum_{j=1}^m \deg(f_j)$, we have $\int_{\Sigma_m \times \mathbb{C}} \log J_\rho(f(z)) \leq \log(\sum_{j=1}^m \deg(f_j))$. Hence we get

$$h_\rho(f) \leq \log(\sum_{j=1}^m \deg(f_j)).$$

By the variational principle, we get

$$h_\rho(f) \leq \log(\sum_{j=1}^m \deg(f_j)).$$

\hfill \Box

Theorem 3.3.11. Let $G = \langle f_1, \ldots, f_m \rangle$ be a finitely generated rational semigroup. Assume that there exists an element $g_0 \in G$ of degree at least two, the exceptional set $E(G)$ for $G$ is included in $F(G)$ and $F(H) \supset J(G)$ where $H$ is a rational semigroup defined by $J = \{h^{-1} \mid h \in \text{Aut}(\mathbb{C}) \cap G\}$ if $H$ is empty, put $F(H) = \mathbb{C}$.) Let $\mu_n$ be the self-similar measure with respect to the weight $a$ in $W$(Sec 3.2.3). Then it is $\hat{f}$-invariant and

$$h_{\mu_n}(\hat{f}) = a \sum_{j=1}^m n_j \log a_j + \sum_{j=1}^m a_j n_j \log d_j.$$

Also we have that $(\pi_1, \mu_n)$ is the Bernoulli measure on $\Sigma_m$ corresponding to the weight $a$. Moreover, let $\hat{\mu}$ be the self-similar measure with respect to the
weight \((\frac{d}{d_1}, \ldots, \frac{d}{d_d})\). Then \(\tilde{\mu}\) is the unique maximizing measure for \(\tilde{f}\) and we have

\[
h(\tilde{f}) = h_{\tilde{\mu}}(\tilde{f}) = \log(\sum_{j=1}^{m} \deg(f_j)).
\]

Also we have \((\tilde{f}, \tilde{\mu}_w)\) is exact.

**Proof.** By Lemma 3.3.1 and Theorem 3.3.2, we have

\[
h(\tilde{f}) = h_{\tilde{\mu}}(\tilde{f}) = \log(\sum_{j=1}^{m} \deg(f_j)).
\]

Now assume there exists an \(\tilde{f}\)-invariant probability measure \(\rho\) on \(\Sigma_n \times \mathbb{C}\) with \(\tilde{\mu} \neq \rho\) and \(h_{\rho}(\tilde{f}) = \log d\) where \(d = \sum_{j=1}^{m} \deg(f_j)\). We will show it causes a contradiction. We can assume \(\rho\) is ergodic. Since there exists an element \(g \in G\) with the degree at least two, we have \(\log d > \log m\). Hence \(h_{\rho}(\tilde{f}) > h_{(r_1), \rho}(\sigma)\). By Lemma 3.3.10, we have

\[
h_{\rho}(\tilde{f}) = \int_{\Sigma_n \times \mathbb{C}} \log J_{\rho}(z) \, d\rho(z).
\]

By Lemma 10.5 in [Par], we have \(I(\epsilon^{-1}f)(z) = \log J_\rho(z)\). Since \(\tilde{f}\) is a \(d:1\) map, we have \(\log J_\rho(z) \leq \log d\) for \(\rho\) almost all \(z \in \Sigma_n \times \mathbb{C}\). Hence we get \(\log J_\rho(z) = \log d\) for \(\rho\) almost all \(z \in \Sigma_n \times \mathbb{C}\). By Proposition 2.2 in [DU], we get that \(B_{\omega}^d(\rho) = \rho\) where \(a = (\frac{d}{d_1}, \ldots, \frac{d}{d_d})\) and \(B_{\omega}\) denotes the operator on \(C(\Sigma_n \times \mathbb{C})\) defined in Section 3.2. If \(E(G) = \emptyset\), then by Theorem 3.2.3, we get \(\rho = \tilde{\mu}\) and this is a contradiction. Assume \(E(G) \neq \emptyset\). Let \(V\) be the union of connected components of \(F(G)\) having non-empty intersection with \(E(G)\). Let \(\varphi \in C(\Sigma_n \times \mathbb{C})\) be any element with \(\varphi(z) \geq 0\) for all \(z \in \Sigma_n \times \mathbb{C}\). Let \(\epsilon > 0\) be any number. Let \(\mathcal{A}_\epsilon\) be the \(\epsilon\)-open hyperbolic neighborhood in \(V\). Then \(K_\epsilon = \varpi^{-1}(\mathbb{C} \setminus \mathcal{A}_\epsilon)\) is compact and backward invariant under \(\tilde{f}\). Then by Theorem 3.2.3,

\[
\int_{\Sigma_n \times \mathbb{C}} \varphi(z) \, d\rho(z) = \int_{\Sigma_n \times \mathbb{C}} (B_{\omega}^d \varphi)(z) \, d\rho(z) \\
\geq \int_{K_\epsilon} (B_{\omega}^d \varphi)(z) \, d\rho(z) \\
\rightarrow \rho(K_\epsilon) \cdot \int_{K_\epsilon} \varphi(z) \, d\tilde{\mu}(z),
\]

as \(n \to \infty\). Hence we have for each \(\epsilon > 0\),

\[
\int_{\Sigma_n \times \mathbb{C}} \varphi(z) \, d\rho(z) \geq \rho(K_\epsilon) \cdot \int_{K_\epsilon} \varphi(z) \, d\tilde{\mu}(z).
\]

Since \(h_{\rho}(\tilde{f}) > h_{(r_1), \rho}(\sigma)\) and \(\rho\) is ergodic, we have \(\rho(\varpi^{-1}(E(G))) = 0\). Letting \(\epsilon \to 0\), we get

\[
\int_{\Sigma_n \times \mathbb{C}} \varphi(z) \, d\rho(z) \geq \int_{\Sigma_n \times \mathbb{C}} \varphi(z) \, d\tilde{\mu}(z).
\]

It implies that \(\rho \geq \tilde{\mu}\). Since \(\rho\) and \(\tilde{\mu}\) are probability measures, it follows that \(\rho = \tilde{\mu}\) but it is a contradiction. \(\square\)

### 3.4 Lower Estimate of Hausdorff Dimension of Julia Sets

Now we consider a generalization of Mañé's result ([Ma3]).

**Theorem 3.4.1.** Let \(G = (f_1, f_2, \ldots, f_m)\) be a finitely generated rational semigroup. Assume that the sets \(\{f_i^{-1}(J(G))\}_{i=1, \ldots, m}\) are mutually disjoint.

We define a map \(f : J(G) \to J(G)\) by \(f(x) = f_i(x)\) if \(x \in f_i^{-1}(J(G))\). If \(\mu\) is an ergodic invariant probability measure for \(f : J(G) \to J(G)\) with \(h_\mu(f) > 0\), then

\[
\int_{J(G)} \log(\|f'\|) \, d\mu > 0
\]

and

\[
HD(\mu) = \frac{h_\mu(f)}{\int_{J(G)} \log(\|f'\|) \, d\mu},
\]

where we set

\[
HD(\mu) = \inf\{\dim_H(Y) \mid Y \subset J(G), \mu(Y) = 1\}.
\]

**Proof.** We can show the statement in the same way as [Ma3]. Note that the Ruelle's inequality ([Rul]) also holds for the map \(f : J(G) \to J(G)\). \(\square\)

By Theorem 3.3.11 and Theorem 3.4.1, we get the following result.
Theorem 3.4.2. Let $G = \{f_1, f_2, \ldots, f_m\}$ be a finitely generated rational semigroup. Assume that $F(H) \supset J(G)$ where $H = \{h^{-1} \mid h \in \text{Aut}(\mathbb{C}) \cap G\}$ (if $H = \emptyset$, put $F(H) = \mathbb{C}$.) Also assume that the sets $\{f_i^{-1}(J(G))\}_{i=1, \ldots, m}$ are mutually disjoint. Then

$$\dim_H(J(G)) \geq \frac{\log(\sum_{j=1}^{m} \deg(f_j))}{\int_{J(G)} \log \|f'\| \, d\mu},$$

where $\mu = (\pi_2)_* \bar{\mu}_a$, $a = (\frac{\partial}{\partial x}, \ldots, \frac{\partial}{\partial y})$ and $f(x) = f_i(x)$ if $x \in f_i^{-1}(J(G))$.
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