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Response to small external forces is investigated in quasistationary states of Hamiltonian systems having long-range interactions. Quasistationary states are recognized as stable stationary solutions to the Vlasov equation, and, hence, the linear response theory to the Vlasov equation is proposed for spatially one-dimensional systems with periodic boundary condition. The proposed theory is applicable both to homogeneous and to inhomogeneous quasistationary states and is demonstrated in the Hamiltonian mean-field model. In the homogeneous case magnetic susceptibility is explicitly obtained, and the Curie-Weiss like law is suggested in a high-energy region. The linear response is also computed in the inhomogeneous case, and resonance absorption is investigated to extract nonequilibrium dynamics in the unforced system. Theoretical predictions are examined by direct numerical simulations of the Vlasov equation.

DOI: 10.1103/PhysRevE.85.061115

PACS number(s): 05.20.Dd, 46.40.Ff

I. INTRODUCTION

Hamiltonian systems with long-range interactions show macroscopic behavior that differs markedly from ones with short-range interactions, which satisfy assumptions of additivity and extensivity so the equilibrium statistical mechanics and the thermodynamics work [1,2]. Such long-range systems are observed as plasma systems, stellar systems, two-dimensional point vortex systems, cold atoms, and mean-field models [1–3]. They are frequently trapped in long-lasting nonequilibrium states called quasistationary states (QSSs), and the lifetime of a QSS is typically read as $N^\delta$ ($\delta > 0$), where $N$ is the number of elements. This divergence of lifetime implies that a large system cannot achieve thermal equilibrium within a human’s lifetime. Moreover, this divergence is observed in both classical and quantum systems with long-range interactions [4–7]. It is, therefore, interesting to construct a nonequilibrium statistical mechanics and thermodynamics dealing with QSSs.

A useful tool to investigate QSSs is the Vlasov equation by which temporal evolution of a Hamiltonian system with long-range interactions is described in the limit $N \to \infty$ [8–10]. We remark that the Vlasov equation is also called the collisionless Boltzmann equation [2]. Using an incompressive feature of the Vlasov equation, a nonequilibrium statistical mechanics is proposed for self-gravitating systems [11]. The theory is not fully successful in the self-gravitating systems [12–14] but gives a good prediction of a QSS for a given waterbag initial state in the Hamiltonian mean-field (HMF) model [15–18].

The statistical mechanics for QSSs has been considered in a system without external fields. To construct thermodynamics in QSSs, it is important to understand response to external fields or external forces which represent operations, for instance, adiabatic compression for gas confined in a box, and exerting external magnetic field for a magnetic material. We stress that we must describe such operations and theory of response to the external fields in the context of the Vlasov dynamics, since QSSs are recognized as stable stationary solutions to the Vlasov equation [4]. Another important topic in investigating the linear response is that one can obtain nonequilibrium dynamics in unforced systems by exerting weak probe fields and measuring linear response to these fields.

Writing the linear response theory based on the Vlasov equation has an advantage against the Kubo formula based on the Liouville equation. The Kubo formula requires solving equations of motion for an $N$-body Hamiltonian system [19,20], but an $N$-body system is nonintegrable in general. On the other hand, the Vlasov equation is described by a single-body Hamiltonian, and the system is integrable when spatial dimension is one and a considering state is stationary.

The linear response theory in the Vlasov equation is also proposed by Patelli et al. [21]. We clarify advantages of the present paper against the previous work: (a) They assume that conjugate variables of external field depend on position variables only, but we do not require this assumption in a general theory. (b) They do not deal with response around spatially inhomogeneous QSSs, but the present theory includes both homogeneous and inhomogeneous cases. (c) The present paper investigates the Curie-Weiss law like behavior of zero-field susceptibility for some QSSs. (d) We use the linear response theory to extract nonequilibrium dynamics in inhomogeneous states of the unforced HMF model. We try to probe the Landau poles by resonance absorption instead of directly solving the dispersion relation.

This article is constructed as follows. We propose the explicit but formal linear response theory based on the Vlasov equation for spatially periodic one-dimensional systems in Sec. II. The linear response is described by two families of functions, and concrete forms of the functions are given in Sec. III both for homogeneous and for inhomogeneous cases. The theory is applied for the HMF model in Sec. IV and is numerically examined for the homogeneous case in Sec. V and for the inhomogeneous case in Sec. VI. Section VII is devoted to a summary and discussions.
II. LINEAR RESPONSE THEORY

A. Model

We consider a spatially periodic one-dimensional Hamiltonian system consisting of \( N \) particles and add a small external field to the system. Let the Hamiltonian of this system be

\[
H_N(q_1, \ldots, q_N, p_1, \ldots, p_N, t) = \sum_{i=1}^{N} \frac{p_i^2}{2} + \frac{1}{N} \sum_{i < j} V(q_i - q_j) + \sum_{i=1}^{N} H_1(q_i, p_i, t). \tag{1}
\]

The position \( q_i \) is defined on a circle and its domain is \( q_i \in [-\pi, \pi) \), and \( p_i \in \mathbb{R} \) is the conjugate momentum. The terms of \( H_1 \) represent energy added by the time-dependent external field. In the large \( N \) limit, temporal evolution of the system is described by the single-body distribution function \( f \) obeying the Vlasov equation,

\[
\frac{\partial f}{\partial t} + \{\mathcal{H}[f], f\} = 0. \tag{2}
\]

The single-body Hamiltonian is expressed by [21]

\[
\mathcal{H}(f)(q, p, t) = \mathcal{H}_0[f](q, p, t) + H_1(q, p, t), \tag{3}
\]

where

\[
\mathcal{H}_0[f](q, p, t) = \frac{p^2}{2} + \mathcal{V}[f](q, t), \tag{4}
\]

\[
\mathcal{V}[f](q, t) = \int \int V(q - q') f(q', p, t) dq' dp, \tag{5}
\]

and \( \{f, g\} \) is the Poisson bracket defined by

\[
\{f, g\} = \frac{\partial f}{\partial p} \frac{\partial g}{\partial q} - \frac{\partial f}{\partial q} \frac{\partial g}{\partial p}. \tag{6}
\]

B. Implicit linear response

For investigating linear response around a stationary state, we set \( H_1 = 0 \) for \( t < 0 \) and add the small external field at \( t = 0 \). Before adding the external field, the Vlasov equation is written as

\[
\frac{\partial f}{\partial t} + \{\mathcal{H}_0[f], f\} = 0. \tag{7}
\]

Let \( f_0(q, p) \) be a stationary solution to the Vlasov equation with \( H_1 = 0 \) and, hence, satisfy

\[
\{\mathcal{H}_0[f], f\} = 0 \tag{8}
\]

at any time \( t \). The added small external field represented by \( H_1 \) induces a small change of the distribution function from \( f_0 \), and we write the modified distribution function as

\[
f(q, p, t) = f_0(q, p) + f_1(q, p, t). \tag{9}
\]

We assume that amplitude of \( f_1 \) is the same order with or smaller than \( H_1 \). Substituting (9) into the Vlasov equation (2), we obtain the linearized Vlasov equation

\[
\frac{\partial f_1}{\partial t} = -\{\mathcal{H}_0[f_0], f_1\} - \{\mathcal{V}[f_1] + H_1, f_0\}, \tag{10}
\]

where the higher-order term \( \{\mathcal{V}[f_1] + H_1, f_0\} \) was omitted. Introducing the operator \( \mathcal{L}_0 \) defined by

\[
\mathcal{L}_0 f_1 = -\{\mathcal{H}_0[f_0], f_1\}, \tag{11}
\]

the linearized Vlasov equation is rewritten by

\[
\frac{\partial f_1}{\partial t} = \mathcal{L}_0 f_1 - \{\mathcal{V}[f_1] + H_1, f_0\}. \tag{12}
\]

The formal solution to (12) is, noting that \( f_1 = 0 \) for \( t < 0 \),

\[
f_1(q, p, t) = -\int_0^t e^{\mathcal{L}_0(s)} \{\mathcal{V}[f_1(s)] + H_1(s), f_0\} ds, \tag{13}
\]

where we omitted arguments in the right-hand-side except for the time.

Let us introduce an observable \( B \) which is a smooth function on \( \mu \) space, the \( (q, p) \) plane. Response to the small external field is observed by the expected value of \( B \) with respect to \( f_1 \) defined by

\[
\langle B \rangle_1(t) = \int \int_B q, p f_1(q, p, t) dq dp. \tag{14}
\]

Substituting the formal solution (13) into (14), we have

\[
\langle B \rangle_1(t) = -\int_0^t ds \int \int_B q, p B_{t-s}(q, p) \{\mathcal{V}[f_1(s)] + H_1(s), f_0\}. \tag{15}
\]

The new function \( B_t(q, p) \) is defined by

\[
B_t(q, p) = (B \circ \Phi^t_0)(q, p), \tag{16}
\]

where \( \Phi^t_0 \) is the Hamiltonian flow induced by the Hamiltonian \( \mathcal{H}_0[f_0] \). See Appendix A for deriving (15).

The expression (15) is the linear response of \( B \) for the small external field but is implicit since the unknown function \( f_1 \) appears both in the left- and right-hand sides. We will write \( \{B, f_1\} \) by known quantities and give an explicit linear response in the next section.

C. Explicit linear response

Thanks to the periodic boundary condition, any functions of \( q \) are periodic and, hence, can be expanded in the Fourier series as

\[
f_1(q, p, t) = \sum_{k \in \mathbb{Z}} f_{1,k}(p, t) e^{ikq} \tag{17}
\]

and

\[
\mathcal{V}(q) = \sum_{k \in \mathbb{Z}} V_k e^{ikq}. \tag{18}
\]

Substituting (17) and (18) into (5), we have

\[
\mathcal{V}[f_1](q, t) = 2\pi \sum_{k \in \mathbb{Z}} V_k e^{ikq} \rho_1(t). \tag{19}
\]

where

\[
\rho_{1,k}(t) = \frac{1}{2\pi} \int e^{-ikq} f_{1,k}(q, p, t) dq dp = \frac{1}{2\pi} \langle e^{-ikq} \rangle_1 \tag{20}
\]

is the Fourier transform of the density function \( \rho_1 \) defined by

\[
\rho_1(q, t) = \int f_{1,k}(q, p, t) dp. \tag{21}
\]

We substitute (19) into (15) and choose \( B \) as \( e^{-ikq} \) to obtain an equation for \( \rho_{1,k}(t) \). For later convenience, we write the
exponential factor as a function on \( \mu \) space as
\[
E^k(q, p) = e^{-iq\mu},
\] (22)
where \( E^k \) has the argument \( p \) but does not depend on \( p \). We then obtain
\[
2\pi \rho_{1,2}(t) = -\int dq dp \int ds E^{k\dagger}_{s-t-s} \\
\times \left[ 2\pi \sum_{l \in \mathbb{Z}} V_l E^{-l}_{1,2}(s) + H_l(s), f_0 \right].
\] (23)

To treat the convolution with respect to time in Eq. (23), we perform the Laplace transform, which is defined by
\[
\hat{\phi}(\omega) = \int_0^\infty \phi(t) e^{i\omega t} dt, \quad (\text{Im} \omega > 0)
\] (24)
for a function \( \phi(t) \). The condition \( \text{Im} \omega > 0 \) ensures convergence of the Laplace transform for non-diverging \( \phi(t) \). The equation for \( \rho_{1,2}(t) \), Eq. (23), is then transformed to
\[
\hat{\rho}_{1,2}(\omega) = \sum_{l \in \mathbb{Z}} F_{l}(\omega) \hat{\rho}_{1,2}(\omega) + G_{l}(\omega),
\] (25)
where
\[
F_{l}(\omega) = -V_l \int dq dp \int E_{s}^{k}(q,p) \{ E^{-l}, f_0 \} dq dp
\] (26)
and
\[
G_{l}(\omega) = -\frac{1}{2\pi} \int dq dp \int E_{s}^{k}(q,p) \{ \hat{H}_l(\omega), f_0 \} dq dp.
\] (27)

Let us introduce the vectors \( \hat{\rho}_{l}(\omega) = (\hat{\rho}_{1,2}(\omega)) \), \( G_{l}(\omega) = (G_{l}(\omega)) \) and the matrix \( F(\omega) = (F_{l}(\omega)) \). Equation (25) is, thus, formally written in a simple form as
\[
\hat{\rho}_{l}(\omega) = F(\omega) \hat{\rho}_{l}(\omega) + G_{l}(\omega),
\] (28)
and the formal solution is
\[
\hat{\rho}_{l}(\omega) = (I - F(\omega))^{-1} G_{l}(\omega),
\] (29)
where \( I \) is the identity matrix.

Let us come back to rewrite the implicit linear response (15) into an explicit linear response. The Laplace transform of \( \mathcal{V}[f_1] \) is, from (19),
\[
\mathcal{V}[f_1](q, \omega) = 2\pi \sum_{l \in \mathbb{Z}} V_k e^{i\omega l} \hat{\rho}_{1,2}(\omega) = v \cdot \hat{\rho}_{1}(\omega)
\]
\[
= v(q) \cdot (I - F(\omega))^{-1} G(\omega)
\] (30)
where the vector \( v(q) \) is defined by \( v(q) = (2\pi V_k e^{i\omega l}) \) and \( v \cdot \hat{\rho}_{1} \) represents the Euclidean inner product between \( v \) and \( \hat{\rho}_{1} \).

Finally, the Laplace transformed linear response is expressed in the form
\[
\langle \hat{B}_l(\omega) \rangle = -\int \langle \hat{B}_0|v \cdot (I - F(\omega))^{-1} G(\omega)
\]
\[
+ \hat{H}_l(\omega), f_0 \rangle dq dp.
\] (31)

We give some remarks on (31). (i) The right-hand side of (31) does not include \( f_1 \) and consists of the given external field \( H_l \) and quantities computed from \( f_0 \). (ii) The external field \( H_l \) and the observable \( B \) are functions of both \( q \) and \( p \), while the previous work assumed that they are functions of \( q \) only [21]. (iii) The stationary solution \( f_0 \) is not assumed as spatially homogeneous. (iv) An important step to compute the right-hand side of (31) is to obtain \( \hat{E}_\omega^k \), which gives \( F \) and \( G \) functions. (v) The expression (31) is explicit but formal in general, since the size of matrix \( F \) may be infinite.

We also remark that the relation
\[
\int \int \phi(\psi, f_0) dq dp = \int \int \langle \phi, \psi \rangle f_0 dq dp = \langle \{ \phi, \psi \} \rangle_0
\] (32)
can be shown for smooth functions \( \phi \) and \( \psi \) when \( f_0 \) is a rapidly decreasing function of \( p \) in the large \( |p| \) by using integration by parts and the periodic boundary condition for \( q \). Here \( \langle B \rangle_0 \) is the expected value of \( B \) with respect to \( f_0 \). Thanks to the relation (32), the linear response (31), \( F \) function (26) and \( G \) function (27) are rewritten in the forms of
\[
\langle \langle \hat{B}_l(\omega) \rangle \rangle = -\langle \langle \hat{B}_0, v \cdot (I - F(\omega))^{-1} G(\omega) + \hat{H}_l(\omega) \rangle \rangle_0,
\] (33)
\[
F_{l}(\omega) = -V_l \{ \langle \hat{E}_\omega^k, \hat{H}_l(\omega) \rangle \}_0,
\] (34)
and
\[
G_{l}(\omega) = -\frac{1}{2\pi} \{ \langle \hat{E}_\omega^k, \hat{H}_l(\omega) \rangle \}_0,
\] (35)
respectively.

### III. F AND G FUNCTIONS

The linear response (31) is determined by the \( F \) and \( G \) functions. We therefore explicitly compute \( F \) and \( G \) functions both for spatially homogeneous and inhomogeneous stationary state \( f_0 \). We assume that \( f_0 \) depends on \( q, p \) only through \( \mathcal{H}_0[f_0] \), and then \( f_0(q, p) = \tilde{f}_0(\mathcal{H}_0[f_0](q, p)) \) is a stationary solution satisfying (8).

#### A. Homogeneous case

Let us consider the case that the stationary state \( f_0 \) is spatially homogeneous. Omitting the constant of potential, which is irrelevant to dynamics, the single-body Hamiltonian \( \mathcal{H}_0[f_0] \) is written as
\[
\mathcal{H}_0[f_0] = \frac{p^2}{2}.
\] (36)

The Hamiltonian flow \( \phi_0^t \) is, hence, expressed by the simple form of
\[
\phi_0^t(q, p) = (q + tp, p).
\] (37)

The function \( E^k(q, p) \) is, therefore,
\[
E^k_l(q, p) = e^{-i(kq + tp)},
\] (38)
and its Laplace transform is
\[
\hat{E}_\omega^k(q, p) = \frac{e^{-i(\omega q - kp)}}{i(\omega - kp)}.
\] (39)

Performing the Fourier series expansion of \( H_l \) with respect to \( q \), the \( F \) function and the \( G \) function are expressed by
\[
F_{l}(\omega) = -2\pi k V_k \delta_{l,1} \int L \omega - kp \ dq
\] (40)
and

\[ G_k(\omega) = -k \int_L \frac{\hat{f}_0(p)}{\omega - kp} \hat{H}_{1,k}(p,\omega) dp. \]  

(41)

The functions (40) and (41) vanish for \( k = 0 \) and we may set \( k \neq 0 \). The functions are defined in the upper half \( \omega \) plane due to the Laplace transform (24), and we must consider analytic continuation for extending the domain to the whole \( \omega \) plane. The integral path \( L \) is the real \( p \) axis for \( \text{Im}\omega > 0 \), but is continuously modified to avoid the singularity at \( p = \omega/k \) for \( \text{Im}\omega \leq 0 \) as \( \text{Im}\omega \) goes down. The functions, hence, pick up contribution from the pole for \( \text{Im}\omega \leq 0 \) in addition to the integral on the real \( p \) axis [22,23].

The matrix \( F \) is diagonal, and the equation (28) can be solved in each element as

\[ \hat{\rho}_{1,k}(\omega) = \frac{G_k(\omega)}{D_k(\omega)}. \]

(42)

where

\[ D_k(\omega) = 1 + 2\pi kV_k \int_L \frac{\hat{f}_0(p)}{\omega - kp} dp \]

(43)

is the dielectric function or the dispersion function. Moreover, if \( H_t \) does not depend on \( p \), then we can write the density \( \hat{\rho}_{1,k} \) by

\[ \hat{\rho}_{1,k}(\omega) = \frac{\hat{H}_{1,k}(\omega)}{2\pi kV_k} \frac{1 - D_k(\omega)}{D_k(\omega)} \]

(44)

for modes of \( V_k \neq 0 \). We note that \( V_k \) is defined in (18), and it is not a Fourier coefficient of \( V[f_l] \) but of \( V(q) \). There must be some nonzero coefficients \( V_k \) for \( k \neq 0 \) even for homogeneous \( f_0 \), since the Hamiltonian system (1) is supposed to have long-range interactions.

We exhibit trivial but important examples of the linear response. We assume that (32) holds. Choosing the observable \( B(q,p) \) in (15) as a function \( g(p) \) depending on \( p \) only, \( g_1 \) is identical with \( g \) by (37). The linear response of \( g \) is, hence,

\[ \langle g_1 \rangle = \int_0^t ds \int dqp[g_{t-r}, f_0][V[f_1](s) + H_1(s)] = 0, \]

(45)

since \( \{g_{t-r}, f_0\} = 0 \). Setting \( g(p) = p^2 \), we obtain that the kinetic temperature \( T_{\text{kin}} = (p^2) \) is not affected by the external field within accuracy of order \( O(H_1) \). We further remark that the vanishing expectation value (45) holds in systems with periodic boundary condition but may break in a system, for instance, gas confined by walls, since the relation (32) is not guaranteed to hold.

B. Inhomogeneous case

Suppose that the stationary state \( f_0 \) is spatially inhomogeneous. To get the Hamiltonian flow \( \phi^t_0 \), we transform the Cartesian coordinate \((q,p)\) to the angle-action variables \((\theta,J)\). This transform is not always injective on the whole \( \mu \) space and must be defined on each of divided spaces to make the transform bijective. We skip details of this division. See Ref. [24] for the HMF case.

The single-body Hamiltonian is integrable and is a function of \( J \) only as \( H_0[f_0](J) \). Defining frequency

\[ \Omega(J) = \frac{dH_0[f_1]}{dJ}(J), \]

(46)

the Hamiltonian flow \( \phi^t_0 \) is written as

\[ \phi^t_0(\theta,J) = (\theta + t\Omega(J),J). \]

(47)

Let us compute \( \tilde{E}_k^0 \), which appears in \( F \) and \( G \) functions, by using the angle-action variables. The function \( \tilde{E}_k \) is periodic with respect to \( \theta \), and, hence, it is expanded in the Fourier series as

\[ \tilde{E}_k^0(\theta,J) = e^{-ikq(\theta,J)} = \sum_{m \in \mathbb{Z}} E_{k,m}^0(J)e^{im\theta}, \]

(48)

where

\[ E_{k,m}^0(J) = \frac{1}{2\pi} \int_{-\pi}^{\pi} e^{-ikq(\theta,J)}e^{-im\theta} d\theta. \]

(49)

Using (47), the function \( E_k^- \) is expressed by

\[ E_k^0(\theta,J) = \sum_{m \in \mathbb{Z}} E_{k,m}^0(J)e^{im(\theta + t\Omega(J))}, \]

(50)

and the function \( \tilde{E}_k^0 \) is

\[ \tilde{E}_k^0(\theta,J) = \sum_{m \in \mathbb{Z}} E_{k,m}^0(J)e^{im\theta} \frac{-1}{i(\omega + m\Omega(J))}. \]

(51)

The transform \((q,p) \mapsto (\theta,J)\) is canonical, and, hence, the Poisson bracket is invariant under this transform, and \( dq \wedge dp = d\theta \wedge dJ \) holds. The \( F \) and \( G \) functions are, thus,

\[ F_k(\omega) = -2\pi V_l \sum_{m \in \mathbb{Z}} \int_L \frac{f_0(J)}{\omega - m\Omega(J)} E_{k,-m}^0(J)E_{k,-l,-m}^0(J) dJ \]

(52)

and

\[ G_k(\omega) = - \sum_{m \in \mathbb{Z}} \int_L \frac{f_0(J)}{\omega - m\Omega(J)} E_{k,-m}^0(J)\hat{H}_{1,m}(J,\omega)dJ, \]

(53)

respectively. The functions (52) and (53) are defined in the upper half \( \omega \) plane, and the integral path \( L \) lies on the real axis. As done in the homogeneous case, the path \( L \) is modified to obtain analytic continuation to the whole \( \omega \) plane.

We note that the vanishing expectation value (45) is not always guaranteed for inhomogeneous stationary state even if we set \( g \) as a function of \( J \) only. The domain of \( J \) is, for instance, \([0,\infty)\), and contribution from \( J = 0 \) may remain in the relation (32) in the way of integration by parts.

IV. LINEAR RESPONSE THEORY IN HAMILTONIAN MEAN-FIELD MODEL

We apply the linear response theory to the HMF model. We summarize the theory for HMF model in this section and examine the theory in the following two sections, Secs. V and VI, for homogeneous and for inhomogeneous cases, respectively.
The HMF model is a ferromagnetic model and is expressed by taking
\[ V(q) = -\cos q. \] (54)
We introduce magnetization (\( M_x, M_y \)) as
\[ M_x[f](t) = \int \int f(q,p,t) \cos q dq dp \]
\[ M_y[f](t) = \int \int f(q,p,t) \sin q dq dp \] (55)
and denote the response parts by \( M_{1,x}(t) = M_x[f_1](t) \) and \( M_{1,y}(t) = M_y[f_1](t) \). The single-body Hamiltonian for the HMF model is
\[ \mathcal{H}_0[f](q,p,t) = \frac{p^2}{2} - M_x[f](t) \cos q - M_y[f](t) \sin q, \] (56)
and the external field \( H_1 \) can be set by
\[ H_1(q,p,t) = -h_x(t) \cos q - h_y(t) \sin q, \] (57)
where \( h_x \) and \( h_y \) are time-dependent external magnetic fields for the \( x \) direction and the \( y \) direction, respectively.

Using \( \cos q \) and \( \sin q \) instead of \( e^{iq} \) and \( e^{-iq} \), and writing them as
\[ C(q,p) = \cos q, \quad S(q,p) = \sin q, \] (58)
we obtain
\[ \begin{pmatrix} \tilde{M}_{1,x}(\omega) \\ \tilde{M}_{1,y}(\omega) \end{pmatrix} = \begin{pmatrix} F_{cc}(\omega) & F_{cs}(\omega) \\ F_{xc}(\omega) & F_{ss}(\omega) \end{pmatrix} \begin{pmatrix} \tilde{M}_{1,x}(\omega) \\ \tilde{M}_{1,y}(\omega) \end{pmatrix} + \begin{pmatrix} G_{c}(\omega) \\ G_{s}(\omega) \end{pmatrix}, \] (59)
where
\[ F_{cc}(\omega) = \int \int \tilde{C}_{\omega}[C,f_0] dq dp, \]
\[ F_{cs}(\omega) = \int \int \tilde{C}_{\omega}[S,f_0] dq dp, \]
\[ F_{xc}(\omega) = \int \int \tilde{S}_{\omega}[C,f_0] dq dp, \]
\[ F_{ss}(\omega) = \int \int \tilde{S}_{\omega}[S,f_0] dq dp, \] (60)
and
\[ G_{c}(\omega) = -\int \int \tilde{C}_{\omega}[^{\prime}\tilde{H}_1](f_0) dq dp, \]
\[ G_{s}(\omega) = -\int \int \tilde{S}_{\omega}[^{\prime}\tilde{H}_1](f_0) dq dp. \] (61)
The external field (57) gives
\[ \begin{pmatrix} G_{c}(\omega) \\ G_{s}(\omega) \end{pmatrix} = \begin{pmatrix} F_{cc}(\omega) & F_{cs}(\omega) \\ F_{xc}(\omega) & F_{ss}(\omega) \end{pmatrix} \begin{pmatrix} \tilde{H}_{1}(\omega) \\ \tilde{H}_{1}(\omega) \end{pmatrix}, \] (62)
and, hence, (59) is solved by
\[ \begin{pmatrix} \tilde{M}_{1,x}(\omega) \\ \tilde{M}_{1,y}(\omega) \end{pmatrix} = (I - F(\omega))^{-1} F(\omega) \begin{pmatrix} \tilde{H}_{1}(\omega) \\ \tilde{H}_{1}(\omega) \end{pmatrix}. \] (63)
The off diagonal elements of the matrix \( F \) vanish as
\[ F_{cc}(\omega) = F_{ss}(\omega) = 0 \] (64)
in the homogeneous case. The relation (64) is also satisfied in the inhomogeneous case [24]. The response of magnetization is therefore written as
\[ \tilde{M}_{1,x}(\omega) = \frac{1 - D_x(\omega)}{D_x(\omega)} \tilde{h}_x(\omega), \]
\[ \tilde{M}_{1,y}(\omega) = \frac{1 - D_y(\omega)}{D_y(\omega)} \tilde{h}_y(\omega), \] (65)
where
\[ D_x(\omega) = 1 - F_{cc}(\omega), \quad D_y(\omega) = 1 - F_{ss}(\omega) \] (66)
are the dispersion functions for the \( x \) direction and the \( y \) direction, respectively. The concrete forms of \( F_{cc}(\omega) \) and \( F_{ss}(\omega) \) are expressed by
\[ F_{cc}(\omega) = F_{ss}(\omega) = -\pi \int_{L} \frac{f_0(p)}{p - \omega} dp \] (67)
for the homogeneous case and
\[ F_{cc}(\omega) = -2\pi \sum_m \int_{L} \frac{m f_0(J)}{m \omega(J) - \omega} |C^m(J)|^2 dJ, \]
\[ F_{ss}(\omega) = -2\pi \sum_m \int_{L} \frac{m f_0(J)}{m \omega(J) - \omega} |S^m(J)|^2 dJ, \] (68)
for the inhomogeneous case. Here we introduced new functions,
\[ C^m(J) = \frac{1}{2\pi} \int \cos q(\theta,J)e^{-im\theta} d\theta, \]
\[ S^m(J) = \frac{1}{2\pi} \int \sin q(\theta,J)e^{-im\theta} d\theta. \] (69)
We note that the expression (65) is valid both for homogeneous and for inhomogeneous cases by selecting \( F_{cc} \) and \( F_{ss} \) as (67) for the homogeneous case and as (68) for the inhomogeneous case.

Let us consider the asymptotic behavior of \( M_{1,x} \) and \( M_{1,y} \). There is no difference between \( M_{1,x} \) and \( M_{1,y} \) in (65) formally, and, hence, we focus on \( M_{1,x} \) by setting
\[ h_x(t) = \hbar \Theta(t) \cos \omega_0 t, \] (70)
where \( \Theta(t) \) is the step function. The Laplace transform of \( h_x(t) \) is
\[ \tilde{h}_x(\omega) = \frac{-\hbar}{2i} \left( \frac{1}{\omega - \omega_0} + \frac{1}{\omega + \omega_0} \right) \] (71)
and, hence, temporal evolution \( M_{1,x}(t) \) is
\[ M_{1,x}(t) = \frac{-\hbar}{4\pi i} \int_{\Gamma} \frac{1 - D_x(\omega)}{D_x(\omega)} \left( \frac{1}{\omega - \omega_0} + \frac{1}{\omega + \omega_0} \right) e^{-i\omega t} d\omega, \] (72)
where \( \Gamma \) is a Bromwich contour running from \(-\infty + i\sigma \) to \(+\infty + i\sigma \) with a real positive \( \sigma \), which is set such that all singularities of the integrand are below this Bromwich contour. In inhomogeneous case \( D_x(\omega) \) has logarithmic singularities and branch points are on the real axis [24,25]. However, we neglect the logarithmic singularities and concentrate on pole singularities. In other words we assume that \( \omega_0 \) is not at the branch points. We will discuss on the logarithmic singularities in Sec. VII.
Asymptotic behavior of \( M_{\omega} \) poles at
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The constant \( \frac{1}{2} \) in the right-hand side is added for convenience of comparison with previous studies of the HMF model.

We remark on asymptotic values of \( M_{\omega}(t) \) and \( M_{\omega}(t) \) for \( \omega_0 = 0 \). Let us focus on \( M_{\omega}(t) \) without loss of generality. We used the step function \( \Theta(t) \) in \( h_x(t) \), and the Laplace transform of \( h_x(t) \) is therefore expressed by

\[
\hat{h}_x(\omega) = \frac{-h}{i\omega}
\]

for \( \omega_0 = 0 \). This singularity at the origin \( \omega = 0 \) leads the asymptotic form (74) by the inverse Laplace transform. However, the step function is not essential to give the singularity at the origin \( \omega = 0 \), and any smooth functions give the same singularity if the functions go to a constant in the limit \( t \to \infty \). See Appendix B for details.

V. RESPONSE IN HOMOGENEOUS CASE

We add a nonoscillating external field, say, \( \omega_0 = 0 \), and use (74) to investigate Curie-Weiss-law–like behavior of the susceptibility in homogeneous case. We may set the external field points to the \( x \) direction without loss of generality thanks to rotational symmetry in the homogeneous case. The external field is, hence, set as \( (h_x(t), h_y(t)) = (h\Theta(t), 0) \). We will use energy \( U \) to identify the critical point, where energy in the HMF model is defined by

\[
U = \iint \frac{p^2}{2} f dp dq + \frac{1}{2} - \frac{M_x^2 + M_y^2}{2}.
\]

The constant 1/2 in the right-hand side is added for convenience of comparison with previous studies of the HMF model.

A. Thermal equilibrium

The first example is thermal equilibrium,

\[
f_0(p) = \frac{1}{2\pi} \sqrt{\frac{\beta}{2\pi}} e^{-\beta p^2/2}.
\]

The critical energy of a second-order phase transition is \( U_c = 3/4 \), which corresponds to the critical temperature \( T_c = 1/2 \). We chose the unit so the Boltzmann’s constant is unity, \( k_B = 1 \).

The dispersion function at \( \omega = 0 \) is

\[
D(0) = 1 - \beta/2.
\]

and the asymptotic linear response of \( M_{1,x} \) is

\[
M_{1,x} = h \frac{\beta/2}{1 - \beta/2} = h \frac{T_c}{T - T_c}.
\]

The susceptibility \( \chi \), defined by

\[
\chi = \lim_{h \to 0} \frac{M_{1,x}}{h} = \frac{T_c}{T - T_c},
\]

and \( \chi \) diverges at the critical point. This susceptibility is rewritten as

\[
\chi = \frac{1}{3} \frac{U_c}{U - U_c}.
\]

where we used the relation \( T = 2U - 1 \) in the high-energy, homogeneous region, \( U > U_c = 3/4 \). We note that this form (82) of susceptibility can be also obtained by computing the \( N \)-body partition function and by using the minimum free energy principle for a functional of the single-body distribution function [26].

B. Power-law tails

The second example is a family of distributions having power-law tails as

\[
f_\nu(p) = \frac{1}{2\pi} \frac{A_\nu(p_0)}{(p/p_0)^\nu}.
\]

To be precise, this family is not smooth at \( p = 0 \) except for even \( \nu \) and, hence, is not suitable to consider analytic continuation to obtain the dispersion function \( D_\nu(0) \). However, we apply the linear response theory to this family formally.

The parameter \( p_0 \) is determined by the kinetic energy \( K = \iint (p^2/2) f_\nu(p) dq dp \) as

\[
p_0 = \left[ \frac{2K \sin(3\pi/\nu)}{\sin(\pi/\nu)} \right]^{1/2}.
\]

and the normalization factor \( A_\nu(p_0) \) is expressed by

\[
A_\nu(p_0) = \frac{\nu}{2\pi p_0} \sin \left( \frac{\pi}{\nu} \right)
\]

for \( \nu > 2 \) [27]. This family gives a second-order phase transition at the critical energy

\[
U^*_c = \frac{1}{2} + \frac{1}{4} \sin(\pi/\nu) \sin(3\pi/\nu)
\]

for \( \nu > 2 \). The dispersion function is computed as

\[
D_\nu(0) = 1 + \pi \int_0^\infty \frac{f_\nu(p)}{p} dp = 1 - \frac{1}{2p_0^2}.
\]

and, hence, the susceptibility is

\[
\chi_\nu = C_\nu \frac{U^*_c}{U - U^*_c},
\]

where the factor \( C_\nu \) is

\[
C_\nu = \frac{\sin(\pi/\nu)}{\sin(\pi/\nu)} + 2 \sin(3\pi/\nu)
\]

We remark that the critical energy (86) and the constant (89) coincide with ones for thermal equilibrium by taking \( \nu = 4 \), which gives \((U^*_c, C_4) = (3/4, 1/3)\). Taking the limit of \( \nu \to \infty \),
the distribution (83) becomes a homogeneous water bag and
\( (U_0^p, C_0^p) \rightarrow (7/12,1/7) \). We also remark that \( C_0^p \) is an
decreasing function of \( v \) and \( v \) must be \( v > 3 \) to converge
energy \( U \). The range of \( C_0^p \) is, thus, \( 1/7 < C_0^p < 1 \). In
particular, in the interval \( 3 < v < 4 \), where the critical energy
\( U_c^p \) is larger than \( 3/4 \), \( C_0^p \) is larger than the value \( 1/3 \) for
thermal equilibrium.

C. Lynden-Bell distribution

The third example is a family of Lynden-Bell distributions
\[ f_{\text{LB}}(p) = \frac{\eta_0}{e^{\alpha p^2/2} + 1}. \]
(90)
This family is expected as a quasistationary state starting from
a rectangle water bag initial state \([16,17]\), and we parametrize
this family by energy \( U \) and the magnetization \( M_{wb} \) of the
water bag state. Distribution of the water bag is written in the form
\[ f_{\text{wb}}(q,p) = \begin{cases} \eta_0 & \text{if } |q| < q_0 \text{ and } |p| < p_0, \\ 0 & \text{otherwise}. \end{cases} \]
(91)
The two parameters \( q_0 \) and \( p_0 \) determine the factors \( \eta_0 \),
the magnetization \( M_{wb} \) and energy \( U \) as
\[ \eta_0 = \frac{1}{4q_0p_0}, \quad M_{wb} = \frac{\sin q_0}{q_0}, \quad U = \frac{p_0^2}{6} + \frac{1 - M_{wb}^2}{2}. \]
(92)
The Lagrange multipliers \( \alpha \) and \( \beta \) included in (90) are
determined by the two constraints
\[ \int \int f_{\text{LB}}(p) dp dq = 1 \]
(93)
and
\[ \int \int \frac{p^2}{2} f_{\text{LB}}(p) dp dq + \frac{1}{2} = U. \]
(94)

We stress that the parameters \( M_{wb} \) and \( U \) are used just to
parametrize the family (90) for convenience of comparison with
previous works, and the stationary state \( f_0 \) is set as \( f_{\text{LB}} \)
instead of \( f_{\text{wb}} \). In other words, we do not consider the violent
relaxation process from the water bag to the Lynden-Bell
distribution.

The family (90) has a tricritical point at \( (M_{wc}^{\text{wc}},U_c^{\text{wc}}) \) on
the parameter plane \((M_{wb},U)\) \([28]\), and there is a second-order
phase transition along an iso-\( M_{wb} \) line for \( M_{wb} > M_{wc}^{\text{wc}} \),
and a first-order phase transition for \( M_{wb} < M_{wc}^{\text{wc}} \). Even for \( M_{wb} < M_{wc}^{\text{wc}} \), a homogeneous Lynden-Bell distribution is locally stable
in a high-energy region. The stable region is expressed by the
inequality
\[ D_\chi(0) > 0, \]
(95)
and \( D_\chi(0) = 0 \) gives the critical energy \( U_c(M_{wb}) \) as shown
in Fig. 1. Using this critical energy, the susceptibility \( \chi \) is
expressed by
\[ \chi = \frac{1 - D_\chi(0)}{D_\chi(0)} = C(M_{wb})u^{-\gamma(M_{wb})}, \quad u = \frac{U - U_c}{U_c}. \]
(96)
We check if the Curie-Weiss–like law, \( \gamma(M_{wb}) = 1 \), is satisfied
even in QSSs by computing \( D_\chi(0) \) and by direct temporal
evolutions of the Vlasov equation.
and $u$ are for $u \in [0,1]$. The broken line, square points, and white small points are for $u \in [0.1,10]$. Two horizontal lines in the panel (b) represent 1 (upper) and 1/7 (lower), which are theoretically obtained factors for thermal equilibrium and waterbag, respectively.

and $C(M_{eb})$ for $N_q = 16$ and $N_p = 96$ coincide with ones for $N_q = 32$ and $N_p = 192$, respectively, though the result for the former is not reported. We therefore may conclude that a Curie-Weiss–like law, $M_s / h \propto 1/u$, appears in an asymptotic high-energy region.

The factor $C(M_{eb})$ monotonically increases as $M_{eb}$ increases and almost is not affected by the choice of the interval of $u$. In particular, in a high-energy region $u \in [1,10]$, the semi-Lagrangian method is in good agreement with the theory. The susceptibility, hence, is written in the Curie-Weiss–like law $\chi = C(M_{eb})/u$ in the high-energy region.

We also computed the exponent $\gamma(M_{eb})$ and the factor $C(M_{eb})$ from equations derived by the Sommerfeld expansion reported in Ref. [21]. The Sommerfeld expansion breaks around $M_{eb} \approx 0.2$ since a large $M_{eb}$ gives a small $\beta$ in (90), while the expansion assumes a large $\beta$.

D. Momentum deviation and $C$ factor

We considered three types of distributions, thermal equilibrium, power-law tails and Lynden-Bell distributions, and the

![FIG. 3. $M_{eb}$ dependence of (a) exponent $\gamma(M_{eb})$ and (b) factor $C(M_{eb})$, which are defined by (96). Lines are obtained by the theory, big points by the semi-Lagrangian method, and small circle points by Sommerfeld expansion reported in Ref. [21]. The dashed line is computed by use of the least-squares method applied to the interval $u \in [0.01,10]$. The broken line, square points, and white small points are for $u \in [0.1,10]$. Star points and black small points are for $u \in [1,10]$. Two horizontal lines in the panel (b) represent 1/3 (upper) and 1/7 (lower), which are theoretically obtained factors for thermal equilibrium and waterbag, respectively.](image1)

![FIG. 4. Factor $C$ as a function of momentum deviation at the critical point. The square point is for thermal equilibrium, the solid line is for power tails, and the broken line is for Lynden-Bell.](image2)

Curie-Weiss–like law is satisfied, at least in the high-energy region. Factor $C$ depends on a considering family of stationary distributions, and it tends to increase as momentum deviation becomes large. Is there universality in the relation between factor $C$ and momentum deviation?

Factor $C$ is reported in Fig. 4 as a function of momentum deviation $\sigma_p^2$ at the critical point. It is true that $C$ is an increasing function of $\sigma_p^2$ but no universality is found. This nonuniversality suggests the possibility that a type of distribution family of QSSs could be detected by computing factor $C$ if the family has a second-order phase transition. However, we need further investigations of critical phenomena in QSSs to perform this detection.

VI. RESPONSE IN INHOMOGENEOUS CASE

We now investigate the linear response in the inhomogeneous case. We use thermal equilibrium as a family of QSSs, which are expressed by

$$f_0(q,p) = A e^{-\beta(p^2/2 - M_0 \cos q)},$$

(97)

where $A$ is the normalization factor. The 0-th order magnetization $M_0$ points to the $x$ direction and must satisfy the self-consistent equation

$$M_0 = \int \int f_0(q,p) \cos q dq dp.$$

(98)

We consider the linear response to nonoscillating external fields in Sec. VIA, and resonance absorption by oscillating fields in Sec. VIB.

A. Response to nonoscillating external field

In the inhomogeneous case, the rotational symmetry breaks and we separately consider two types of external fields which point to the $x$ direction and to the $y$ direction.

An external field to the $x$ direction is expressed by $(h_x(t),h_y(t)) = (\h(t),0)$. The response $M_{tx}$ is expressed by (74), and the concrete form of the dispersion function at $\omega = 0$, $D_x(0)$, is written by using elliptic integrals as follows. Let us introduce a new variable,

$$k = \sqrt{(M_0 + \epsilon) / 2M_0},$$

(99)
with the single-body energy
\[ \epsilon = \frac{p^2}{2} - M_0 \cos q. \quad (100) \]
As we assumed before, the stationary state \( f_0(q,p) \) depends on \( q \) and \( p \) through the single-body energy and, hence, through \( k \) only, that is,
\[ f_0(q,p) = \tilde{f}_0(k). \quad (101) \]
Using \( \tilde{f}_0 \), the dispersion function \( D_x(0) \) is written in the form
\[
D_x(0) = 1 + \int_{\mu} \int p \frac{d\tilde{f}_0}{dp}(q,p) \cos^2 q \, dq \, dp \\
- \frac{4}{\sqrt{M_0}} \int_1^\infty \frac{K(1/k)}{k} \left[ \frac{2k^2E(1/k)}{K(1/k)} + 1 - 2k^2 \right]^2 \\
\times \frac{d\tilde{f}_0}{dk}(k) \, dk \\
\int \frac{2E(k)}{K(k)} - 1 \right] \frac{d\tilde{f}_0}{dk}(k) \, dk, \quad (102)
\]
where \( K(k) \) and \( E(k) \) are the complete elliptic integrals of the first and the second kinds, respectively. The theoretical linear response is obtained by computing \( D_x(0) \) and substituting it into Eq. (74). The theoretical prediction is reported in Fig. 5 with numerical results of the semi-Lagrangian method. The theoretical curve is in good agreement with numerics of the grid sizes \( N_q \times N_p \).

We also consider response to the external field to the \( y \) direction, \( (h_y(t),h_x(t)) = (0,\theta(t)) \). The concrete form of \( D_y(0) \) is
\[ D_y(0) = 1 + \int_{\mu} \int p \frac{d\tilde{f}_0}{dp}(q,p) \sin^2 q \, dq \, dp, \quad (103) \]
and \( D_y(0) = 0 \) as shown in Ref. [30]. The susceptibility for the \( y \) direction therefore diverges. This divergence is consistent with the fact that the magnetization vector \( (M_x,M_y) \), which is initially set as \( (M_0,0) \), changes the direction and \( M_r \) becomes finite by an external field \( (0,h) \), even \( h \) is arbitrary small.

B. Resonance absorption

We apply the linear response theory for extracting nonequilibrium dynamics in the unforced system through resonance absorption for oscillating external fields. The HMF system has “Landau dampings” even in inhomogeneous case, and there are several Landau poles corresponding to roots of the dispersion function, \( \det(I - F(\omega)) \). The imaginary part of the roots is negative if the stationary state \( f_0 \) is stable. The most important root is the one whose imaginary part is the largest, since the damping rate corresponding to the root is the smallest. We call this root the main root and denote \( \omega_L = \omega_1 + i\omega_2, \omega_1, \omega_2 \in \mathbb{R} \). Detecting the main root has been explicitly done for inhomogeneous thermal equilibrium of the HMF model [24], but this detection is a hard task since logarithmic singularities appear in \( F \) and \( G \) functions. We therefore try to capture “Landau dampings” in inhomogeneous states from the viewpoint of resonance absorption.

Let us consider the external field vector pointing to the \( x \) direction, that is, \( (h_x(t),0) \) and \( h_x(t) \) is represented by (70). In a short time interval, the external field \( h_x(t) \) induces a small modification of magnetization denoted by \( dM_{1,x}(t) \). The work by the external field is, hence, expressed by
\[ dW = h_x(t) dM_{1,x}(t), \quad (104) \]
and the average over one period is computed by use of
\[
\overline{W} = \frac{\omega_0}{2\pi} \int_0^{2\pi/\omega_0} h_x(t) \frac{dM}{dt}(t) \, dt \\
= -\frac{\hbar^2}{\omega_0} \left[ 1 - D_x(\omega_0) \right] \left( 1 - \frac{D_x(-\omega_0)}{D_x(\omega_0)} \right), \quad (105)
\]
where we used asymptotic expression of \( M_{1,x}(t), (73) \).

The dispersion function \( D_x(\omega) \) satisfies the relation
\[ D_x(-\omega^*) = D_x(\omega)^*, \quad (106) \]
where \( \omega^* \) is the complex conjugate of \( \omega \). The work is for a real \( \omega_0 \), therefore expressed by
\[ \overline{W} = \frac{\hbar^2}{2} \omega_0 \text{Im} \left[ 1 - D_x(\omega_0) \right]/D_x(\omega_0), \quad (107) \]
Moreover, if \( \omega_L \) is a main root, then \( -\omega_L^* = -\omega_1 + i\omega_2 \) is also a main root. Hence, we can write \( D_x(\omega) \) in the form
\[ D_x(\omega) = (\omega - \omega_L)(\omega + \omega_L^*) \psi(\omega), \quad (108) \]
To estimate the maximum work as a function of \( \omega_0 \), we introduce two assumptions: (i) \( 1 - D_x(\omega_0) \simeq 1 \) and (ii) \( \psi(\omega_0) \) is a constant \( \varphi_0 \). These assumptions lead us to the fact that \( \varphi_0 \) is a real number, and, consequently, \( \overline{W} \) takes the maximum value
\[ \overline{W}_{\text{max}} = \frac{\hbar^2}{4\omega_0^2 \varphi_0}, \quad (109) \]
at frequency
\[ \omega_0 = \pm |\omega_L|. \quad (110) \]
Numerical tests are performed by adding the oscillating external field of \( H_t = -\hbar \theta(t) \cos(\omega_0 t) \cos q \) with \( h = 0.01 \). We expect that the system gets larger energy from the external field as frequency \( \omega_0 \) becomes closer to \( \pm |\omega_L| \). Energy gain...
over time is linear in the theory, and we compute the slope of \( U(t) \) in \( t \in [0, 100] \) by use of the least-squares method. We selected a short time region to estimate the slope since large energy gain may modify the stationary state \( f_0 \).

The slopes are reported as functions of \( \omega_0 \) for several values of temperature \( T \) in Fig. 6. We capture three qualitative features from the slopes: (i) The peak position shifts from right to left as \( T \) increases. (ii) The graph for \( T = 0.45 \) has two peaks and a sign of the double peaks can be observed in the graph for \( T = 0.4 \). (iii) Height of the peak shows the V letter shape as a function of \( T \). Considering the fact that \( |\omega_2| \) is much smaller than \( |\omega_1| \), and \( |\omega_L| \) is close to \( |\omega_1| \), the feature (i) directly reflects \( T \) dependence of \( \omega_1 \). Similarly, (ii) captures discontinuous change of frequency of the main root around \( T \simeq 0.38 \), at which two pairs of main roots have the same imaginary part but a real part that differs. See Fig. 11 of Ref. [24] and Table I for (i) and (ii). The third feature (iii) may be explained by the maximum work of the external field, which is expressed by (109), and the turn in the V letter shape of \(-\omega_2\) as a function of \( T \). See Fig. 10 of Ref. [24] and Table I.

However, the peak position is quantitatively not in agreement with \( |\omega_L| \). We introduced two assumptions in the way of deriving the frequency (110) that gives the maximum work, and they may cause this discrepancy. We remark that this discrepancy, that is the peak positions are slightly larger than \( |\omega_L| \) for \( T = 0.4 \) and 0.45, is also observed in comparison between the Landau pole and direct numerical computation of frequency in Landau damping by \( N \)-body simulations [24].

**TABLE I.** Comparison between \( |\omega_L| \) and peak positions of Fig. 6. Real and imaginary parts of \( \omega_L \) are read from Figs. 11 and 10 of Ref. [24], respectively. For “Peak position in Fig. 6,” two values, 0.75 and 0.84, correspond to two peaks for \( T = 0.45 \).

<table>
<thead>
<tr>
<th>( T )</th>
<th>0.2</th>
<th>0.3</th>
<th>0.35</th>
<th>0.4</th>
<th>0.45</th>
</tr>
</thead>
<tbody>
<tr>
<td>(</td>
<td>\omega_1</td>
<td>)</td>
<td>1.7</td>
<td>1.4</td>
<td>1.2</td>
</tr>
<tr>
<td>( -\omega_2 )</td>
<td>0.08</td>
<td>0.15</td>
<td>0.22</td>
<td>0.30</td>
<td>0.18</td>
</tr>
<tr>
<td>(</td>
<td>\omega_L</td>
<td>)</td>
<td>1.7</td>
<td>1.4</td>
<td>1.2</td>
</tr>
</tbody>
</table>

Peak position in Fig. 6 | 1.68 | 1.48 | 1.34 | 1.14 | 0.75/0.84

We also remark that the energy gain is not completely linear in numerics as shown in Fig. 7, and further investigations are necessary to extract nonequilibrium dynamics precisely.

**VII. SUMMARY AND DISCUSSIONS**

We proposed the linear response theory based on the Vlasov equation for spatially periodic one-dimensional Hamiltonian systems. The theory was examined for homogeneous and for inhomogeneous cases in the HMF model by comparing with direct numerical computations of the Vlasov equation.

As examples of homogeneous distributions, we considered three families of distributions: thermal equilibrium, power-law tails, and Lynden-Bell distributions. These families have stable or metastable homogeneous states, and such (meta-)stable states become unstable continuously by changing parameters. We, hence, expected that the present linear response theory leads a Curie-Weiss–like law for the considering families. Indeed, the theory gives the exactly same susceptibility with equilibrium statistical mechanics for thermal equilibrium. The theory also predicts Curie-Weiss–like laws even in QSSs of power-law tails and of Lynden-Bell distributions. For the Lynden-Bell distributions, the theory and direct numerical simulations imply that the Curie-Weiss–like law holds in an asymptotically high-energy region. The coefficient of the Curie-Weiss–like laws tends to be large as momentum deviation of considering homogeneous stationary state becomes large. However, no universality is found in the coefficient as a function of the momentum deviation among the three tested families except for two special points of thermal equilibrium and homogeneous waterbag distribution. We note that the linear response theory is not guaranteed for large response and cannot discuss on divergence of the susceptibility at the critical point.

We emphasize that the linear response theory also gives good predictions for the inhomogeneous stationary state. Moreover, the resonance absorption in inhomogeneous thermal equilibrium is useful to investigate nonequilibrium dynamics of an unconstrained system. Energy gain by oscillating...
external fields with frequency $\omega_0$ has a peak around $\omega_L = |\omega_L|$, where $\omega_L$ is the main Landau pole, although estimation of the peak position is not complete quantitatively. However, in thermal equilibrium, temperature dependence of $\omega_L$ is qualitatively captured by this resonance absorption. Detecting the main Landau pole by use of the resonance absorption may have an advantage against direct computation of roots of dispersion relation, since the latter is a hard task in the inhomogeneous case in particular.

We neglected the case that the frequency $\omega_0$ of external field coincides with one of branch points of logarithmic singularities in inhomogeneous case. The logarithmic singularities give algebraic damping of the linear response by the same mechanism shown in Ref. [25], though the external forces are exerted eternally. Nevertheless, according to our preliminary numerical test, the algebraic damping could not be observed. This damping may not be robust since (i) we cannot set $\omega_0$ exactly on one of the branch points and (ii) the branch points are determined by 0-th order stationary state but may be shifted effectively due to energy gain by the resonance absorption. Detailed analysis of this phenomenon is left for future work.
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**APPENDIX A: DERIVATION OF (15)**

The linear response of $B$ is simply written by

$$\langle B \rangle(t) = -\int_0^t \int d\mu d\nu B(q,p) \int_0^\infty e^{i(\tau-s)\omega L} A(q,p,s)ds, \quad \text{(A1)}$$

where

$$A(q,p,t) = \{V[f_1](q,p,t) + H_1(q,p,t), f_0(q,p)\}. \quad \text{(A2)}$$

We derive (15) from (A1).

Let $A_0(q,p)$ be a smooth function, and $A(q,p,t)$ be a solution to the equation

$$\frac{\partial A}{\partial t} + (\mathcal{H}_0[f_0], A) = 0 \quad \text{(A3)}$$

with the initial condition $A(q,p,0) = A_0(q,p)$. Using the linear operator $\mathcal{L}_0$, the solution $A(q,p,t)$ is expressed by

$$A(q,p,t) = e^{i\mathcal{L}_0 t} A_0(q,p) = e^{i(\tau-s)\mathcal{L}_0} e^{i\mathcal{L}_0 s} A_0(q,p) \quad \text{(A4)}$$

We derive another expression of the solution $A(q,p,t)$ by using a solution of the canonical equation of motion.

Let $(q(t), p(t)) = \phi(t)(q,p)$ be a solution to the canonical equation of motion

$$\dot{q} = \frac{\partial \mathcal{H}_0[f_0]}{\partial p}(q,p), \quad \dot{p} = -\frac{\partial \mathcal{H}_0[f_0]}{\partial q}(q,p) \quad \text{(A5)}$$

with the initial condition $(q(0), p(0)) = (q,p)$. Equation (A3) implies that $A$ is constant on this solution and, hence,

$$A(q,p,t) = A(q(0), p(0)) = A(q(0)-t,s) \quad \text{(A6)}$$

holds.

From Eqs. (A4) and (A6), we have the relation

$$e^{i(\tau-s)\mathcal{L}_0} A(q,p,s) = A(\phi^{-1}(q,p),s). \quad \text{(A7)}$$

The above equation rewrites the linear response (A1) into the form

$$\langle B \rangle(t) = -\int_0^t \int d\mu d\nu B(q,p) e^{i(\tau-t)\mathcal{L}_0} A(q,p,s). \quad \text{(A8)}$$

Performing the canonical transform $(q', p') = \phi^{-1}(q,p)$, and using the fact that $\phi^{-1}(q,p)$ is canonical and $dq' \wedge dp' = dq \wedge dp$ holds accordingly, we have

$$\langle B \rangle(t) = -\int_0^t \int d\mu d\nu B(q',p') A(q',p',t). \quad \text{(A9)}$$

This equation is nothing but (15), and the derivation is completed.

**APPENDIX B: POLE SINGULARITY OF $\hat{h}(\omega)$**

Let $h(t)$ be a smooth function and satisfy

$$\lim_{t \to \infty} h(t) = h_\infty \quad \text{and} \quad \int_0^\infty |h'(t)|dt < \infty. \quad \text{(B1)}$$

We replaced the constant $h$ with $h_\infty$ to avoid confusion. We prove that the Laplace transform of $h(t)$ is described by

$$\hat{h}(\omega) = \frac{h_\infty}{-i\omega} + \psi(\omega), \quad \text{(B2)}$$

where all the poles of $\psi(\omega)$ are in the lower half $\omega$ plane.

To prove (B2), we show the relation

$$\lim_{\omega \to 0} \int_0^\infty e^{i\omega t} h(t)dt = h_\infty. \quad \text{(B3)}$$

The proof can be done by integrating by parts as follows:

$$-i\omega \int_0^\infty e^{i\omega t} h(t)dt = [-e^{\omega t} h(t)]_0^\infty + \int_0^\infty e^{\omega t} h'(t)dt = h(0) + \int_0^\infty e^{\omega t} h'(t)dt, \quad \text{(B4)}$$

where we used the condition $\text{Im} \omega > 0$, and $h'(t)$ is the derivative of $h(t)$. Taking the limit $\omega \to 0$ and using the dominated convergence theorem, we have

$$\lim_{\omega \to 0} \int_0^\infty e^{i\omega t} h(t)dt = h(0) + \int_0^\infty h'(t)dt, \quad \text{(B5)}$$

and this equation proves (B3).

To complete the proof of (B2), let us check other poles of $\hat{h}(\omega)$. Suppose that $\omega_p$ is a pole. We consider three cases: (i) $\text{Im} \omega_p > 0$, (ii) $\text{Im} \omega_p = 0$, and (iii) $\text{Im} \omega_p < 0$. Performing the inverse Laplace transform, we can reject the cases (i)
and (ii) except for \( \omega_p = 0 \), since the existence of such a pole breaks the condition (B1). Consequently, (B2) has been proved.

Case (iii) is possible, but the contribution from this pole gives an exponentially decreasing term for \( M_1(t) \). We then have shown that the asymptotic value of \( M_1(t) \) is determined by the pole \( \omega_p = 0 \) when the condition (B1) holds.

**APPENDIX C: SKETCH OF DERIVING (102) AND (103)**

Using the angle-action variables \((\theta,J)\), \(D_\perp(0)\) and \(D_\parallel(0)\) are written in the forms

\[
D_\perp(0) = 1 + 2\pi \sum_{m \in \mathbb{Z} \setminus \{0\}} \int f_0^{\perp}(J) |C^m(J)|^2 dJ, \\
D_\parallel(0) = 1 + 2\pi \sum_{m \in \mathbb{Z} \setminus \{0\}} \int f_0^{\parallel}(J) |S^m(J)|^2 dJ, 
\]

respectively. According to Appendix B of Ref. [24] and the periodicity of elliptic functions, the functions \(\cos q(\theta,J)\) and \(\sin q(\theta,J)\) are \(2\pi\) periodic with respect to \(\theta\), and the relations

\[
2\pi \sum_{m \in \mathbb{Z} \setminus \{0\}} |C^m(J)|^2 = \int_{-\pi}^{\pi} \cos^2 q(\theta,J) d\theta - 2\pi |C^0(J)|^2, \\
2\pi \sum_{m \in \mathbb{Z} \setminus \{0\}} |S^m(J)|^2 = \int_{-\pi}^{\pi} \sin^2 q(\theta,J) d\theta - 2\pi |S^0(J)|^2, 
\]

are obtained straightforwardly by using Parseval’s theorem. Moreover, using explicit forms \(\cos q(\theta,J)\) and \(\sin q(\theta,J)\) exhibited in the paper [24], one can get

\[
2\pi \int f_0^{\perp}(J) |C^0(J)|^2 dJ = \frac{1}{\Omega_0} \int_0^{\infty} dk \frac{d f_0^{\perp}(k)}{dk} \left( \int_{-\pi}^{\pi} \cos^2 q(\theta,J(k)) d\theta \right)^2 \\
= \frac{4}{\sqrt{M_0}} \int_1^{\infty} K(1/k) \left[ \frac{2k^2 E(1/k)}{K(1/k)} + 1 - 2k^2 \right]^2 \frac{d f_0^{\perp}(k)}{dk} dk \\
+ \frac{4}{\sqrt{M_0}} \int_0^{1} K(k) \left[ \frac{2E(k)}{K(k)} - 1 \right]^2 \frac{d f_0^{\perp}(k)}{dk} dk, 
\]

and

\[
2\pi |S^0(J(k))|^2 = \frac{1}{2\pi} \left( \int_{-\pi}^{\pi} \sin q(\theta,J(k)) d\theta \right)^2 = 0, 
\]

respectively. Substituting (C2), (C3), and (C4) into (C1), we obtain

\[
D_\perp(0) = 1 + \int_L dJ \frac{f_0^{\perp}(J)}{\Omega_0} \int_{-\pi}^{\pi} \cos^2 q(\theta,J) d\theta - \frac{4}{\sqrt{M_0}} \times \int_1^{\infty} \frac{K(1/k)}{K(1/k)} \left[ \frac{2k^2 E(1/k)}{K(1/k)} + 1 - 2k^2 \right]^2 \frac{d f_0^{\perp}(k)}{dk} dk \\
- \frac{4}{\sqrt{M_0}} \int_0^{1} K(k) \left[ \frac{2E(k)}{K(k)} - 1 \right]^2 \frac{d f_0^{\perp}(k)}{dk} dk, 
\]

and

\[
D_\parallel(0) = 1 + \int_L dJ \frac{f_0^{\parallel}(J)}{\Omega_0} \int_{-\pi}^{\pi} \sin^2 q(\theta,J) d\theta. 
\]

We rewrite the terms in \(D_\perp(0)\) and \(D_\parallel(0)\) which are

\[
\int_L dJ \frac{f_0^{\perp}(J)}{\Omega_0} \int_{-\pi}^{\pi} \cos^2 q(\theta,J) d\theta, \\
\int_L dJ \frac{f_0^{\parallel}(J)}{\Omega_0} \int_{-\pi}^{\pi} \sin^2 q(\theta,J) d\theta, 
\]

respectively, by using the coordinate \((q,p)\) as follows. We keep in mind that a stable stationary solution \(f_0\) to the Vlasov equation depends on the coordinate \((q,p)\) or on the action coordinate \(J\) only through a single-body energy \(\epsilon\). We, hence, write \(f_0(\epsilon(J)) = f_0(J)\) or \(f_0(\epsilon(q,p)) = f_0(q,p)\). Let us start from rewriting the term in \(D_\perp(0)\) as

\[
\int_L dJ \frac{f_0^{\perp}(J)}{\Omega_0} \int_{-\pi}^{\pi} \cos^2 q(\theta,J) d\theta, \\
= \int_L dJ \int \theta d\epsilon(J) \cos^2 q(\theta,J), \\
= \int_{\mu} d\epsilon \frac{\partial f_0^{\perp}(\epsilon)}{\partial \epsilon} \cos^2 q(\theta,J) dJ, \\
= \int_{\mu} \frac{1}{p} \frac{\partial f_0(q,p)}{\partial p} \cos^2 q dq dp, 
\]

In the way of computations we used the facts that \(d\epsilon(J)/dJ = \Omega(0)\) and \(d\theta \wedge dJ = dq \wedge dp\). Additionally, we should note that \(d f_0/d\epsilon\) is assumed to have no singularity for any \(J \geq 0\), and, hence, the integral path \(L\) lies on the real \(J\) axis. A set \([-\pi,\pi) \times L\), therefore, coincides with the whole \(\mu\) space. A similar computation gives

\[
\int_L dJ \frac{f_0^{\parallel}(J)}{\Omega_0} \int_{-\pi}^{\pi} \sin^2 q(\theta,J) d\theta, \\
= \int_{\mu} \frac{1}{p} \frac{\partial f_0(q,p)}{\partial p} \sin^2 q dq dp. 
\]

We therefore obtain (102) and (103).