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Fairness-Aware Superposition Coded Scheduling for a Multi-User
Cooperative Cellular System∗

Megumi KANEKO†a), Kazunori HAYASHI†, Petar POPOVSKI††, Members, and Hideaki SAKAI†, Fellow

SUMMARY We consider Downlink (DL) scheduling for a multi-user
cooperative cellular system with fixed relays. The conventional scheduling
trend is to avoid interference by allocating orthogonal radio resources to
each user, although simultaneous allocation of users on the same resource
has been proven to be superior in, e.g., the broadcast channel. Therefore,
we design a scheduler where in each frame, two selected relayed users are
supported simultaneously through the Superposition Coding (SC) based
scheme proposed in this paper. In this scheme, the messages destined to
the two users are superposed in the modulation domain into three SC lay-
ers, allowing them to benefit from their high quality relayed links, thereby
increasing the sum-rate. We derive the optimal power allocation over these
three layers that maximizes the sum-rate under an equal rates’ constraint.
By integrating this scheme into the proposed scheduler, the simulation re-
sults show that our proposed SC scheduler provides high throughput and
rate outage probability performance, indicating a significant fairness im-
provement. This validates the approach of simultaneous allocation versus
orthogonal allocation in the cooperative cellular system.
key words: cellular system, radio resource allocation, scheduling, wireless
relay, superposition coding, cooperative diversity

1. Introduction

Cooperative communication in wireless relay systems has
gathered a lot of interest in the research community in re-
cent years and a number of works have shown its efficiency
[1], [2]. Cooperative transmission schemes make use of the
broadcast nature of the wireless medium, where a signal sent
by a source node is received by multiple nodes that assist
the communication by means of relaying. By combining
the different versions of the signal at the destination, signif-
icant performance gains are realized [3], [4]. For the three-
node relay channel composed of a source, a destination and
a relay based on Decode-and-Forward (DF) half-duplex pro-
tocol, the existing cooperative schemes include Multi-Hop
(MH) transmission where the signal sent by the source is de-
coded and forwarded by the relay, and the Cooperative Di-
versity (CD) transmission, where the signals received from
the source and the relay are combined at the destination
through Maximum Ratio Combining (MRC), improving the
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achievable rate [1].
Recently, a cooperative relaying scheme based on Su-

perposition Coding (SC) was designed in [5] for the re-
lay channel. SC was first introduced in the broadcast sce-
nario, where several nodes are served simultaneously by
one source [6]. In a broadcast channel with two destination
nodes, the source creates two messages, one for each user,
that are superposed in the modulation domain and broad-
casted. Using successive decoding, the node with the better
channel can decode both messages, while the node with the
worse channel can only decode his own message, treating
the message to the other node as noise. In [5], this prin-
ciple is applied to the relay channel by splitting the mes-
sage into two parts, basic and superposed, and forwarding
the superposed part only, while the destination is able to de-
code both parts using the direct and relayed transmissions.
This scheme is shown to further enhance the relay channel’s
spectral efficiency compared to the benchmark cooperative
schemes. However, it is only designed for a single end user
to whom both basic and superposed messages are destined.
An initial two-user SC-based scheme was proposed in [7],
for a relay channel with two destinations.

While rate-enhancing cooperative schemes are still un-
der investigation for basic relay systems [8], a lot of re-
search effort has been devoted to cooperative relaying in
multi-user cellular systems. The design of resource alloca-
tion and scheduling algorithms is a crucial issue that largely
determines the overall performance of this system. How-
ever, the optimal allocation problem becomes very com-
plex due to the large number of input parameters such as
number and options of paths, link channel states and user
fairness requirements [9], [10]. Therefore, low complexity
but efficient algorithms that consider joint throughput and
fairness optimization have been proposed in several works
such as [11], [12]. However, the design trend until now
has been to allocate orthogonal wireless resources such as
time/frequency/space to each user in order to eradicate in-
terference. Thus, the scheduling schemes proposed in [11],
[12] allocate different time slots and subcarriers to each user
of the considered multi-carrier system. However, the fun-
damental information-theoretic results indicate that simul-
taneous transmission to different interfering users reveals to
be superior to traditional orthogonal allocation in some sce-
narios such as, e.g., SC in the broadcast channel [6]. As an
application of SC in a cellular system, a scheduler is pro-
posed in [13] where the two users with best channels are su-
perposed in each frame, providing significant performance
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improvements over orthogonal allocation. Thus, scheduling
simultaneous transmissions via SC appears to be a promis-
ing direction for cellular cooperative systems.

In this work, we design novel scheduling algorithms
based on SC for the Downlink (DL) of a multi-user cellular
cooperative system with fixed relays. In each time frame,
two users MS1 and MS2 selected by the scheduler are al-
located on the same resource. If they are relayed users,
they are allocated based on the proposed 3Layer 2User SC
(3L-2USC) scheme that serves as a building block to the
scheduling algorithm. In this scheme, the messages destined
to the two users are superposed into three SC layers. We
derive by analysis the optimal power allocation over these
three layers, where the objective is to maximize sum-rate
under the fairness constraint that imposes equal rates on the
users. Unlike in the two user scheme in [7] where the sum-
rate may be degraded due to the fairness constraint, the 3L-
2USC scheme enables to exploit SC not only on the BS-
(MS1,MS2) link, but also on the RS-(MS1,MS2) link as in a
broadcast channel, enabling both users to benefit from their
high relayed link qualities. Compared to benchmark coop-
erative schedulers based on orthogonal allocation, the sim-
ulation results show that our proposed SC scheduler yields
large performance gains in terms of sum-rate and rate outage
probability, reflecting significant user fairness improvement.

The remainder of the paper is organized as follows. Af-
ter describing the system model and reference schemes in
Sects. 2, 3 the proposed two-user relaying scheme is intro-
duced in Sect. 4 and analyzed for optimal power allocation
in Sect. 4.3. Conventional and proposed multi-user schedul-
ing algorithms are given in Sect. 5, and numerical results in
Sect. 6. Finally, conclusions are drawn and directions for
future work are given.

2. System Model

We consider the DL transmissions in a single-carrier three-
sectored cell shown in Fig. 1 with multiple users served by
one BS and where each sector comprises one RS. Serving
as a building block to the proposed scheduling algorithm,
the two-user SC scheme described in Sect. 4 allocates si-
multaneously two users within each scheduling time frame.
Given a frame, the scheme considers two relayed users MS1

and MS2 as in Fig. 2 where MS1 has a better direct link than
MS2 and is served by both the BS and the RS, while MS2

is only served by the RS. The BS transmits a vector x of
M complex baseband symbols x[m], m ∈ {1, ..,M}. The re-
ceived signals at the RS and MS1 are given by

yR = hRx + zR, yD1 = hD1x + z1. (1)

RS transmits a vector xR of MR complex baseband symbols
and the received signal at MSi, i ∈ {1, 2}, is given by

yRi = hRixR + z′i. (2)

hR, hD1, hRi are the complex channel coefficients of the BS-
RS, BS-MS1 and RS-MSi channels. zR, z1, z′i are vectors

Fig. 1 Cooperative cellular system.

Fig. 2 System model for the proposed 3L-2USC scheme.

of complex additive white Gaussian noise with a circular-
symmetric distribution CN(0, σ2). The transmitted symbols
have mean zero, E{x[m]} = 0, and power normalized to one,
E{|x[m]|2} = 1. The link SNRs are given by γS =

|hS |2
σ2 ,

S ∈ {D1,R,R1,R2}. The capacity of each link is given by
C(γS ) = log2(1 + γS ) [bits/s] for a normalized bandwidth of
1 Hz. In Sect. 4, the proposed two-user scheme is described
and analyzed assuming the link SNR ordering

γD1 < γR2 < γR1 < γR, (3)

as the same methodology applies to all orderings, which are
integrated in the final scheduling algorithm in Sect. 5.

In the multi-user case, scheduling takes place indepen-
dently for each sector. The instantaneous SNR values are
assumed constant during each scheduling time frame but
channels undergo Rayleigh fading from frame to frame.

3. Reference Schemes

3.1 Reference Single-User Schemes

The benchmark schedulers use these single-user schemes:

• Direct (Dir) transmission: user k achieves rate

CDIR,k = log2(1 + γDk). (4)

• Multi-Hop (MH) transmission: user k achieves rate

CMH,k =
log2(1 + γR) log2(1 + γRk)

log2(1 + γR) + log2(1 + γRk)
. (5)
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• Cooperative Diversity (CD) transmission: with Maxi-
mum Ratio Combining (MRC) of the direct and relayed
signals, user k achieves rate

CCD,k =
1
2

min{log2(1 + γR), log2(1 + γDk + γRk)}. (6)

• Single-User SC (SU-SC) transmission of [5]: the mes-
sage of user k, supported both by his direct and relayed
links, is split into a basic message xb and a superposed
message xs, then superposed into x =

√
1 − αxb+

√
αxs

sent by the BS in Step 1, with a power allocation ratio α
∈ [0, 1]. From its received signal, the RS decodes first
xb and then xs. The MS keeps the received signal with-
out decoding. In Step 2, the RS transmits the signal xR

where the superposed message xs is re-encoded with a
different codebook into xR. The MS decodes xR from
the signal received from the RS and cancels its contri-
bution from the signal received in Step 1, and finally
decodes xb. The achieved rate becomes

CSC,k =
log2(1 + γR) log2(1 + γRk)

log2( γR

γDk
) + log2(1 + γRk)

. (7)

These single-user schemes will serve as building blocks to
the conventional multi-user schedulers with orthogonal al-
location, as explained in Sect. 5.

3.2 Reference Two-User Relaying Scheme

An initial SC based scheme extending the SU-SC scheme to
the two user case was designed in [7]. This 2-Layer 2-User
SC (2L-2USC) scheme superposes two messages x1 and x2

destined to MS1 and MS2 in Fig. 2. The scheme works in
two steps. In Step 1, BS sends x =

√
1 − αx1 +

√
αx2

with power allocation ratio α ∈ [0, 1]. RS receives yR =

hR(
√

1 − αx1 +
√
αx2) + zR and decodes each message by

Successive Interference Cancelation (SIC)†. The decoding
order adopted here is x1 → x2 as γD1 < γR2, similarly as
in the SU-SC scheme where RS decodes the basic message
first, followed by the superposed one, enabling a large rate
increase. Meanwhile MS1 receives yD1 = hD1(

√
1 − αx1 +√

αx2) + z1 and keeps it in memory.
In Step 2, RS forwards a message xR, the decoded and

remodulated signal of x2. MS1 receives yR1 = hR1xR + z′1,
from which xR (x2) is decoded. From yD1 received in Step
1, MS1 cancels hD1

√
αx2, and finally decodes x1. Similarly,

MS2 receives yR2 = hR2xR + z′2 and obtains x2.
Denoting R1 and R2 the individual rates of MS1 and

MS2 respectively, the objective is to maximize the sum rate
denoted R2L−2USC = R1+R2 under the equal rates constraint,
R1 = R2. In fact, the equal rates’ constraint determines
uniquely α in this scheme, giving

• if γD1 ≥ γR√
1+γR

, α =
√

1+γR−1
γR

and

R(1)
2L−2USC =

log2(1 + γR)

1 + log2(1+γR)
2 log2(1+γ2)

, (8)

• if γD1 <
γR√
1+γR

, α = γD1

γD1+γR
and

R(2)
2L−2USC =

2 log2(1 + γD1γR

γD1+γR
)

1 +
log2(1+

γD1γR
γD1+γR

)

log2(1+γ2)

. (9)

4. Proposed Relaying Scheme: 3-Layer 2-USC Scheme

Unlike the 2L-2USC scheme, the proposed 3-Layer 2-USC
(3L-2USC) scheme adopts an innovative approach as it en-
ables both users to take full advantage of the high quality
RS to (MS1,MS2) links by creating three layers of super-
posed messages among which two are again superposed and
forwarded in Step 2 via the power allocation parameter β.
We can expect a higher sum rate compared to the previous
scheme, especially for bad BS-MS1 links.

Following this line of thought, one would naturally ex-
pect further improvements by using all four links: direct and
relayed links to each user. If it has sufficient quality, exploit-
ing the direct link to MS2 may be beneficial especially when
γR2 is lower than γR1. We have proposed in [15] a subopti-
mal method that exploits all four links, providing substantial
benefits in terms of throughput (but without providing equal
rates). However, the complete analysis which requires the
optimization of five power allocation parameters, appears to
be very complex. Instead, by considering three links, we
are able to solve the complete optimization problem, while
providing significant performance gains compared to con-
ventional methods, as shown in the sequel.

4.1 Description of the Steps

Step 1: As shown in Fig. 3, the BS sends a message

x =
√
αb1xb1 +

√
αs1xs1 +

√
α2x2, (10)

composed of 3 messages: xb1, xs1 destined to MS1 and x2

Fig. 3 Proposed scheme.

†One issue to be raised regarding practical implementation is
the impact of error propagation during SIC at the RS. However, it
is mentioned in [14] that such degradation is limited for a small
number of superposed layers as in our schemes. Although such
practical aspects are out of the scope here, they point towards in-
teresting directions for future study.
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destined to MS2 with power allocation ratio αb1, αs1 and
α2 ∈ [0, 1], respectively. We refer to message xb1 as the
basic message for MS1 and xs1 as the superposed message
for MS1. The sum of power allocation ratios is equal to one,

αb1 + αs1 + α2 = 1. (11)

Then, the RS receives

yR = hR(
√
αb1xb1 +

√
αs1xs1 +

√
α2x2) + zR. (12)

As explained in [14] for the broadcast channel, allocating
higher power to the links with worst SNR provides the
best throughput-fairness trade-off, as signals with lower link
SNRs such as γD1, benefit from higher allocated power,
while receiving only low interference from signals with
higher link SNRs as γR1, γR2. Thus, the decoding or-
der should follow the order of increasing link SNRs, i.e.,
xb1 → x2 → xs1, given (3). This ordering entails the op-
timality of the condition αb1γR > α2γR > αs1γR, verified
in Sect. 6. The scheme may be improved by considering all
possible decoding orders, but the results show that the pro-
posed scheme is very effective under the given conditions.

RS first decodes xb1 and cancels hR
√
αb1xb1, obtaining

y′R = hR(
√
αs1xs1 +

√
α2x2) + zR. Then, RS decodes x2 and

cancels its contribution, obtaining y′′R = hR
√
αs1xs1 + zR,

from which xs1 is decoded. On the other hand, MS1 receives

yD1 = hD1(
√
αb1xb1 +

√
αs1xs1 +

√
α2x2) + z1 (13)

and keeps it in memory.
Step 2: RS sends a message with superposed xs1 and x2,

xR =
√

1 − βxR1 +
√
βxR2, (14)

where xR1, xR2 are the decoded and remodulated signals of
xs1 and x2, respectively, and β ∈ [0, 1] denotes the power
allocation ratio. Then, MS1 receives

yR1 = hR1(
√

1 − βxR1 +
√
βxR2) + z′1. (15)

From yR1, MS1, having the higher link SNR, decodes xR2

(i.e., x2), treating
√

1 − βxR1 as noise. Canceling hR1
√
βxR2

from yR1, we get y′R1 = hR1

√
1 − βxR1 + z′1, from which

xR1 (i.e., xs1) is decoded. From yD1 in (13), MS1 cancels x2

and xs1, giving y′D1 = hD1
√
αb1xb1 + z1, from which xb1 is

decoded. In the same way, MS2 receives

yR2 = hR2(
√

1 − βxR1 +
√
βxR2) + z′2, (16)

from which xR2 is decoded.

4.2 Achievable Rate

We denote Rb1 and Rs1 the transmission rates of the basic
and superposed messages to MS1 and R2 the rate of the mes-
sage to MS2 in Step 1, and RRi, i = {1, 2}, denotes the rate
of the relayed messages xRi on the RS-MSi links. We have
now the following rate constraints
Step 1: For the decoding at RS,

Rb1 ≤ C

(
αb1γR

1 + (αs1 + α2)γR

)
:= RA

b1, (17)

R2 ≤ C

(
α2γR

1 + αs1γR

)
, (18)

Rs1 ≤ C (αs1γR) , (19)

ensuring that RS can decode xb1, x2 and xs1 respectively.
Step 2: For the decoding at MS1, we get

RR2 ≤ C

(
βγR1

1 + (1 − β)γR1

)
, (20)

RR1 ≤ C ((1 − β)γR1) , (21)

Rb1 ≤ C (αb1γD1) := RB
b1, (22)

which ensure that MS1 can decode xR2 (x2), xR1 and xb1. For
the decoding at MS2, we obtain

RR2 ≤ C

(
βγR2

1 + (1 − β)γR2

)
, (23)

which ensures that MS2 can decode xR2. (20) is satisfied
a fortiori given that γR2 < γR1, so only (23) is considered.
RA

b1, RB
b1 denote the two constraints on Rb1 to be satisfied. In

the next section, we determine the optimal power allocation
variables that satisfy Rb1 = min(RA

b1,R
B
b1) and equality in

(18)–(20), (21) and (23).
BS transmits over M symbol times, thus M(min(RA

b1,
RB

b1) + Rs1 + R2) bits are sent in Step 1. In Step 2, RS for-
wards M(Rs1 + R2) bits. The transmission time MR at Step
2 is the larger time between the times required to transmit
to MS1 and MS2, i.e., M1 =

MRs1

RR1
and M2 =

MR2
RR2

. Thus,
MR = max(M1,M2). The sum rate is now

R3L−2USC =
min(RA

b1,R
B
b1) + Rs1 + R2

1 +max
(

Rs1
RR1
, R2

RR2

) . (24)

The condition for equal rates to MS1 and MS2 is given by

min(RA
b1,R

B
b1) + Rs1 = R2. (25)

4.3 Optimizing the Power Allocation

We first determine the optimal power ratio β between xR1

and xR2. Once Rs1 and R2 are fixed, max(M1,M2) is mini-
mized for a β, denoted β∗, such that M1 = M2, as M1 and M2

are monotonically increasing and decreasing functions of β,
respectively. We prove that there always exists a β∗ in [0, 1].
We define f (β) = Rs1RR2 − R2RR1, and f (β) = 0 is equiva-
lent to M1 = M2. We can show that this is a monotonically
increasing function of β, and since f (0) < 0 and f (1) > 0,
there always exists a unique β∗ in [0, 1] such that M1 = M2.
Due to the difficulty to obtain a closed-form expression of
β∗, we use Newton’s method to determine β∗ numerically.
This gives, with Rb1 = min(RA

b1,R
B
b1),

R3L−2USC =
2(Rb1 + Rs1)

1 + Rb1+Rs1
RR2(β∗)

. (26)
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Next, we consider the different cases following Rb1.
Case 1: RA

b1 ≤ RB
b1 ⇔ αb1 ≤ α∗b1, where we define

α∗b1 = 1 − 1
γD1
+

1
γR
. (27)

In this case, Rb1 = RA
b1. In addition, we need to distinguish

different cases for α∗b1 ≤ 1 or α∗b1 > 1.
(a) 0 ≤ αb1 ≤ α∗b1 ≤ 1: Here, α∗b1 ≥ 0 ⇔ γD1 ≥ γR

1+γR
and

α∗b1 ≤ 1⇔ γD1 ≤ γR. Then, condition (25) becomes

Rb1+Rs1=C

(
αb1γR

1+(1−αb1)γR

)
+C(αs1γR)=R2. (28)

As R3L−2USC is an increasing function of Rb1+Rs1 as derived
from Eq. (26), αb1, αs1 should be maximized. Thus, we set
αb1 = α

∗
b1. From (28), we get αs1 = α

∗
s1, where

α∗s1 =
1

γD1

√
1 + γR

− 1
γR
, (29)

if 0 ≤ α∗s1 < 1. We have α∗s1 ≥ 0 ⇔ γD1 ≤ γR√
1+γR

, in which

case α∗b1 + α
∗
s1 < 1. On the other hand, if γD1 >

γR√
1+γR

, then

α∗s1 ≤ 0, so we choose αs1 = 0. This boils down to the 2L-
2USC scheme, which is thus a special case of the 3L-2USC
scheme. Thus, we obtain

i) if γR

1+γR
≤ γD1 ≤ γR√

1+γR

, we have

R(1ai)
3L−2USC =

log2(1 + γR)

1 + log2(1+γR)
2RU

R2(β∗)

with αb1 = α
∗
b1, αs1 = α

∗
s1, α2 = 1 − α∗b1 − α∗s1. (30)

ii) if γR√
1+γR

< γD1 ≤ γR, we have

R(1aii)
3L−2USC = R(1)

2L−2USC

with αb1 = 1 − α2, αs1 = 0, α2 =

√
1 + γR − 1

γR
. (31)

(b) 0 ≤ αb1 ≤ 1 < α∗b1: Here, α∗b1 ≥ 1 implies γD1 > γR,
so only the direct link is used for MS1, i.e., αs1 = 0. As the
order of link SNRs is reversed, RS should first decode x2,
followed by xb1. RS doesn’t need to decode xb1 as only x2

is forwarded so RA
b1 disappears. After calculations, we find

αb1 =
−(1+

γD1
γR

)+
√

(1+
γD1
γR

)2+4γD1

2γD1
, α2 = 1 − αb1.

Case 2: Here we have RB
b1 ≤ RA

b1 ⇔ α∗b1 ≤ αb1, so Rb1 =

C (αb1γD1). There are two subcases, α∗b1 ≥ 0 and α∗b1 < 0.
As in Case 1, the equal rates condition (25) gives αb1 in
function of αs1. The bounding condition for αb1 in each
subcase provides an upper bound on αs1, whose solution is
given by the maximum value satisfying bounding conditions
and constraint αb1+αs1+α2 = 1. The solutions are obtained,
(a) If γR

1+γR
≤ γD1 ≤ γR√

1+γD1

, we have

R(2a)
3L−2USC = R(1ai)

3L−2USC

with αb1 = α
∗
b1, αs1 = α

∗
s1, α2 = 1 − α∗b1 − α∗s1. (32)

(b) If γD1 ≤ γR

1+γR
, we have

R(2b)
3L−2USC = R(1ai)

3L−2USC

with αb1 = 0, αs1 =

√
1 + γR − 1

γR
, α2 = 1 − αs1. (33)

5. Multi-User Scheduling Algorithms

5.1 Conventional Orthogonal Scheduling Algorithms

We consider the multi-user scheduling problem in the cellu-
lar relay system. The conventional algorithms as in [12] al-
locate each user orthogonally, such as different time slots or
subcarriers. For performance comparison, we describe two
benchmark scheduling schemes, namely the Conventional
CD Scheduler and the Conventional SC Scheduler. Both al-
gorithms select a pair of users who are allocated equal rates
in an orthogonal manner within each time frame. The Con-
ventional CD Scheduler works as follows:

1. For each user j, the algorithm determines the single
user scheme among Direct, MH and CD transmissions
in Sect. 3.1. The one giving the best rate is chosen,
providing rate C j.

2. Given a user pair ( j, k) with achievable rates C j and
Ck, the time frame is divided into t j and tk = 1 − t j,
such that both users received equal rates Rj = t jC j and
Rk = tkCk, Rj = Rk, providing the overall sum rate

RConvCD( j, k) = 2
CkC j

Ck +C j
. (34)

3. Iterating over all user pairs, the one with the highest
sum rate, i.e., ( j∗, k∗) = arg max j,k RConvCD( j, k), is al-
located in the frame by their corresponding single-user
scheme.

The second reference algorithm, Conventional SC
Scheduler, works in the same way except that the SU-SC
scheme is used in place of CD transmission as a single-user
scheme, giving a sum rate denoted RConvSC.

5.2 Proposed SC Scheduling Algorithms

By contrast, the proposed scheduling algorithms simultane-
ously allocate the two users over the whole frame through
SC, instead of an orthogonal time division. The Proposed
2L-SC Scheduler and the Proposed 3L-SC Scheduler allo-
cate the pair of users that achieve the maximum sum-rate
among all pairs, given the equal rates’ constraint. In each
scheduler, each pair is allocated based on the 2L-2USC
scheme described in Sect. 3.2 and the proposed 3L-2USC
scheme in Sect. 4, respectively, or by SC for broadcast chan-
nel [6]. Note that, to implement the proposed schedulers,
Channel State Information (CSI), i.e., SNR values of the di-
rect and relayed links to all users are needed at the BS, while
only the CSI of relayed links are needed at the RS, although
the same amount of CSI is required for the conventional
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schedulers as well. Such CSI may be acquired through up-
link feedback channels to the RS and to the BS. Although we
assume perfect CSI here, optimizing the trade-off between
scheduling performance and amount of CSI feedback as in
[11] is of particular interest for practical implementation.

The Proposed 3L-SC Scheduler works as follows:
1. Given a user pair ( j, k), the algorithm determines the best
two-user scheme:

• If γD j ≥ γR j and γDk ≥ γRk, i.e., the direct link of each
user is better than their relayed link, SC for the broad-
cast channel from BS to (MS j,MSk) is used. That is, if
γD j ≥ γDk, the individual rates are C j = log2(1 + αγD j)
and Ck = log2(1+ (1−α)γDk

1+αγDk
), where the power allocation

ratio α is determined by the equal rates’ constraint.
• Otherwise, the 3L-2USC scheme in Sect. 4 is used.

Given the channel ordering, the decoding order at the
RS in Step 1 is adapted and optimal power ratios can be
derived as in Sect. 4, giving the two cases below (and
their symmetric inverting j and k) since γRk > γDk,
γR j > γD j:

a. if γRk > γR j > γDk > γD j: BS sends x =
√
αbkxbk +√

αskxsk +
√
α jx j and the decoding order is xbk →

x j → xsk,
b. if γRk > γR j > γD j > γDk: BS sends x =

√
αb jxb j +√

αs jxs j +
√
αkxk and the decoding order is xb j →

xs j → xk.

The sum rate for user pair ( j, k) is given by
R3L−2USC( j, k) and Rj = Rk = R3L−2USC( j, k)/2.

2. Iterating over all user pairs, the one with the highest sum
rate, namely ( j∗, k∗) = arg max j,k R3L−2USC( j, k), is allocated
in the frame.

6. Numerical Results

6.1 Two User Relaying Case

We compare the sum rate performance of the proposed 3L-
2USC scheme with the 2L-2USC scheme and a conventional
relaying scheme where the two users in Fig. 2 MS1 and MS2

are allocated orthogonally by SU-SC and MH transmissions,
respectively as these schemes achieve the best rates. The
sum rate for this scheme is given by

RConvSC =
2 log2(1 + γR)

2 + log2(γR/γD1)
log2(1+γR1) +

log2(1+γR)
log2(1+γR2)

. (35)

Figure 4 shows the achievable sum rate of the different
schemes for γR2 = 20 dB, γR1 = 25 dB, γR = 30 dB and
γD1 varying from 0 to 40 dB. We can observe that the ref-
erence 2L-2USC scheme outperforms conventional relaying
for γD1 = 10 to 30 dBs, but performs poorly in the other re-
gions. This performance loss is due to the fact that 2L-2USC
does not take advantage of the relayed link for serving MS1,
since there are only two layers, one basic for MS1 and one
superposed for MS2. Thus, when γD1 is low, the achievable

Fig. 4 Sum rates of two-user schemes. (γD1=0-40 dB, γR1=25 dB,
γR2=20 dB, γR=30 dB)

Fig. 5 Sum rates of two-user schemes. (γD1=0-40 dB, γR1=20 dB,
γR2=25 dB, γR=30 dB)

rate for MS1 is low, thereby limiting the rate for MS2 due
to the equal rate constraint. However, we can see that the
proposed 3L-2USC scheme outperforms conventional relay-
ing for all SNR regions. This is due to the efficient power
allocation among the three superposed layers. In particu-
lar, the region γD1 ≥ 30 dB corresponds to the case where
γD1 ≥ γR (Case 1b), where the gain of 3L-2USC over 2L-
2USC comes from the additional SC scheme on the RS to
(MS1,MS2) links. This illustrates the importance of the de-
coding order on the performance of SC schemes. In the
region 15 dB ≤ γD1 ≤ 30 dB, the performance of the two
SC schemes coincide as it corresponds to Case (1aii) in the
analysis. Thus, for γD1 = 15 dB, the optimal power ratio
for 2L-2USC is α = 0.03, whereas the optimal ratios for
3L-2USC are αb1 = 0.97, α2 = 0.03 and αs1 = 0. More-
over, the optimal power ratios satisfy the assumption made
on their ordering in Sect. 4.1, as they verify (1−α)γR > αγR

and αb1γR > α2γR > αs1γR, validating the chosen decod-
ing order. For γD1 = 10 dB, the difference between the two
schemes is also visible by their optimal power ratios which
are now α = 0.01 and αb1 = 0.90, α2 = 0.098, αs1 = 0.002.
Again, these ratios validate the chosen decoding order.

Next, Fig. 5 shows the sum rates for a different set of
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Fig. 6 Sum rate of the proposed and conventional scheduling schemes,
multi-user case.

SNR ordering: γR1 = 20 dB, γR2 = 25 dB, γR = 30 dB.
Here 3L-2USC outperforms 2L-2USC over the whole range
of SNRs because, while αs1 is decreased as γD1 increases,
setting αs1 > 0 still enables to fully exploit the RS-MS1 link
for transmitting useful data to MS1, and not only to MS2

as in 2L-2USC. Although αs1 = 0 for γD1 > 30 dB, 3L-
2USC provides large gains compared to 2L-2USC thanks to
its adequate decoding strategy: SIC at MS1 is performed
based on the signal received in Step 1 instead of Step 2 since
γD1 > γR1, allowing to adapt the rate in Step 2 to γR2.

6.2 Multi-User Scheduling Case

We consider a three-sectored cell with 1 km radius and three
relays placed 600 m away from the BS in an equidistant
manner. Users are generated with a higher density towards
the cell edge following the model in [16], which is a typi-
cal scenario where relays are most sollicitated. We assume
that the relays are fixed and deployed in a manner that en-
sures high and constant BS-RS link quality, fixed to 40 dB
[2]. All other channels undergo Rayleigh fading and path
loss decays with distance with exponent three.

The sum-rate performance of the conventional and pro-
posed SC based scheduling algorithms is given in Fig. 6 for
different number of users per sector K. Although the orthog-
onal Conventional SC Scheduler improves over Conven-
tional CD Scheduler that uses the benchmark CD scheme
thanks to the Single-User SC scheme, it is largely outper-
formed by the Proposed 3L-SC Scheduler with simultane-
ous user allocation. However, we observe that the Proposed
2L-SC Scheduler attains the lowest sum rate despite simul-
taneous user allocation. As explained above, this is because
there is only one layer per user in the 2L-2USC scheme,
preventing him to benefit from his high relay link quality,
while the orthogonal schemes achieve fairly high throughput
thanks to the optimal time allocation between the users. The
Proposed 2L-SC Scheduler suffers from substantial degra-
dation in the multi-user environment, which is completely
overcome by the Proposed 3L-SC Scheduler.

In addition, the schedulers are compared in terms of
outage probability in Fig. 7, defined by the ratio of users

Fig. 7 Outage Probability of the proposed and conventional scheduling
schemes, multi-user case.

whose short-term rate averaged over 20 time frames is be-
low a certain target rate, set to 3 [b/s/Hz] here. We can see
that, again, our Proposed 3L-SC Scheduler offers a signifi-
cant outage decrease compared to the reference schedulers.
In particular, it should be emphasized that, although the fair-
ness constraint involves equalizing the rates of two users per
frame, the outage events averaged over all users are signifi-
cantly decreased by the Proposed 3L-SC Scheduler, thereby
improving the overall fairness.

7. Conclusion

We have considered the problem of sum rate optimiza-
tion under the equal rate constraint for DL transmission in
a multi-user cellular cooperative system. As opposed to
traditional scheduling where users are allocated orthogo-
nal time/frequency resources to avoid interference, our pro-
posed scheduler simultaneously allocates two users by su-
perposing their messages in the modulation domain into
three SC layers. The core SC based scheme takes advan-
tage of the available cooperative links, by performing an
efficient power division among the superposed layers. In
the two user setting, simulation results have shown that the
proposed 3L-2USC relaying scheme outperformed conven-
tional relaying schemes. The benefit of simultaneous user
allocation based on the 3L-2USC scheme was emphasized
in the general multi-user system, where the Proposed 3L-SC
Scheduler yielded large throughput and fairness improve-
ments at the same time, compared to the benchmark orthog-
onal schedulers with optimal time division.

One promising direction for future work is the inte-
gration of the proposed schemes into systems using or-
thogonal resources, such as multi-carrier or multi-antenna
systems, which may provide further performance enhance-
ments by trading-off the orthogonalizing/multiplexing com-
munication paradigms.
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