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Abstract

To perform efficient maintenance and assessment for a vast number of bridges at one time, bridge screening technology is required. A bridge which has damage with higher ratio should be given a priority for an inspection by screening than others. This study scopes bridge health monitoring (BHM) technologies only by using vehicle responses for damage identification. The bridge health can be evaluated roughly but quickly during the vehicle travelling through the bridge. Sensors are installed only on the vehicle. This dissertation calls this kind of methods only-Vehicle-data-Oriented BHM (VO-BHM) method. In this study, damage identification method based on new three VO-BHM methods are proposed and verified numerically and experimentally.

The first proposed method is curvature-based VO-BHM method. Wavelet coefficient of vehicle acceleration response is a non-linear function of the bridge curvature which is sensitive to local damage.

The second proposed method is indirect Mode-Shape-based VO-BHM method. This method insists in five steps: Estimation of input vibration of the vehicle, extracting of bridge response components, canceling of moving observer effect, mode decomposition and damage identification. In this method, the non-linear problem of vehicle-bridge interaction (VBI) system is handled by interpolation function matrix. In this method, to estimate the bridge mode shape, bridge vibrations are estimated, first. There are many uncertainties which affect the results in each step. However, the required estimation accuracy is always higher than obtained, because the bridge mode shape changes very slightly even after serious damage occurs.

The last proposed method is direct Mode-Shape-based VO-BHM method. In this method, interpolation is directly applied to vehicle acceleration responses. In this method, although the estimation accuracy of mode shape is still low, the performance for damage detection is superior to the other methods. To estimate mode shape, singular value decomposition is applied to preprocessed signals. Only this method can detect bridge damage from data measured in a field experiment.

To verify these three proposed methods, numerical simulation and laboratory and field experiments are performed. Numerical simulation uses rigid-spring model and one-dimensional finite element beam as the vehicle and bridge, respectively. By numerical simulation, the factors which affect estimation are cleared. The Curvature-based and direct Mode-Shape-based proposed methods are verified in laboratory experiment, but the uncertainties such as bumps and road unevenness decrease the damage identification accuracies as a result. On the other hand, only direct Mode-Shape-based VO-BHM method shows high feasibility for damage identification, even by using experimental data measured on the vehicle passing over the actual truss bridge. In the experiment, artificial damage is introduced. As a result, the changes of estimated mode shape due to bridge damage is larger than the variation of them caused by uncertainties.

For utilization of this method for actual damage identification, although there are still many
other uncertainties to be examined, it is first time that the efficient damage identification methods verified by data of actual bridge test are proposed.
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Chapter 1. Introduction

1.1. Background

1.1.1. Vibration-based BHM

Recently, to settle the problem on how to maintain a vast number of aging bridges beyond their lifetime, bridge health monitoring (BHM) based on vibration measurements has been intensively studied. BHM system is structural health monitoring (SHM) specialized in bridge. The structural state of mechanical and civil structures can be usually estimated by visual check [1], vibration, thermograph [2], tap-tone [3] and so on. Using vibration is efficient to obtain objective indices for structural health. Vibration-based SHM can be categorized into two methods [4]: using controlled excitation and using random excitation.

The methods using controlled excitations are often applied to SHM for mechanical structures such as industrial products [5] and members of civil structures [6]. The advantages of this method are the high accuracy and low difficulties in estimation for frequency response function (FRF). FRF involves all information of the structural characteristics in the spatial and frequency domain [7]. The changes of FRF show the effects of structural damage or abnormality, accurately. However, the application of this method to civil structures such as bridge is generally difficult due to their scales, even though there are some exceptions in which shakers are installed on short span bridges [8], [9] or truss members [6] to estimate their conditions.

SHM by using random excitation are applicable to general bridges. The random exciting loads acting on bridges are mainly wind loads [10], [11] and traffic loads [12]. One of the demerits of SHM based on random inputs lies in the difficulty to measure external force [4]. If the random inputs have stationary white characteristics, the FRF of bridge can be estimated as the pseudo-FRF only by using bridge vibration responses data [12]. It is expected that wind load characteristics is generally stationary in proper short time [13], while traffic loads are not [14], [15]. If the monitored bridge is subjected to non-stationary loads more significantly than stationary loads, the frequency domain characteristics of the bridge vibrations change temporally [16]. At this case, it is necessary to consider the applicability of analysis methods. For a short span bridge, a traffic load becomes a more significant factor than for a longer span bridge [15]. For utilization of vibration-based BHM, it is important to examine the applicability of the methods using traffic load excitation. BHM based on traffic vibration can be classified into three kinds mainly [4]: both vehicle and bridge responses oriented, only bridge response oriented and only vehicle response oriented.

The method using both vehicle and bridge data once can be often called model updating method [17]. In this method, the finite element models (FEM) of the bridge are optimized by bridge and vehicle vibration responses, to estimate the probable flexural stiffness. Although the high
accuracy of damage detection is reported in some previous studies based on a model updating method, there is still a technical issue that difficulties lie in optimization of many parameters by solving the equation of motion of vehicle-bridge interaction (VBI) system without divergence. Moreover, during bridge system identification with both of the vehicle and bridge vibration data, the ill condition problem is also often occurred. Feasibility of this method may be the highest in three kinds of BHM, while there are still many difficulties in measurement and algorithm.

BHM method only by using bridge vibration is a kind of output-only system identification. This is only-bridge-data-oriented BHM (BO-BHM) method which is the most general in BHM methods based on traffic induced vibrations and it has been intensively studied, recently. The non-stationary characteristics of the traffic induced vibrations are often assumed as noise during an analysis for the bridge vibration data. Modal parameters can be estimated by taking bridge as a linear system in BO-BHM.

The last method is BHM method only by using vehicle responses, which is called only-vehicle-data-oriented BHM (VO-BHM) in this dissertation. It is a technology to evaluate bridge’s state only by using vehicle responses indirectly, which is the method originally proposed by Yang et al. In VO-BHM, because it is not necessary to install sensors on the bridge directly, they are able to be performed quickly and in low cost. In spite of its advantages in time and cost, however, most of the available VO-BHM techniques must fail to detect damage if they are applied to existing bridges, mainly because of the low sensitivity of dynamic parameters to local damage, of the significant effects on vehicle responses from uncertainties such as road unevenness and of the poor capability of the data-processing techniques to deal with non-stationary and non-linear problems.

Both BO-BHM and VO-BHM are not capable to estimate the bridge flexural stiffness directly, while the model updating methods always focus on it. When you use them, the accuracy of bridge damage detection often depends on vibration index.

The ordinal vibration indices of BHM are modal parameters. Nishimura et al performs both numerical and experimental verifications in which the static and dynamic indices of the bridge models are observed before and after damage to evaluate damage sensitivities of those indices. As a result, it is confirmed that the damage sensitivity depends on characteristics of parameters. Deflection of the bridge model subjected to a static load shows high sensitivity to global damage even if the damage is minimal, while deflection shows lower sensitivity to local damage. The measured deflection varies widely because deflection is generally too small to measure accurately. Strain is sensitive static index to both global and local damages. However, it is necessary to setup many strain gauges on the bridge, because strain tends to become larger only around damage section. Thus, there is possibility to overlook the damage sign if sensors are installed on only far from damage section. On the other hand, dynamic parameters, such as frequency, mode shape and damping, are moderately sensitive to structural defects, and because dynamic parameters can be measured easier than static parameters, it is thought to be efficient to apply them to BHM. However,
the estimation accuracy of the eigen-frequency is not enough to detect bridge damage or abnormality due to the low accuracy of sensors and the low sensitivity of the eigen-frequency itself to local damage. Because bridge damage is generally occurred locally, damage effects on time series signals of bridge are too minimal to detect from a global index.

Recently, the use of vibration measurements for BHM has been intensively studied to efficiently detect the changes due to damage. Existing studies show the feasibility of detecting bridge damages from changes of dynamic parameters such as eigen-frequency, damping and mode shape. However, vibration-based BHM could not still be applicable to actual bridges due to the low accuracy and reliability. Previous studies first apply frequency domain analysis to bridge vibration responses to evaluate bridge state roughly based on the estimated eigen-frequencies even though those frequencies are not sensitive to the local damage. Damping could be more sensitive to the damage. But, because its estimation accuracy of damping depends on the amplitude of response, damping is too easy to be varied for reliable BHM. Mode shape is one of the spatial indices which are directly associated with flexural stiffness. The accuracy of estimation for mode shape depends on the number of the sensors.

There are many methods to estimate mode shapes by analysis of measurements on the structure. Mode shapes are usually estimated by cross power spectra method. The cross power spectrum often shows the bridge eigen-frequencies relatively more accurately than single power spectrum. Brinker et al. proposed frequency domain decomposition (FDD) methods for large structures. For large structures, the effects of ambient loads are more significant in the vibration responses than the effects of other live loads. At the time, the cross power spectrum matrix of measured signals can be transformed to pseudo-FRF under assumption that the ambient loads are white noises and their amplitudes are same regardless of locations. From existing studies, singular vectors and singular value spectra of pseudo-FRF indicate the mode shapes and eigen-frequencies accurately. Nagae et al. shows its detailed algorithm and the high accuracy of FDD verified in numerical simulations and laboratory experiments. While FDD uses singular value decomposition (SVD) to decompose the cross-power spectra, SVD itself can be also used for mode shape estimation only if the modal responses included in measurements are orthogonal like principle components. SVD estimates the mixing matrix and principle components of the original signals as an orthogonal mixing matrix and orthogonal signals, respectively. SVD is an extended method of eigen value decomposition (EVD) and also one of principle component analysis (PCA) methods. They could be taken as mode shape matrix and modal responses approximately, if the modal responses are close to de-correlation. Independent component analysis (ICA) can also extract mode shapes in the same way of PCA. All these modal analyses are based on extended methods of orthogonal signal decomposition. Theory basis of orthogonal decomposition methods is constructed by assumption of free vibration output, stationary outputs or outputs induced by random white noise. Besides, the constant characteristics of the bridge system are also assumed at the same time. In vehicle-bridge interaction (VBI) system, the interaction degrees are changed by position of a travelling load.
Traffic-induced vibration of VBI system is, in other word, non-stationary vibration of a system of which parameters are varied temporary. Orthogonal decomposition system is not devised to deal with this kind problem. In BO-BHM and VO-BHM, it is thought that the non-stationary problem affect the accuracy of the estimation results.

Though spatial information is affected directly by the changes of flexural stiffness, mode shapes are not always sensitive to local damage because they are global parameters. Some studies show that the mode shape curvature is more sensitive to local damages. Mode shape curvature shows peaks at the location of local damage such as cracks. However, the estimation accuracy is still low because the estimation of mode shape curvature is based on second order spatial differentiation of mode shape. The estimation accuracy depends on the accuracy of numerical differentiation method and sensor system.

To overcome this trade-off between damage sensitivity and estimation accuracy for BHM indices, recently, time-frequency domain analysis is applied to BHM. In existing studies, empirical mode decomposition (EMD), continuous wavelet transform (CWT), and short time Fourier's transform (STFT) are applied to BHM. These time-frequency domain analyses succeed to provide positive results in finding damage sensitive indices. By EMD method, the predominant frequencies are calculated to spatial location. Roveri and Carcaterra perform numerical verification in which acceleration responses of a simple beam subjected to travelling loads are decomposed by empirical function and in which it is confirmed that the predominant frequency of a decomposed signal changes due to damage. The merit of EMD method is the high probability of damage detection, though its demerit lies in the difficulties of describing the physical meanings of empirical components. The existing study about EMD for civil structures just verifies its feasibility only in simple numerical simulations. Considered about an actual bridge, there could be many uncertainties included in traffic-induced vibrations. It has not been cleared that EMD can extract damage changes in the estimated frequencies in stable, when there are expectable uncertainties. For VO-BHM, Chang et al. try to extract the bridge first eigen-frequency from vehicle acceleration responses by EMD methods in numerical and experimental verifications. Zhu et al. try to explain the physical meanings of CWT results by the numerical and experimental verifications. The wavelet coefficient of displacement vibration response of the beam subjected to vehicular loads can be described as a convolution between window function and bridge curvature. The wavelet coefficient for damage case shows a larger peak at the time when the loads passing over the damage location than that for intact case does. Though it does not examine the effect of uncertainties such as road unevenness, when the vehicular model runs over the RC beam model, distinct peaks can be observed after a crack is introduced to the beam model in the laboratory experiments. Nguyen et al. suggest application of CWT to vehicle acceleration responses to detect multi-cracks of beam-like structure. The high feasibility of CWT-based VO-BHM has been shown in numerical verification. But, their study has ignored the effect of road unevenness. Xiang et al. apply STFT to a vehicle response and find that the correlation of STFT’s spectra of the vehicle acceleration response changes just only around the
damage location when their method is named Tap-scan method because the passing vehicle is taken as not only observer but also exciter for the bridge system. This method is based on damage detection by introducing excitation to the vehicle to generate stationary vibration in VBI system. Xiang’s verification has been performed only in numerical simulation without considering road unevenness.

There are still new other approaches for vibration-based BHM in this field. Kim et al\cite{41} propose new damage index based on autoregressive (AR) parameters. AR model is one of the linear system models\cite{42}. In AR model, a time-series signal is described as summation of products of coefficients and time-delay data. AR coefficients are exactly related to dynamic parameters of the system including mass, damping and flexural stiffness\cite{43}. In the existing studies, AR coefficients themselves show higher sensitivity performance than frequency or damping. Though this method sets same assumptions with FDD methods in which all system inputs are white noise, mode shapes and eigen-frequencies can be estimated in stable. However, Isemoto et al\cite{44} obtain the same results from AR method and ARX method. ARX method can concern inputs like traffic-induced vibration by using vehicle responses. It could mean that the non-stationary and non-linear problems caused by inputs are negligible in BO-BHM, which also means the high feasibility of BHM only by using bridge vibration data.

There are some challenges to introduce controlled excitation to a bridge for more accurate BHM. Naito et al\cite{8} suggests the damage detection method based on the bridge antiresonance frequencies. For the verification of this method, excitation machine was set up on short and middle span bridges and acceleration responses were measured. As a result, antiresonance frequency of the bridge can be detected for short span bridges\cite{9,45}. But, because verified damage model has been only global, it is unclear about the detection accuracy of local damage. Besides, the applicability depends on the performance of the shaker. Furukawa et al\cite{6} developed a new investigation method for truss bridges. A micro excitation machine is applied to the focused member, and acceleration responses of the truss nodes are measured to calculate mode shapes in this method. The tendency of mode shapes changes around damage member when the damaged member is excited. One of the advantages of their methods is easy to perform.

Existing studies also emphasize that the accuracy of vibration-based BHM depends on the environmental conditions\cite{46}. In other words, the changes in vibration properties resulted from temperatures, winds and traffic-load characteristics could be as significant as the changes caused by damage. Sakakibara et al\cite{47} propose a management standard based on AR coefficients with considering temperature. It is noted that the environmental effects should be examined after developing damage indices.

Some researchers study about system identification methods using finite element model (FEM) updated by measurements both of vehicle and bridge\cite{17,19}. This model updating method shows the high sensitivity to the damage, while there are still challenges to improve the model updating algorithm. Yun et al\cite{17} propose application of neural network method to the model
updating method. Lu and Liu examined the effect of vehicular model error on the estimation results of damage. Both-vehicle-and-bridge-data-oriented BHM (VBO-BHM) such as model updating methods is based on direct concept to calculate bridge flexural stiffness by using input and output. Here, input is vehicle acceleration while output is bridge acceleration. Utilization of this idea costs much in aspect of time and budget.

On the other hand, the social issue which this dissertation attempts to resolve could lie in the development of a low cost maintenance system for bridges in wide area. The inspection method adopted in that system should be applicable for many bridges at one time, even if its accuracy is decreased. Based on this idea, screening by VO-BHM can take very important roll to ensure and to promote safety of bridges under the situation that there is no inspection or reporting about many bridges in local area.

1.1.2. Challenge for VO-BHM

Screening technology which is capable to assess a vast number of bridges roughly for early identification of their damages has been needed recently. The traditional investigation which is usually based on visual check has still been applied for all bridges, which could be time-consuming and laboring. Existing BO-BHM or VBO-BHM methods in the previous studies also could not satisfy the above demand. In the screening technologies, first, the health of all bridges is roughly but quickly evaluated. Next, detailed investigation such as BO-BHM or VBO-BHM is applied to the bridges which are judged to be “suspicious bridge” in the first stage. One of the screening technologies could be VO-BHM. It is the main motivation of this dissertation which attempts to develop VO-BHM methods.

The use of vibration measurements for BHM has been intensively studied to efficiently detect the changes induced by the damage. Existing studies show the feasibility of detecting bridge damages from changes of dynamic parameters such as eigen-frequency, damping and mode shape. However, vibration-based BHM could still be also time-consuming and costly like visual check. Instead of installing sensors on the bridge, Yang et al proposed a new concept of extracting bridge frequencies from a passing vehicle. Its accuracy was not enough high to detect bridge damages, while it is feasible for rough screening. Both the theoretic basis and experimental verifications of this method are presented. Recently, Yang and Chang succeeded identifying higher natural frequencies of the bridge by applying empirical mode decomposition (EMD) method for signal processing.

VO-BHM is a technology to estimate bridge’s state only by using vehicle responses, which is so-called indirectly approach. In spite of its advantages in time and cost, however, most of the available VO-BHM techniques may fail detection of local bridge damage in enough accuracy when they are applied to existing bridges. The main reason is the poor capability to manage the problem of non-linearity. In VO-BHM, because sensors are installed on the vehicle, the measuring
points travel with the vehicle together\textsuperscript{[35]}. Conventional vibration analyses for BHM could not be applied because they generally presuppose the sensors fixed on the structure.

Theoretically, VO-BHM faces two main technical issues: The problem of the balance between estimation accuracy and damage sensitivity, and the problem of non-linear system. The accuracy and sensitivity problem is caused by the effect of non-stationary traffic-induced vibration and by the low damage sensitivity of bridge vibration indices especially in frequency domain. Modal parameters such as eigen-frequency are changed very slightly due to probable local damage, because they are global parameters. On the other hand, conventional BHM analyses are generally based on output-only system identification which supposes stationary vibration, though the traffic-induced vibration is expected to be non-stationary. It could decrease the accuracy under required.

First, the preliminary studies of VO-BHM \textsuperscript{[26], [27], [39], [49]} which focus on bridge eigen-frequency as an evaluation index are performed. Traditional Fourier spectrum analysis decomposes a signal of the bridge or vehicle in a summation of some components whose frequencies are averaged over the whole time. When applying the Fourier analysis to the VBI system\textsuperscript{[49]} to analyze bridge responses, predominant frequencies do not change even though after a serious damage, because a local damage affects only local responses of the bridge. The reason of the low sensitivity could be in using of global parameters for detection of local damage. Recently, some researchers have developed more sensitive indices to bridge local damage. Xiang et al\textsuperscript{[28]} proposes the tap-scan damage detection method which is based on a time-frequency domain analysis to estimate the change of local impedance of beam structure\textsuperscript{[12]} In this method, a tapping-force is introduced to the passing vehicle and short time Fourier transform (STFT) is adapted to the vehicle responses. STFT results show a high sensitivity to the local damage although the accuracy depends on focused frequencies. For the detection of cracks of a beam-like structure, Nguyen and Tran\textsuperscript{[40]} applied CWT to compare wavelet coefficients between the cases of intact and damage. This verification result based on numerical simulation clears that the wavelet coefficient of the vehicle acceleration response in high scale is a sensitive index to the crack. In VO-BHM, time domain signals can be easily converted to spatial domain signals by referring vehicle position. The spatial information included in time-frequency indices such as STFT spectrum and wavelet coefficient is feasible to be used for damage detection of the bridge. The reason of the high sensitivity of spatial information is that they are directly related to the local impedance of the bridge\textsuperscript{[16]} However, these studies verify their methods only by numerical simulation without considering the effects of road unevenness on the vehicle responses. It is true that there is probability to improve the sensitivity of vibration indices by using spatial characteristics as damage indices calculated by time-frequency domain analyses, but they should be examined in aspect of the relationship between the sensitivity to structural damages and robustness to probable uncertain effects.

Indeed, vibration response of a passing vehicle is affected more significantly by many uncertainties especially road unevenness than the bridge vibration itself or the microscopical damage signal\textsuperscript{[15]}, which means that uncertainties are not negligible. Besides, there are more other
uncertainties such as the low accuracy of sensors, the model errors, and the accidental impact to the 
vehicle, etc. Although this study focuses on rough screening, VO-BHM must handle these 
uncertainties to extract damage signals from the measured vehicle responses. The key of this study 
verification lies in consideration about uncertainty effects on the VO-BHM results.

The other technical issues are the problems of non-stationary signal and non-linear system

\[ y(t) = Aq(t) \]  

where \( A \in \mathbb{R}^{n \times m} \) and \( q(t) \in \mathbb{R}^{m} \) are spatial and temporal information of the system. Herein, \( n \) is 
the size of vector \( y(t) \) equals the number of measuring points and \( m \) is the size of modal 
responses vector \( q(t) \) which indicates the considered maximum order of mode. In BO-BHM, 
converting \( q(t) \) from time domain to frequency domain can be performed smoothly such as

\[ Y(\omega) = A\mathcal{F}(\omega) \]  

The spatial information in each sensor does not change because the sensor is fixed spatially. Herein,
the problem of Eq. (1.1) and Eq. (1.2) can be solved by conventional orthogonal decomposition such 
as SVD or FDD if \( n > m \). But in VO-BHM, traditional frequency analysis should fail to extract 
both frequency and spatial domain information of the system, because the spatial information \( A \) 
becomes temporal signal matrix \( A(t) \), the problem is given by Eq. (1.3).

\[ y(t) = A(t)q(t) \]  

And, Fourier's transform of Eq. (1.3) is given by Eq. (1.4).

\[ Y(\omega) = A(\omega)\mathcal{F}(\omega) \]  

\[ y(t) \]
where ⊗ indicates convolution. They cannot be solved by SVD.

These non-stationary and non-linear problems should be managed whenever analyzing vehicle responses for BHM.

1.1.3. Scopes

This study focuses just on the development of new VO-BHM which is a technology to detect changes in bridge structural system only by using vehicle responses. Because bridge damage is generally local, the proposed methods are designed to react with local impedance changes of beam-like structure. The efficiency of the adopted vibration indices are evaluated by the balance between damage changes and variation due to noise. Robustness to uncertainties is the most important performance of the method. This dissertation includes the challenge to resolve the problem of non-linear caused by moving observer’s effect[35].

One of the advantages of VO-BHM is the capability of performing easily in many times. Thus, the methods are designed with considering about their extending for statistical approaches[41] in future.

VO-BHM in this dissertation is expected to be used for rough screening to secure the least enough safety of bridges. Although the feasibility to detect damage location[48],[51] and severity is confirmed in numerical and experimental verification, the main target of this dissertation is damage identification of serious local damage on bridge.

The efficiency and applicability of the proposed methods are verified by numerical simulation and experiment. Numerical simulation discusses the analytical basis of the proposed methods. The non-stationary vibration of VBI system affects the applicability of SVD method which presupposes stationary vibration. This applicability cannot be examined analytically because random road unevenness is the main factor. The road profile in numerical verification is based on actual data. Laboratory experiment mainly demonstrates the uncertainties’ effects on the vehicle responses. Field experiment on an actual steel truss bridge is also carried out in this dissertation. Based on the experimental results, the feasibility of the proposed method is discussed.

1.2. The purpose of this study

The purpose of this study is to propose new VO-BHM method with considering the above technical issues shown, and to verify it analytically, numerically and experimentally. In this study, proposed VO-BHM methods mainly use vertical acceleration responses. But, one of them uses relative displacement between the vehicle body and bridge surface and the vehicle position, which could be
easily measured by sensors on the vehicle.

The first technical issue which should be managed is the problem of non-linearity because it affects the results of VO-BHM based on spatial information significantly. The proposed method introduces interpolation to solve this problem. Thus, the numerical simulation is also performed to confirm the efficiency of interpolation. A laboratory experiment and a field experiment are also carried out in aspect of the feasibility verification for the proposed methods under probable condition. The VO-BHM method applying wavelet transform is also proposed and examined because it is intensively studied in recent few years.

1.3. Composition of this thesis

In this study, new three VO-BHM method are proposed and verified by analytically, numerically and experimentally. For experimental verifications, laboratory and field experiments are performed. To examine the feasibility of the methods for damage identification, the changes of indices due to local damage are compared with the variation caused by uncertainties.

In Chapter 2, three proposed VO-BHM methods are proposed theoretically. First proposed method is Curvature-based method in which the wavelet coefficient of the vehicle acceleration response is used as a non-linear function of bridge curvature. Thus, when damage occurs, wavelet coefficient varies as the curvature changes. Herein, it is shown that the wavelet coefficient can be described as the function of bridge curvature, first. Then, the second is indirect Mode-Shape-based method, in which the bridge mode shape is indirectly estimated by the estimation of bridge vibration responses. This method is high theoretical consistency for mode analysis. In this method, there are five steps to estimate bridge vibrations from vehicle data and to extract the bridge mode shapes. Lastly, direct Mode-Shape-based method. This method is designed to overcome low robustness of other two methods, instead of theoretical consistency. Herein, basic theory of this method is explained.

In Chapter 3, the proposed methods are verified by numerical simulation. First, numerical simulation algorithm and basic assumptions are shown in this chapter. Then, verification for each method are performed. There are slightly changes in assumptions of numerical simulations between the methods. Thus, at the beginning of each section, the basic assumptions and properties of numerical simulation for each proposed method is shown. Then, the feature of dynamic behaviors of the VBI system and verification results are shown. In the verification of Curvature-based method, acceleration responses and Fourier's spectra are examined. Wavelet coefficients of the vehicle responses are compared between intact and damage cases. In the verification of second method, each factors of the proposed method such as ill condition, de-correlation assumption and curve fitting performance are examined. For indirect Mode-Shape-based VO-BHM method, the de-correlation of
the decomposed bridge vibration components and error terms are calculated and discussed.

In Chapter 4, the proposed methods are verified by laboratory experiment. Herein, two proposed methods which are Curvature-based and Mode-Shape-based methods are verified in the aspect of the uncertainty effects.

In Chapter 5, the proposed methods are verified by field experiment. The two proposed methods are verified by using data measured on the actual bridge and passing vehicle. In this chapter, first, experimental settings are explained. Then, the feature of bridge modal parameters are confirmed by existing techniques\(^7\). The application results of the proposed methods are shown and discussed about.

In Chapter 6, the results are concluded.

In this dissertation, appendixes about changes of correct modal parameters due to damage, FDD method and examination of statistics are shown in Appendix A, B and C, respectively.
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Chapter 2. Proposed Methods

2.1. General Remarks

This study proposes three different damage identification methods for only-vehicle-data-oriented BHM (VO-BHM). In the proposed methods, spatial characteristics such as bridge curvature and mode shape are estimated only by using vehicle response and location as damage evaluation indices. Three proposed methods are curvature-based method and indirect and direct mode shape estimation methods.

VO-BHM method based on bridge curvature uses continuous wavelet transform (CWT)\textsuperscript{[1]}. According to previous studies\textsuperscript{[2],[3]}, wavelet coefficient calculated by applying CWT to the vehicle response can be described as a form of non-linear function of bridge curvature. Thus, changes of the wavelet coefficient of vehicle response can be taken as changes of the bridge curvature due to damage. In this study, first, the relation between wavelet coefficient of vehicle response and bridge curvature is shown analytically.

Next, two kinds of VO-BHM methods based on bridge mode shape are proposed in this study: Indirect and direct mode shape estimation methods. Because position of each sensor installed on the travelling vehicle is changed temporary, the bridge mode shape becomes a function of time from that of space. Both indirect and direct methods use interpolation matrix to convert the mode shape from a form of time function to function of position.

The damage identification based on the indirect estimation of bridge mode shape\textsuperscript{[4]} consists in five steps: (1) Input estimation of vehicle vibration system, (2) extracting of bridge vibration components, (3) canceling of moving observation effect, (4) mode decomposition by singular value decomposition (SVD)\textsuperscript{[5]}, (5) damage identification based on mode shape, in which bridge mode shape is indirectly estimated after estimation of bridge vibrations. The merit of this method lies in the theoretical consistency exactly based on mode theory. The inverse interpolation matrix is applied to bridge vibration components estimated in Step (2). However, uncertain factors in each step may affect the result.

The last proposed method is the damage identification based on the direct estimation of bridge mode shape. In the direct method, although the same interpolation matrix is used as the indirect method, the interpolation matrix is applied not to estimated bridge vibrations but to the measured vehicle responses directly. This method can be categorized into two methods which use inverse and transpose matrix of the interpolation matrix, respectively. The mode shape estimation both in these methods always include errors caused by road unevenness. However, if the other conditions except bridge state are identical between before and after damage introduced, changes of estimated bridge mode shape can be taken as changes due to damage.
Herein, the vehicle-bridge interaction (VBI) system is modeled by using rigid-body spring model as vehicle and one-dimension simple supported finite element (FE) beam as bridge. Fig. 2.1.1 shows the example of the VBI system models. Only in the indirect bridge mode shape estimation, a trailer system shown in Fig. 2.1.1 (a) is assumed, while a half-car model shown in Fig. 2.1.1 (b) is assumed in the other proposed methods with considering practical use. The assumed condition of inspection is that monitoring vehicle runs at the legal speed on the objective bridge in several times both before and after damage occurs. The bridge damage is local decreasing of flexural stiffness and mass.

The curvature-based VO-BHM only uses vehicle acceleration response which is the merit over the other methods. One sensor should be installed on the sprung-mass or unsprung-mass in this method. On the other hand, in both the indirect and direct mode-shape-based VO-BHM methods, not only an acceleration response of each vehicle body but also a relative displacement between each vehicle body and road surface should be measured. Besides, it is necessary to know the vehicle positions to make basis functions of interpolation matrix. The advantages in using the indirect and direct mode-shape-based VO-BHM lie in theoretical consistency and robustness, respectively.

2.2. Curvature-based VO-BHM

2.2.1. Preliminary Analysis

Zhu and Law [2] show relationship between bridge curvature and wavelet coefficient of bridge displacement. Bridge curvature is sensitive index to local damage because it is associated directly with flexural stiffness of the bridge. On the other hand, according to the previous study [3], wavelet coefficient of vehicle acceleration can be also used for damage detection of beam-like structure. However, analytical basis of application to vehicle responses is not shown.

Herein, for damage identification, it is shown that wavelet coefficient of vehicle response is a non-linear function of bridge curvature. First, the relationship between bridge curvature and wavelet coefficient of displacement response of the bridge subjected to travelling loads is described
according to the method of Zhu and Law. Then, this relationship is extended to acceleration response of the monitoring vehicle.

The equation of motion of the vehicle-bridge interaction (VBI) system which is modeled as continuous beam subject to \( n \) moving loads \( P_i(t) \) \((i = 1, \ldots, n)\) can be described as Eq. (2.1).

\[
\rho A(x) \frac{\partial^2 y(x,t)}{\partial t^2} + C(x) \frac{\partial y(x,t)}{\partial t} + \frac{\partial^2}{\partial x^2} \left( EI(x) \frac{\partial^2 y(x,t)}{\partial x^2} \right) = \sum_{i=1}^{n} P_i(t) \delta(x - x_i(t))
\]  

(2.1)

where \( y(x,t) \) is bridge displacement at the location of \( x \) and time of \( t \) and \( \rho A(x), C(x), EI(x) \) are the mass per unit length, the damping and flexural stiffness of the bridge. \( P_i(t) \) is the \( i \)-th load and \( x_i(t) \) is the location of \( P_i \) at the time of \( t \). \( n \) is the number of loads. \( \delta(x) \) is the Dirac delta function. The bridge displacement \( y(x,t) \) can be given by using \( k \)-th order mode shape function \( \phi_k(x) \) and modal response \( q_k(t) \) in the form of

\[
y(x,t) = \sum_{k=1}^{\infty} \phi_k(x) q_k(t).
\]  

(2.2)

By substituting Eq. (2.2) to Eq. (2.1), multiplying by \( \phi_j(x) \) and integrating with respect to \( x \) between 0 and \( L \) with considering the orthogonality conditions, Eq. (2.53) is described as follows:

\[
\ddot{q}_k(t) + 2\xi_k \omega_k \dot{q}_k(t) + \omega_k^2 q_k(t) = \frac{1}{M_k} \sum_{i=1}^{n} P_i(t) \phi_k(x_i(t))
\]  

(2.3)

where \( M_k, \xi_k \) and \( \omega_k \) are the \( k \)-th order modal mass, damping ratio and undamped eigen angular frequency, respectively. \( M_k \) is

\[
M_k = \int_0^L \rho A \phi_k(x) \, dx.
\]  

(2.4)

On the other hand, impulse response function (IRF) of the system expressed by Eq. (2.3) can be given as a solution of \( q_k(t) \) when \( P_i(t) = 0 \), as follows:

\[
h_k(t) = \frac{e^{-\xi_k \omega_k t}}{\omega_k} \sin(\omega_k t)
\]  

(2.5)
where \( h_k(t) \) is IRF of \( k \)-th mode of the bridge system, and \( \omega'_k \) is \( k \)-th order eigen angular frequency. By using IRF, the solution of Eq. (2.3) is

\[
q_k(t) = h_k(t) \otimes \left( \frac{1}{M_k} \sum_{i=1}^{n} P_i(t) \phi_k(x_i(t)) \right).
\]

(2.7)

Thus, the bridge displacement response \( y(x, t) \) can be expressed by

\[
y(x, t) = \sum_{k=1}^{\infty} \left[ \frac{\phi_k(x)}{M_k} \left\{ h_k(t) \otimes \left( \sum_{i=1}^{n} P_i(t) \phi_k(x_i(t)) \right) \right\} \right].
\]

(2.8)

Observing \( y(x, t) \) at a fixed location \( x_m \), Eq. (2.8) can be described as follows:

\[
y(x_m, t) = \sum_{k=1}^{\infty} \left[ \frac{\phi_k(x_m)}{M_k} \left\{ h_k(t) \otimes \left( \sum_{i=1}^{n} P_i(t) \phi_k(x_i(t)) \right) \right\} \right].
\]

(2.9)

The second derivation of the displacement with \( x_j \) which is position of the one vehicular load \( P_j \) can be described as follows:

\[
\frac{\partial^2 y(x_m, t)}{\partial x_j^2} = \sum_{k=1}^{\infty} \left[ \frac{\phi_k(x_m)}{M_k} \left\{ h_k(t) \otimes \left( \sum_{i=1}^{n} P_i(t) \frac{\partial^2 \phi_k(x_i(t))}{\partial x_j(t)^2} \right) \right\} \right]
\]

(2.10)

where \( \frac{\partial^2 \phi_k(x_j)}{\partial x_j^2} \) is the second order derivation of the \( k \)-th mode which is a component of the bridge curvature.

CWT of an integrable function \( f(x) \) is defined as

\[
Wf(x, s) \equiv f(x) \otimes \theta_s(x) = \int_{-\infty}^{\infty} f(x) \theta^*(\frac{x-u}{s}) \, du
\]

(2.11)

where \( \theta_s(x) \) is so-called mother wavelet which is the dilation of window function \( \theta(x) \) by the scale \( s \). \( u \) is the translation indicating the locality. \( (\quad)^* \) denotes the complex conjugate. \( W \) is
wavelet transform of the function behind.

Zhu and Law\textsuperscript{[2]} apply CWT to Eq. (2.9) to derive Eq. (2.12) only when \( n = 1 \).

\[
W_y(x_m, s) = y(x_m, t) \otimes \frac{\partial^2 \theta_s(x_j(t))}{\partial x_j(t)^2}
\]

\[
= \sum_{k=1}^{\infty} \left[ \frac{\phi_k(x_m)}{M_k} \left( h_k(t) \otimes \left( \sum_{i=1}^{n} P_i(t) \phi_k(x_i(t)) \right) \otimes \frac{\partial^2 \theta_s(x_j(t))}{\partial x_j(t)^2} \right) \right]
\]

\[
= \sum_{k=1}^{\infty} \left[ \frac{\phi_k(x_m)}{M_k} \left( h_k(t) \otimes \left( \sum_{i=1}^{n} P_i(t) \frac{\partial^2 \phi_k(x_i(t))}{\partial x_j(t)^2} \right) \otimes \theta_s(x_j(t)) \right) \right]
\]

\[
= \frac{\partial^2 y(x_m,t)}{\partial x_j(t)^2} \otimes \theta_s(x_j(t))
\]

(2.12)

where \( s \) is the scale of mother wavelet \( \theta_s \). If the Gaussian function is applied as \( \theta_s \), the second order derivative of Gaussian function \( \frac{\partial^2 \theta_s(x_i)}{\partial x_i^2} \) is well known as the Mexican Hat wavelet that has the following explicit expression:

\[
\frac{\partial^2 \theta(x)}{\partial x^2} = \frac{2}{\sqrt{3}} \pi^{-\frac{1}{4}}(x^2 - 1)e^{-x^2}. \tag{2.13}
\]

\( W_y(x_m,s) \) for one fixed scale is called wavelet coefficient. The wavelet coefficient calculated by Eq. (2.12) is proportional to the second derivative of \( y(x_m,t) \) smoothed by the Gaussian window. Thus, the wavelet coefficient of bridge displacement response can be regarded as the curvature that can be obtained directly differentiation of displacement. The contact force of the vehicular load \( P_i(t) \) can be associated with \( x_i(t) \). \( P_i(t) \) can be converted to the function \( x_i \). Then, Eq. (2.14) is obtained as

\[
W_y(x_m, s) = \sum_{k=1}^{\infty} \left[ \frac{\phi_k(x_m)}{M_k} \left( h_k(t) \otimes \left( \sum_{i=1}^{n} P_i(t) \frac{\partial^2 \phi_k(x_i(t))}{\partial x_j(t)^2} + \frac{\partial^2 P_i(t)}{\partial x_j(t)^2} \phi_k(x_i(t)) \right) \otimes \theta_s(x_j(t)) \right) \right]. \tag{2.14}
\]

Because \( P_i(t) \) could be strongly associated with vehicle acceleration responses, the dynamic response effect should be considered. From the results of verification by Zhu and Law\textsuperscript{[2]}, instead of this dynamic effect problem, wavelet coefficient of the displacement of the beam-like structure shows peaks at the time when the vehicular loads are located immediately above the crack. It means the damage detection feasibility in application of CWT.
For acceleration responses of the bridge, letting us assume that the run speed of \( i \)-th travelling load is constant \( = v_j \), the wavelet coefficient of bridge acceleration response can be described as Eq. (2.15) in the same form of Eq. (2.13).

\[
W \ddot{y}(x_m, s) = \frac{\partial^2 y(x_m, t)}{\partial x_j(t)^2} \otimes \frac{d^2}{dt^2} \left( \theta_s(x_j(t)) \right) = \frac{\partial^2 y(x_m, t)}{\partial x_j(t)^2} \otimes \left( v^2 \theta''_s(x_j(t)) \right)
\] (2.15)

where \( \theta''_s(x) \) is the second differentiation of \( \theta_s(x) \) in respect of \( x \). Although the window function is changed, wavelet coefficient of acceleration response \( W \ddot{y}(x_m, s) \) is still also proportional to the second derivative of \( y(x_m, t) \) which indicates bridge curvature.

### 2.2.2. Curvature Estimation based on Vehicle Acceleration Response

On the other hand, Nguyen and Tran\[^{3}\] also apply CWT to vehicle acceleration response to detect multi-cracks on beam-like structure. Although Eq. (2.14) is just only applicable for BHM, their method is capable to be applied to VO-BHM, in which the scale is set in high which corresponds to low frequency. However, because road profile has dominant component in low frequency, CWT should be applied with low scale, for deduction of road profile. The high frequency component is also expected to be relatively sensitive to the bridge local damage.

Now, the forced displacement input of \( i \)-th axle (or vehicle) \( u(x_i(t)) \) can be described as follows:

\[
u(x_i(t)) = y(x_i(t), t) + r(x_i(t))
\] (2.16)

where \( y(x, t) \) and \( r(x) \) are bridge displacement and road unevenness, respectively. Letting the output of \( i \)-th axle (or vehicle) \( z_i(t) \), the equation of motion of vehicle vibration system is given by IRF \( h_{V_i}(t) \) in the form of

\[
z_i(t) = h_{V_i}(t) \otimes u(x_i(t)).
\] (2.17)

It is easy to extend Eq. (2.17) to multiple dimension.

\[
z(t) = h_V(t) \otimes u(x(t)).
\] (2.18)

Then, acceleration response of \( i \)-th axle (or vehicle) can be described as follows:

\[
\ddot{z}_i(t) = \ddot{h}_{V_i}(t) \otimes \left( y(x_i(t), t) + r(x_i(t)) \right).
\] (2.19)
The wavelet coefficient of $\hat{z}_i(t)$ can be obtained as

$$W\hat{z}_j(x_j,s) = \hat{z}_j(t) \otimes \frac{\partial^2 \theta_s(x_j(t))}{\partial x_j(t)^2} = D_1(t) + D_2(t) + D_3(t)$$  \hspace{1cm} (2.20)

where

$$D_1(t) = \hat{h}_{v_j}(t) \otimes \sum_{k=1}^{\infty} \left[ \frac{\phi_k(x_j)}{M_k} \left\{ \hat{h}_k(t) \otimes \left( \sum_{i=1}^{n} P_i(t) \frac{\partial^2 \phi_k(x_i(t))}{\partial x_j(t)^2} \right) \otimes \theta_s(x_j(t)) \right\} \right]$$  \hspace{1cm} (2.21)

$$D_2(t) = \hat{h}_{v_j}(t) \otimes \sum_{k=1}^{\infty} \left[ \frac{1}{M_k} \frac{\partial^2 \phi_k(x_j(t))}{\partial x_j(t)^2} \left\{ \hat{h}_k(t) \otimes \left( \sum_{i=1}^{n} P_i(t) \phi_k(x_i(t)) \right) \otimes \theta_s(x_j(t)) \right\} \right]$$  \hspace{1cm} (2.22)

$$D_3(t) = \hat{h}_{v_j}(t) \otimes r(x_j) \otimes \frac{\partial^2 \theta_s(x_j(t))}{\partial x_j(t)^2}.$$  \hspace{1cm} (2.23)

$D_1(t)$, $D_2(t)$ and $D_3(t)$ are vehicle acceleration response induced by bridge displacement mode shape, bridge curvature mode shape and road profile, respectively. Herein, $D_1(t)$ and $D_2(t)$ change as bridge curvature and mode shape change after damage occurs. $D_3(t)$ is proportional to road unevenness.

Eq. (2.20) means that wavelet coefficient of vehicle acceleration response can be expressed in a form of non-linear function of bridge curvature. According to previous studies\cite{2,6,7}, bridge curvature is a sensitive index which changes distinctively when bridge damage occurs. Damage identification in curvature-based VO-BHM method can be performed by focusing on changes of wavelet coefficient of vehicle acceleration responses between before and after damage.

### 2.3. Indirect Mode-Shape-based VO-BHM

#### 2.3.1. Preliminary Assumptions

In this method, several monitoring vehicles (or axles) and, if necessary for excitation, excitation vehicles are assumed. Bridge is also assumed to be one-dimensional beam with a length of $L$. Vehicle acceleration response, relative displacement between the vehicle body and road surface and vehicle location should be measured in each monitoring vehicle (or axle). In estimation of bridge mode shape, it is necessary to obtain bridge vibration components estimated only by vehicle...
Table 2.3.1 Main flow of VRA's bridge mode shape estimation

<table>
<thead>
<tr>
<th>Step</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Input estimation of the vehicle system</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Deduction of road unevenness (Extracting bridge vibration component)</td>
</tr>
<tr>
<td>3</td>
<td>Moving observation effect canceling</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Mode shape estimation</td>
</tr>
<tr>
<td>5</td>
<td>Damage detection</td>
</tr>
</tbody>
</table>

responses, which is input estimation of the vehicle vibration system. The measuring points of bridge vibration change as the vehicle travels. Thus, it is necessary to consider about input estimation problem and moving effect canceling. In this study, the proposed method based on mode shape insists in 5 steps shown in Table 2.3.1.

In description of the proposed indirect VO-BHM based on bridge mode shape, monitoring vehicles are assumed as several simple spring-mass models at regular intervals shown in Fig. 2.1.1 (a). It is necessary to use more than three monitoring vehicles, at least, in this method, because of deduction of road unevenness.

Herein, the damage identification flow of this method is shown, first. In the flow, there are five steps which affect the damage identification accuracy. In this study, mode decomposition is performed by SVD [5] under assumption that amplitudes of mode shapes included in each applied signal are constant, while the amplitudes of mode shapes measured by each sensor are changed temporary due to vehicle run. Thus, this method includes a step converting mode shape measured in moving observation from a form of time function to a function of position by interpolation. The mode shape in a form of time function can be approximated by interpolation as the summation of the products of coefficients and basis functions. These coefficients correspond to discrete mode shape.

2.3.2. Damage Identification Flow

In VO-BHM based on bridge mode shape estimation, the signals measured on the vehicle should be
transformed to bridge vibration components. In this study, the proposed method insists in 5 steps shown in Table 2.3.1.

The bridge vibration components are contained in the forced displacement of the vehicle. In first step of the proposed method, the forced displacement of the vehicle is estimated as input of the system. Herein, inverse system estimation (ISE) [8], [9] and frequency response function (FRF) are applied to vehicle vibration data for the input estimation. The difference between these two methods lies in measurements. Both vehicle acceleration response and relative displacement between vehicle and road are used in ISE, while only acceleration is used in FRF. The forced displacement of the vehicle contains not only the bridge vibration response components but also the road unevenness. In the next step, to extract only the bridge responses components, deduction of road unevenness from the forced displacement should be performed. Simple idea to extract the bridge components from the estimated forced displacement is to calculate difference between the signals measured on the different vehicles (or axles) after spatially synchronized. Then, the obtained bridge response components in second step are signals measured at moving positions, not at fixed positions. In traditional method [10], [11], [12] to estimate bridge mode shapes, sensors are assumed to be fixed on the bridge. The signals of VO-BHM cannot be used for mode shape estimation due to this moving measuring point effect. In the third step, by interpolation function to appropriate the mode shape by known basis function, the moving effect can be canceled. It also means that the moving effect canceling is one solution for the non-linearity of VBI system and that the estimated signals could be taken as measurements at the assumed fixed points. Mainly adopted interpolation is Lagrange’s basis function [13]. The objective bridge responses which can be decomposed by SVD are obtained through three steps. For fourth step, SVD are applied to estimated bridge responses like only-bridge-data-oriented BHM (BO-BHM). SVD assumes the de-correlation between the modal responses. This assumptions are always satisfied by signals of free vibration, stationary vibration and output vibration of the system subjected to random white noise input. But, here, the objective vibration is output due to traffic non-stationary input. Thus, their de-correlation should be examined.

**STEP 1: Input estimation of vehicle system**

In VO-BHM, measured signal is only output of the vehicle vibration system, but the signal to be obtained is the bridge vibration. The bridge vibration component is contained in the input of the vehicle system. To estimate input of the system, generally, frequency response function (FRF) is used in frequency domain. But, the accuracy of this method is often decreased due to the improperness of the Fourier transform [14]. Thus, the estimation results in this step should be affected by this improperness when using FRF. Inverse system estimation (ISE) [8], [9] based on the state space equation of the vehicle system is also applied to the vehicle responses. A demerit of ISE method is that not only vehicle acceleration but also relative displacement between vehicle body and road surface must be measured, while it is necessary to measure only vehicle acceleration in FRF. On the
contrary, FRF which is a parameter of the vehicle vibration system must be calibrated before inspection. In ISE method, it is not necessary to perform calibration of the vehicle.

(a) Frequency Response Function
One of the merits of FRF is the capability of being easily obtained. The relation between the forced displacements vector for each axles \( \mathbf{U}(\omega) \in \mathbb{C}^{n+1} \) and the vehicle responses vector \( \mathbf{Z}(\omega) \in \mathbb{C}^{n+1} \) in frequency domain can be described as Eq. (2.1) by FRF \( \mathbf{H}(\omega) \in \mathbb{C}^{(n+1)\times(n+1)} \):

\[
\mathbf{Z}(\omega) = \mathbf{H}(\omega)\mathbf{U}(\omega)
\]  

(2.24)

where it is assumed that \( (n + 1) \) vehicles (or axles) are applied to measure their own vibrations. To estimate \( \mathbf{H}(\omega) \), it is necessary to input controlled displacement vibrations to the vehicle before actual inspection.

However, for example, letting us assume that the vehicle system is a simple spring mass model shown in Fig. 2.3.1, FRF of the vehicle vibration system is

\[
H_{ii}(\omega) = \frac{j\omega c_i + k_i}{-\omega^2 m_i + j\omega c_i + k_i}
\]  

(2.25)

where \( m_i, c_i \) and \( k_i \) are mass, damping and stiffness of the \( i \)-th vehicle. \( j \) indicates imaginary unit. The input to be obtained is given by Eq. (2.24) as follows:

\[
\mathbf{U}(\omega) = \mathbf{H}(\omega)^{-1}\mathbf{Z}(\omega).
\]  

(2.26)

Let us \( Z_i(\omega) \) and \( U_i(\omega) \) be the \( i \)-th elements of \( \mathbf{Z}(\omega) \) and \( \mathbf{U}(\omega) \), respectively. Then, because the order of the FRF is less than zero, estimation of output \( Z_i(\omega) \) can be calculated accurately using
input $U_i(\omega)$ and $H_i(\omega)$ based on Eq. (2.24), which is a proper problem. On the other hand, for inverse estimation for input $U_i(\omega)$, because the inverse of FRF ($= H(\omega)^{-1}$) has larger order than zero, the problem becomes improper and input $U_i(\omega)$ cannot be calculated from $Z_i(\omega)$ frequently.

(b) Inverse System Estimation

To overcome the improper problem of input estimation, the inverse system estimation method is sometimes proposed in existing studies\cite{8}. However, the substance of this method is twice numerical integration. Thus, indeed, the estimation accuracy depends on the sensor performance.

To apply ISE to the first step of this method, both the vehicle acceleration responses and the relative displacement between the vehicle body and the road surface must be measured. The equations of state and observation for the vehicle system can be described as Eq. (2.25) and (2.26), respectively.

$$\begin{bmatrix} \dot{z}(t) \\ \ddot{z}(t) \end{bmatrix} = \begin{bmatrix} 0 & I \\ -M_v^{-1}K_v & -M_v^{-1}C_v \end{bmatrix} \begin{bmatrix} z(t) \\ \dot{z}(t) \end{bmatrix} + \begin{bmatrix} 0 \\ M_v^{-1}K_v \end{bmatrix} \begin{bmatrix} u(t) \end{bmatrix}$$

(2.25)

$$\begin{bmatrix} y(t) - u(t) \\ \dot{y}(t) \end{bmatrix} = \begin{bmatrix} 0 & I \\ -M_v^{-1}K_v & -M_v^{-1}C_v \end{bmatrix} \begin{bmatrix} z(t) \\ \dot{z}(t) \end{bmatrix} + \begin{bmatrix} 0 \\ M_v^{-1}K_v \end{bmatrix} \begin{bmatrix} u(t) \end{bmatrix}$$

(2.26)

where $z(t) \in \mathbb{R}^{n+1}$, $u(t) \in \mathbb{R}^{n+1}$, $M_v \in \mathbb{R}^{(n+1) \times (n+1)}$, $C_v \in \mathbb{R}^{(n+1) \times (n+1)}$, and $K_v \in \mathbb{R}^{(n+1) \times (n+1)}$ are the response, input, mass matrix, damping matrix and spring stiffness matrix of the vehicle system, respectively. Relative displacement between the vehicle and the road surface equals the relative displacement $z(t) - u(t)$. (·') and ("·") denote first and second order derivation in time domain. Then, the inverse system equation of this state space system can be solved by using changes of a time-series signal $x(t)$ which can be described as

$$\dot{x}(t + \Delta t) = \frac{x(t + \Delta t) - x(t)}{\Delta t}.$$  

(2.27)

By substitution of Eq. (2.27), the inverse system can be rewritten as

$$\begin{bmatrix} z(t + \Delta t) \\ \dot{z}(t + \Delta t) \end{bmatrix} = \begin{bmatrix} I & \Delta t I \\ 0 & I \end{bmatrix} \begin{bmatrix} z(t) \\ \dot{z}(t) \end{bmatrix} + \begin{bmatrix} 0 \\ \Delta t \end{bmatrix} \begin{bmatrix} z(t) - u(t) \end{bmatrix}$$

(2.28)

$$\begin{bmatrix} u(t + \Delta t) \\ \dot{u}(t + \Delta t) \end{bmatrix} = \begin{bmatrix} z(t) \\ \dot{z}(t) \end{bmatrix} + \begin{bmatrix} -I & 0 \\ C_v^{-1}K_v & C_v^{-1}M_v \end{bmatrix} \begin{bmatrix} z(t + \Delta t) - u(t + \Delta t) \\ \dot{z}(t + \Delta t) \end{bmatrix}.$$  

(2.29)

The system parameters $M_v$, $C_v$, and $K_v$ are difficult to be measured. However, even if these parameters are unknown, at least, $u(t)$ can be estimated by based on Eq. (2.28) and Eq. (2.29) while $\dot{u}(t)$ cannot. If the system parameters can be obtained, $\dot{u}(t)$ can be estimated to improve the
estimation accuracy of \( u(t) \). When the initial values of the state variables \( \{z(0)\} \) is set, by substitution of the state variables \( \{z(t)\} \) and the observed variables \( \{z(t) - u(t)\} \) to Eq. (2.28), the state variables for the next step time \( \{z(t + \Delta t)\} \) can be estimated. As the results, the input values \( \{u(t + \Delta t)\} \) are calculated by Eq. (2.29).

**STEP 2: Deduction of road unevenness (Extracting bridge vibration component)**

The estimated input \( u(t) \in \mathbb{R}^{n+1} \) in time domain, or \( U(\omega) \in \mathbb{C}^{n+1} \) in frequency domain contains both the bridge response \( y(t) \in \mathbb{R}^{n+1} \) measured at moving points and the road unevenness \( r(t) \).

\[
\begin{align*}
\mathbf{u}(t) &= \mathbf{y}_{\mathbf{v}}(t) + \mathbf{r}(t) \\
(2.30)
\end{align*}
\]

where \( r(t) \in \mathbb{R}^{n+1} \) is the road unevenness directly under the measuring points on the vehicles (or axles). In the second step of the proposed method, the road unevenness should be deducted to estimate the bridge modal parameters.

When \((n + 1)\) vehicles (or axles) are assumed to measure their own vibrations, the maximum order of the bridge mode to be considered in this method is \( n \).

Now, by following the superposition principle of vibration theory, bridge vibration can be given by using bridge mode shapes of \( k \)-th order \( \phi_k(x) \) and modal responses \( q_k(t) \) in the form.

\[
\begin{align*}
y(x, t) &= \sum_{k=1}^{n} \phi_k(x) q_k(t) \\
(2.31)
\end{align*}
\]

where \( x \) and \( t \) denote position and time, respectively. Here, bridge is modeled as one-dimensional beam. The bridge length is \( L \).

Then, letting us assume the difference of two displacements at different positions corresponding to two vehicles. The difference can be expressed as

\[
\begin{align*}
y_i(t) &= y(\bar{x}_i, t) - y(\bar{x}_{i+1}, t + s\Delta t) = \sum_{k=1}^{n} \phi_k(\bar{x}_i) \{q_k(t) - q_k(t + \Delta t)\} \\
(2.32)
\end{align*}
\]

where \( \bar{x}_i \) denotes the position of the moving vehicle or axle \( i \). In this case, the positions of the
vehicles must satisfy the following condition:

$$\tilde{x}_{i+1}(t + \Delta t) = \tilde{x}_i(t)$$  \hspace{1cm} (2.33)

where $\Delta t$ is time difference determined by the vehicle speed and intervals. To satisfy this assumption, the vehicles must run over the exactly same pathway with equal intervals in this method. When the measuring vehicle is assumed to be a trailer system such as shown in Fig. 2.2.2, the assumption could be easier to be satisfied. Eq. (2.32) can be rewritten as

$$\tilde{y}(t) = \Phi(t)\tilde{q}(t)$$

$$= \Phi(t)\{q(t) - q(t + \Delta t)\}$$  \hspace{1cm} (2.34)

where $\tilde{y}(t) \in \mathbb{R}^n$, $q(t) \in \mathbb{R}^n$ and $\tilde{q}(t) \in \mathbb{R}^n$ are bridge response component vector, modal response vector and modal response component vector, respectively. The $(i,j)$ element of $\Phi(t)$ is the $i$-th order mode shape at the location of $\tilde{x}_i(t)$.

Now, letting $u_i(t)$ be $i$-th element of vector $\tilde{u}(t)$, the bridge response component $\tilde{y}(t)$ can be also obtained by subtraction $u_i(t)$ from $u_{i+1}(t + \Delta t)$ as follows:

$$\tilde{u}_i(t) \equiv u_i(t) - u_{i+1}(t + \Delta t)$$

$$= \{y(x_i(t), t) + r(x_i(t))\} - \{y(x_{i+1}(t + \Delta t), t + \Delta t) + r(x_{i+1}(t + \Delta t))\}$$

$$= \{y(x_i(t), t) + r(x_i(t))\} - \{y(x_i(t), t + \Delta t) + r(x_i(t))\}$$

$$= \{y(x_i(t), t) - y(x_i(t), t + \Delta t)\} + \{r(x_i(t)) - r(x_i(t))\}$$

$$= y(x_i(t), t) - y(x_i(t), t + \Delta t) = \tilde{y}_i(t)$$  \hspace{1cm} (2.35)

where $\tilde{y}_i(t)$ and $r(x_i(t))$ are $i$-th elements of $\tilde{y}(t)$ and $r(t)$, respectively.

For example, when $n = 3$, $\Phi(t)$ is described as
\[ \Phi(t) = \begin{bmatrix} \phi_1(x_1(t)) & \phi_2(x_1(t)) & \phi_3(x_1(t)) \\ \phi_1(x_2(t)) & \phi_2(x_2(t)) & \phi_3(x_2(t)) \\ \phi_1(x_3(t)) & \phi_2(x_3(t)) & \phi_3(x_3(t)) \end{bmatrix} \]  

(2.36)

**STEP 3: Moving observation effect canceling**

The estimated bridge response components \( \bar{y}(t) \) contain the information of bridge mode shape. The form of the information is different from the measurements at the fixed points on the bridge. Here, the bridge response components measured at the fixed points on the bridge \( \bar{y}(t) \in \mathbb{R}^n \), which is the difference of the bridge displacement responses between at the time of \( t \) and \( t + \Delta t \), can be described as

\[ \bar{y}(t) = A\bar{q}(t) \]  

(2.37)

where \( A \in \mathbb{R}^{n \times n} \) is the discrete mode shape matrix. The \((i, j)\) element of \( A \in \mathbb{R}^{n \times n} \) is the \( i \)-th mode shape amplitude at the \( j \)-th measuring point. The number of the assumed measuring points are \( n \). Then, mode shape function \( \phi_k(x) \) can be approximated by \( n \) basis functions \( \bar{N}(x) \in \mathbb{R}^n \).

\[ \phi_k(x) = \bar{N}(x)A_k \]  

(2.38)

where \( A_k \in \mathbb{R}^n \) is the \( k \)-th column of the discrete mode shape matrix \( A \). The summation of basis functions matrix \( \bar{N}(x) \) should always be 1.

\[ \sum_{j=1}^{n} N_j(x) = 1 \]  

(2.39)

where \( N_j(x) \) is the \( j \)-th element of the basis function vector \( \bar{N}(x) \). And, \( \bar{N}(x) \) must also satisfy below

\[ N_j(\hat{x}_l) = \begin{cases} 1 & (l = j) \\ 0 & (l \neq j) \end{cases} \]  

(2.40)

where \( \hat{x}_l \) means the \( l \)-th measuring points. We can find many basis functions satisfying these conditions. For example, Lagrange interpolation exactly satisfy Eq. (2.39) and Eq. (2.40). On the other hand, while Cardinal sine function satisfy Eq. (2.39) but does not satisfy Eq. (2.40), its interpolation gives good results in stable. If these conditions are not satisfied, the assumed \( A \) is not same with the mode shape matrix.

The \((i, j)\) element of the interpolation matrix \( N(t) \) is defined as
where \( \bar{x}_i \) is the function of time which indicates the position of the \( i \)-th measuring points. By using the interpolation matrix \( \mathbf{N}(t) \), the mode shape information matrix \( \mathbf{\Phi}(t) \) can be rewritten as

\[
\mathbf{\Phi}(t) = \mathbf{N}(t)A
\]  

(2.42)

By applying this approximate expression to the estimated signals, the measurements at the moving points can be transformed to the measurements at the fixed points. The estimated bridge response components at the moving points \( \bar{\mathbf{y}}(t) \) can be described as

\[
\bar{\mathbf{y}}(t) = \mathbf{\Phi}(t)\bar{\mathbf{q}}(t) = \mathbf{N}(t)A\bar{\mathbf{q}}(t)
\]  

(2.43)

The bridge response components at the assumed fixed points \( \mathbf{\bar{y}}(t) \) can be calculated by the follows:

\[
\mathbf{\bar{y}}(t) = \mathbf{N}(t)^{-1}\bar{\mathbf{y}}(t) = A\bar{\mathbf{q}}(t)
\]  

(2.44)

where \( [\ ]^{-1} \) indicates inverse matrix. This relational expression can be calculated only during the vehicles passing inside between the first and last assumed measuring points. In other words, the objective time range is from the time when the last vehicle or axle enters the first fixed point \( \hat{x}_1 \) to the time when the first vehicle or axle reaches the last fixed points \( \hat{x}_n \), such as shown in Fig. 2.2.4.

(a) Lagrange interpolation
Then, Lagrange interpolation\(^{[14]}\) can be described as
\[ N_j(x) = \left( \frac{n + 1}{L} \right)^{n-1} \prod_{l=1}^{n} \frac{x - \tilde{x}_l}{j - l}. \]  

(2.45)

where \( \prod (\ldots) \) means the multiplication of all elements. For example, \( \prod_{k=1}^{n} a_k = a_1 \times a_2 \times \ldots \times a_n \). And, \( \tilde{x}_l \) is the assumed fixed points and should be set at equal interval on the bridge.

(b) Cardinal sine interpolation

For interpolation, you can use any basis function. Although Cardinal sine function\(^1\) cannot satisfy the condition of Eq. (2.39), it is stable and easy to be installed. The basis function based on the Cardinal sine function can be described as

\[ N_j(x) = \sin \left( \frac{\pi (x - x_j)}{L} \right) \left( \frac{\pi}{\pi (x - x_j)} \right). \]  

(2.46)

(c) Trigonometrical functions interpolation

Because mode shapes are generally almost same even after serious damage, basis function can be assumed mode shape itself such as Trigonometrical functions. Eq. (2.47) can be applied for the basis function of interpolation.

\[ N_j(x) = \begin{cases} 
\sin \left( \frac{j \pi}{L} \right) & \text{... } j = 2m + 1 \\
\cos \left( \frac{j \pi}{L} \right) & \text{... } j = 2m 
\end{cases} \]  

(2.47)

where \( m \) is a counting number. When Eq. (3.26) is applied to this method, estimated \( A \) is not mode shape matrix any more. However, it could be a damage index because it has still the information of the mode shape.

STEP 4: Mode shape estimation

To estimate bridge mode shape in VRA, the available signals are just only bridge system outputs. Because of that, an output-only identification method must be applied. One of the methods is Singular Value Decomposition (SVD) method.

SVD itself is one of the orthogonal decomposition methods. Optional matrix \( \tilde{Y} \in \mathbb{R}^{n \times m} \) can be decomposed such as

\[ \tilde{Y} = U \Sigma V^T \]  

(2.48)
where \( U \in R^{n \times n} \) and \( V \in R^{n \times m} \) are orthogonal matrices, and \( \Sigma \in R^{n \times n} \) is a diagonal matrix. \( n \) and \( m \) are the number of measurements and data number, respectively. When \( \hat{Y} \) is the bridge response component data matrix estimated by step 3, \( U \) and \( \Sigma V^T \) are estimated mode shape matrix and modal response components as normalization of the maximum of each column of \( U \). SVD assumes that the modal response components are de-correlation with each other. In brief, the following condition equation is assumed to be satisfied.

\[
\hat{y}(t)\hat{y}(t)^T = A [\bar{q}(t)\bar{q}(t)^T]A^T
\]

(2.49)

where \( \bar{q}(t)\bar{q}(t)^T \) is assumed to be a diagonal matrix.

**STEP 5: Damage identification based on mode shape**

Finally, damage is identified on a basis of estimated mode shape of the bridge. Herein, mode accuracy criteria (MAC)\(^{[16]}\) value is applied to evaluate the change of estimated mode shape. MAC value denotes the cross correlation between two mode shape matrices. MAC can be described as

\[
MAC_{kl} = \frac{(\sum_j [A_0]_{jk} [A_1]_{jl})^2}{(\sum_j [A_0]^2_{jk})(\sum_j [A_1]^2_{jl})}
\]

(2.50)

where \( A_0 \) and \( A_1 \) is basis and estimated mode shape matrices. When \( A_0 \) and \( A_1 \) are similar in shape, MAC value is close to 1. If MAC value decreases, it indicates the changes of mode shapes which may be occurred by bridge damage.

### 2.4. Direct Mode-Shape-based VO-BHM

#### 2.4.1. Concept Basis

In this study, direct mode-shape-based VO-BHM method is also proposed in which the interpolation matrix directly is applied to the vehicle acceleration responses to estimate the bridge mode shape.

The accuracy of VO-BHM based on bridge mode shape depends on the characteristics of non-stationary signals and non-linear interaction between vehicle and bridge. In the previous study about vibration-based BHM \(^{[17],[18],[19]}\), improvement of estimation accuracy is intensively studied. On the other hand, there is limitation in the estimation accuracy of bridge mode shape by VO-BHM method. Because bridge mode shape changes very slightly due to local damage, it has been difficult
to reach the required accuracy enough to identify the bridge damage, generally. The main factor decreasing the accuracy is the non-linearity due to the moving observation effect. However, this effect can be managed by the interpolation shown in the former section. While the indirect mode-shape-based VO-BHM method applies the interpolation approximation to the estimated bridge vibration, the same interpolation matrix is applied directly to measured vehicle acceleration responses in the direct mode-shape-based VO-BHM method.

This direct approach can be categorized into two methods mainly: the method using inverse interpolation matrix to solve the equation of motion of vehicle system and the method using transposed interpolation matrix to extract bridge mode shape based on the equation of motion of bridge mode system.

In both of the direct mode-shape-based VO-BHM methods, it is not necessary to know the road unevenness. Just applying interpolation matrix to vehicle response directly, bridge mode shape can be estimated. In this method, damage identification is performed by comparing the estimated mode shapes before and after damage introduced.

2.4.2. Inverse Interpolation Method

The equation of motion of the vehicle can be described as

$$M_V \ddot{z}(t) + C_V \dot{z}(t) + K_V z(t) = C_p \dot{u}(t) + K_p u(t)$$

(2.51)

where $M_V \in \mathbb{R}^{n \times n}$, $C_V \in \mathbb{R}^{n \times n}$ and $K_V \in \mathbb{R}^{n \times n}$ are mass, damping and spring stiffness matrices of the vehicles, and $C_P \in \mathbb{R}^{n \times n}$ and $K_P \in \mathbb{R}^{n \times n}$ are damping and spring stiffness of the vehicle for external force, respectively. When the assumed vehicle model is a simple mass-spring model, $C_V$ and $K_V$ are same as $C_P$ and $K_P$, respectively. Then, $z(t) \in \mathbb{R}^n$ and $u(t) \in \mathbb{R}^n$ are vehicle responses and forced displacement. For a half-car model, these parameters are shown in Table 2.4.1.

The input of the vehicle system $u(t)$ can be described as

$$u(t) = \Phi(t) q(t)$$

(2.52)

where $\Phi(t)$ and $q(t)$ are the bridge mode shape matrix and modal response vector. $(i, j)$ element of $\Phi(t)$ can be described as

$$\Phi_{ij}(t) = \phi_j(x_i(t))$$

(2.53)

where $\phi_j(x)$ is $j$-th mode shape and $x_i(t)$ is the position of the vehicle axle which corresponds to $z_i(t)$.

Letting us assume that the unsprung physical characteristics of the front and rear axles are
Table 2.4.1 Parameters of a half-car model

<table>
<thead>
<tr>
<th></th>
<th>[lv]</th>
<th>[lp]</th>
</tr>
</thead>
</table>
| Mass           | \[
\begin{bmatrix}
L_2 m_s & L_1 m_s & 0 \\
\frac{L_1 + L_2}{I_s} & \frac{L_1 + L_2}{I_s} & 0 \\
0 & 0 & m_{u1} \\
0 & 0 & m_{u2}
\end{bmatrix}
\] | \[
\begin{bmatrix}
L_2 m_s & 0 & 0 \\
0 & m_{u1} & 0 \\
0 & 0 & m_{u2}
\end{bmatrix}
\] |
| Damping        | \[
\begin{bmatrix}
c_{s1} & -c_{s1} & c_{s2} & -c_{s2} \\
L_1 c_{s1} & -L_1 c_{s1} & -L_2 c_{s1} & L_2 c_{s2} \\
0 & 0 & -c_{s2} & c_{s2} + c_{u2}
\end{bmatrix}
\] | \[
\begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & c_{u1} & 0
\end{bmatrix}
\] |
| Stiffness      | \[
\begin{bmatrix}
k_{s1} & -k_{s1} & k_{s2} & -k_{s2} \\
L_1 k_{s1} & -L_1 k_{s1} & -L_2 k_{s1} & L_2 k_{s2} \\
-k_{s1} & k_{s1} + k_{u1} & 0 & 0 \\
0 & 0 & -k_{s2} & k_{s2} + k_{u2}
\end{bmatrix}
\] | \[
\begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & k_{u1} & 0 \\
0 & 0 & 0 & k_{u2}
\end{bmatrix}
\] |

\(^*) z(t) = \{z_{s1}(t) \quad z_{u1}(t) \quad z_{s2}(t) \quad z_{u2}(t) \}^T

identical, Eq. (2.51) becomes

\[
\begin{bmatrix}
\ddot{z}_{u1}(t) \\
\ddot{z}_{u2}(t)
\end{bmatrix} = \Phi(t)\sigma(t) - \varepsilon(t)
\]  

(2.54)

where,

\[
\sigma(t) = \frac{c_u}{m_u} \dot{q}(t) + \frac{k_u}{m_u} q(t)
\]  

(2.55)

\[
\varepsilon(t) = \frac{1}{m_u} \begin{bmatrix}
-c_{s1} & c_{s1} & c_u & 0 \\
0 & 0 & -c_{s2} & c_{s2} + c_u
\end{bmatrix} \ddot{z}(t) - \frac{c_u}{m_u} \dot{r}(t)
\]  

(2.56)

\[
+ \frac{1}{m_u} \begin{bmatrix}
-k_{s1} & k_{s1} + k_u & 0 & 0 \\
0 & 0 & -k_{s2} & k_{s2} + k_u
\end{bmatrix} \ddot{z}(t) - \frac{k_u}{m_u} \dot{r}(t).
\]

Here, \(m_u\), \(c_u\) and \(k_u\) are sprung-mass, damping and stiffness.

by applying the \(N(t)\) to the \(\Phi(t)\) for approximation, the directly estimation equation for VBI can be obtained as follows:

\[
N^{-1}(t)\begin{bmatrix}
\ddot{z}_{u1}(t) \\
\ddot{z}_{u2}(t)
\end{bmatrix} = A\sigma(t) - \varepsilon(t)
\]  

(2.57)

where the error term is
\[ \varepsilon(t) = N^{-1}(t)\bar{\varepsilon}(t) \quad (2.58) \]

In this method, \( \sigma(t) \) and \( \varepsilon(t) \) denote bridge mode response components and error term, respectively. If \( \sigma(t) \) and \( \varepsilon(t) \) are de-correlation signals, \( \mathbf{A} \) can be estimated by SVD of \( N^{-1}(t) \{\ddot{u}_1(t)\} \{\ddot{u}_2(t)\} \). In this study, damage changes of \( \mathbf{A} \) is examined in aspect of the de-correlation of \( \sigma(t) \).

### 2.4.3. Transposed Interpolation Method

In the finite element method (FEM) model whose degree of freedom (DOF) is \( d \) for bridge, the equation of motion of the bridge is given by the displacement vector \( \mathbf{y}(t) \in \mathbb{R}^d \), the mass matrix \( \mathbf{M}_B \in \mathbb{R}^{d \times d} \), the damping matrix \( \mathbf{C}_B \in \mathbb{R}^{d \times d} \) and the stiffness matrix \( \mathbf{K}_B \in \mathbb{R}^{d \times d} \) in the form as.

\[ \mathbf{M}_B \ddot{\mathbf{y}}(t) + \mathbf{C}_B \dot{\mathbf{y}}(t) + \mathbf{K}_B \mathbf{y}(t) = \mathbf{L}(t)\mathbf{p}(t) \quad (2.59) \]

where \( \mathbf{p}(t) \in \mathbb{R}^n \) is the contact force vector and \( \mathbf{L}(t) \in \mathbb{R}^{m \times n} \) is the equivalent load matrix. \( (\cdot)' \) and \( (\cdot)'' \) mean the first and second order temporal derivative, respectively. The each element of \( \mathbf{y}(t) \) corresponds to the displacement of each node.

On the other hand, the displacement \( \mathbf{y}(t) \) of the bridge can be described as the summation of the products of spatial functions and temporary functions as follows:

\[ \mathbf{y}(t) = \mathbf{X} \mathbf{q}(t) \quad (2.60) \]

where \( \mathbf{X} \in \mathbb{R}^{d \times m} \) and \( \mathbf{q} \in \mathbb{R}^m \) are mode shape matrix and modal response vector, respectively. The \( k \)-th column of the mode shape matrix \( \mathbf{X} \) corresponds to the \( k \)-th mode shape. Then, Eq. (2.59) can be rewritten by substitution of Eq. (2.60) and by multiplied \( \mathbf{X}^T \) from the left side as follows:

\[ \mathbf{M}_X \ddot{\mathbf{q}}(t) + \mathbf{C}_X \dot{\mathbf{q}}(t) + \mathbf{K}_X \mathbf{q}(t) = \mathbf{X}^T \mathbf{L}(t)\mathbf{p}(t) \quad (2.61) \]

where \( \mathbf{M}_X = \mathbf{X}^T \mathbf{M}_B \mathbf{X} \), \( \mathbf{C}_X = \mathbf{X}^T \mathbf{C}_B \mathbf{X} \) and \( \mathbf{K}_X = \mathbf{X}^T \mathbf{K}_B \mathbf{X} \) are modal mass, damping, stiffness matrices. Then, bridge damping is generally very small and negligible. Herein, \( \mathbf{X}^T \mathbf{L}(t) \) can be approximated as \( \mathbf{A}^T \mathbf{N}(t) \) of which size may be smaller. The contact force can be described as Eq. (2.62).

\[ \mathbf{p}(t) = \mathbf{M}_p (g - \mathbf{z}(t)) \quad (2.62) \]

where \( \mathbf{M}_p \in \mathbb{R}^{n \times n} \) is the mass matrix of the vehicles for calculation of the contact forces, and \( g \)
and $\ddot{z}(t)$ are vectors of gravity acceleration and acceleration responses of the vehicle, respectively. $M_p$ is shown in Table 2.4.1 for a half-car model. By substitution of Eq. (2.62) to Eq. (2.61) and letting us assume that $X^T L(t)$ can be approximated as $A^T N(t)$, the equation of motion of the bridge becomes

$$A(M_x \ddot{q}(t) + C_x \dot{q}(t) + K_x q(t)) = N^T(t) M_p (g - \ddot{z}(t)).$$  

(2.63)

Divided by $m_u$, Eq. (2.63) becomes

$$N^T(t) \begin{bmatrix} \ddot{z}_{u1}(t) \\ \ddot{z}_{u2}(t) \end{bmatrix} = A \tau(t) + \epsilon(t)$$  

(2.64)

where

$$\tau(t) = -\frac{1}{m_u} \left( M_x \ddot{q}(t) + C_x \dot{q}(t) + K_x q(t) \right)$$  

(2.65)

$$\epsilon(t) = N^T(t) \left( \left( 1 + \frac{1}{2} \frac{m_s}{m_u} \right) \begin{bmatrix} g \\ g \end{bmatrix} - \frac{1}{2} \frac{m_s}{m_u} \begin{bmatrix} \ddot{z}_{u1} \\ \ddot{z}_{u2} \end{bmatrix} \right).$$  

(2.66)

Based on Eq. (2.64), $A$ can be estimated by SVD of $N^T(t) \begin{bmatrix} \ddot{z}_{u1}(t) \\ \ddot{z}_{u2}(t) \end{bmatrix}$. The uncertain factors which affect the estimation accuracy can be evaluated by the correlation degree of $\tau(t)$ and $\epsilon(t)$. If de-correlation both of $\tau(t)$ and $\epsilon(t)$ can be assumed, SVD method gives $A$ as bridge mode shape matrix. When the observer is a half car, the orthogonal matrix of SVD of $N^T(t) \begin{bmatrix} g \\ g \end{bmatrix}$ is

$$\frac{1}{2} \begin{bmatrix} 1 & 1 \\ 1 & -1 \end{bmatrix},$$

which indicates the intact bridge mode shape.

### 2.5. Summary of this chapter

In this chapter, the three methods for bridge damage identification based on VO-BHM are proposed. The first method is based on wavelet coefficient of the vehicle acceleration response which is non-linear function of the bridge curvature. The curvature-based VO-BHM method uses CWT to calculate wavelet coefficient of the vehicle acceleration response. This wavelet coefficient can be given in a form of non-linear function of the bridge curvature. Thus, as the bridge curvature changes due to damage, the wavelet coefficient is varied at the damage position. However, the equation of the proposed method includes a term of road profile effect. It means that the accuracy of damage identification may depend on road profile.
Next, the second proposed method is VO-BHM in which bridge mode shapes are indirectly estimated by way of estimation of bridge vibration. The second method consists in five steps to estimate the bridge response exactly based on the mode theory. To cancel the effect of moving observation, interpolation is applied to the estimated bridge responses, indirectly. The second proposed method which is damage identification by indirect mode-shape-based VO-BHM consists in five steps: Input estimation, road unevenness deduction, canceling of moving observation effect by interpolation, mode decomposition and damage identification based on estimated mode shapes. Thus, there are many uncertainties which affect the results in five steps.

On the other hand, the third method applies interpolation directly to the vehicle acceleration responses. Third method can be categorized in two methods, mainly: Methods using inverse and transposed interpolation. Both the second and third proposed methods are damage identification based on bridge mode shapes.
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Chapter 3. Numerical Verification

3.1. General Remarks

This study presents numerical simulation. The aim of the numerical simulation is verification about the proposed only-vehicle-data-oriented BHM (VO-BHM) methods. The each proposed method assumes that road profile must be managed. In the first method based on bridge curvature, uncertainty caused by road profile is decreased by focusing on the high frequency domain. On the other hand, the second and third methods based on mode shape assume de-correlation of signals. By comparison in changes of the vibration indices due to damage and uncertain factors numerically, the mechanism of the influential factors in the VO-BHM can be examined. Several vehicles travel over the bridge under ideal measuring condition in the numerical simulation.

Herein, in the numerical simulation, rigid-body spring systems [1] are used for passing vehicles, while the one-dimensional beam [2] is modeled by finite element method (FEM) as the bridge. To calculate the dynamic behavior of the vehicle-bridge interaction (VBI) system, Newmark-β method [3] is adopted. In this chapter, first, the way of the numerical simulation based on modal analysis and Newmark-β method is explained. Then, the verification results are presented for each methods.

3.2. Numerical Simulation

3.2.1. Modal analysis based on FEM

In this study, modal analysis is used to calculate the bridge eigen-frequencies and mode shapes.

Bridge is modeled as continuous beam in the mode analysis theory. The equation of motion can be written as

\[ \rho A \frac{\partial^2 y(x,t)}{\partial t^2} + C \frac{\partial y(x,t)}{\partial t} + \frac{\partial^2}{\partial x^2} \left( EI(x) \frac{\partial^2 y(x,t)}{\partial x^2} \right) = 0 \tag{3.1} \]

where \( \rho A \) and \( C \) are mass and damping per unit length and \( EI(x) \) is flexural stiffness of Euler-Bernoulli beam, and \( y(x,t) \) is the displacement which is a function of the position \( x \) and time \( t \). By applying FEM model with the degree of freedom (DOF) of \( d \), the displacement, mass, damping and flexural stiffness can be expressed by the displacement vector \( y(t) \in \mathbb{R}^d \), the mass matrix \( M_B \in \mathbb{R}^{d \times d} \), the damping matrix \( C_B \in \mathbb{R}^{d \times d} \) and the total stiffness matrix \( K_B \in \mathbb{R}^{d \times d} \).
respectively. The each component of \( \mathbf{y}(t) \) corresponds to the displacement of each node. Eq. (3.1) can be rewritten by these vectors and matrices as

\[ \mathbf{M}_B \ddot{\mathbf{y}}(t) + \mathbf{C}_B \dot{\mathbf{y}}(t) + \mathbf{K}_B \mathbf{y}(t) = \mathbf{0} \] (3.2)

where ( - ) and ( - ) denote the first and second order temporal derivative, respectively. FEM model of bridge is shown in Fig. 3.2.1.

On the other hand, the displacement \( y(x, t) \) of the bridge can be expressed by the summation of the products of spatial functions and temporary functions such as

\[ y(x, t) = \sum_{k=1}^{m} \phi_k(x) q_k(t) = \phi^T(x) q(t) \] (3.3)

where the spatial function \( \phi_k(x) \) is \( k \)-th mode shape which is a component of mode shape vector \( \phi^T(x) = [\phi_1(x), \phi_2(x), ..., \phi_{m-1}(x), \phi_m(x)]^T \), and the temporary function \( q_k(t) \) is the \( k \)-th modal displacement responses which is a component of modal response vector \( \mathbf{q}(t) = [q_1(t), q_2(t), ..., q_{m-1}(t), q_m(t)]^T \). This equation can be also expressed by using the mode shape matrix \( \mathbf{X} \in \mathbb{R}^{d \times m} \) and modal response vector \( \mathbf{q} \in \mathbb{R}^m \) as

\[ \mathbf{y}(t) = \mathbf{Xq}(t) \] (3.4)

where the \( k \)-th column of the mode shape matrix \( \mathbf{X} \) corresponds to the \( k \)-th mode shape \( \phi_k(x) \). The maximum of the modal order considered is \( m \). Then, the equation of motion of FEM model of the bridge \([2]\) can be given by substitution of Eq. (3.4) and by multiplied \( \mathbf{X}^T \) from the left side in the form of
\[ M_X \ddot{q}(t) + C_X \dot{q}(t) + K_X q(t) = 0 \]  

(3.5)

where \( M_X = X^T M_B X \), \( C_X = X^T C_B X \) and \( K_X = X^T K_B X \) are modal mass, damping, stiffness matrices. Because bridge damping is generally very small, the second term in Eq. (3.5) can be negligible. Free vibration \( q(t) = a \exp(j \omega t) \) is one of the solutions, and because mode shape \( X \) is orthogonal matrix, Eq. (3.5) becomes

\[ \left(-X^T M_B X \right) \text{diag}(\omega^2) + X^T K_B X) a \exp(j \omega t) = 0 \]  

(3.6)

In order to have a solution of Eq. (3.5) over \( q(t) \), the following equation is given by Eq. (3.6) in the form of

\[ M_B^{-1} K_B = X \text{diag}(\omega^2) X^T \]  

(3.7)

where \( \omega \in \mathbb{R}^n \) is modal angular frequency vector and \( \text{diag}(\quad) \) means a diagonal matrix of which elements correspond to input vector \( X \) and \( \omega \) can be calculated by singular value decomposition (SVD) of \( M_B^{-1} K_B \).

### 3.2.2. The equation of motion of VBI system

The equation of motion for bridge subjecting to several loads can be expressed as

\[ \rho A \frac{\partial^2 y(x,t)}{\partial t^2} + C \frac{\partial y(x,t)}{\partial t} + \frac{\partial^2}{\partial x^2} \left( E I(x) \frac{\partial^2 y(x,t)}{\partial x^2} \right) = \sum_{i=1}^{n} P_i(t) \delta(x - \bar{x}_i) \]  

(3.8)

where \( \bar{x}_i \) is the position of the \( i \)-th loads \( P_i(t) \) and \( n \) is the number of the loads. \( \delta(x) \) is the Dirac delta function. In the same way, the equation of motion of VBI system can be given by substitution of \( X \) and \( q(t) \) to Eq. (3.8) in the form of

\[ M_X \ddot{q}(t) + C_X \dot{q}(t) + K_X q(t) = X^T L(t) P(t) \]  

(3.9)

where \( P(t) \in \mathbb{R}^n \) is the contact force vector and \( L(t) \in \mathbb{R}^{m \times n} \) is the equivalent load matrix. This equivalent load matrix \( L(t) \) transforms a concentric load \( P_i(t) \) at \( \bar{x}_i \) to two loads and two moments applying to nodes under the same deflections and slope-deflections of the nodes.

On the other hand, the equation of motion of "\( n \)" vehicles can be expressed as

\[ M_Y \ddot{z}(t) + C_Y \dot{z}(t) + K_Y z(t) = C_p \dot{u}(t) + K_p u(t) \]  

(3.10)
where \( z(t) \in \mathbb{R}^n \) and \( u(t) \in \mathbb{R}^n \) are vehicle responses and forced displacement, and \( M_v \in \mathbb{R}^{n \times n} \), \( C_v \in \mathbb{R}^{n \times n} \) and \( K_v \in \mathbb{R}^{n \times n} \) are the mass, damping and spring stiffness matrices of the vehicles, and \( C_p \in \mathbb{R}^{n \times n} \) and \( K_p \in \mathbb{R}^{n \times n} \) are damping and spring stiffness of the vehicle for external force, respectively. \( M_v, C_v \) and \( K_v \) are shown in Table 3.2.1. The equation of motion for vehicle is different depending on the vehicle model. When the assumed vehicle model is a simple mass-spring model, \( C_v \) and \( K_v \) are the same as \( C_p \) and \( K_p \), respectively.

The contact force vector \( P(t) \) can be given by vehicle response \( \ddot{z}(t) \) in the form of

\[
P(t) = M_p (g - \ddot{z}(t))
\]  

(3.11)

where \( M_p \in \mathbb{R}^{n \times n} \) is the mass matrix of the vehicles for calculation of the contact forces which is also shown in Table 3.2.1, and \( g \) is a constant vector of gravity acceleration.

For example, when the vehicles are modeled as simple mass-spring model shown in Fig. 3.2.2 (a), the equation of motion of the \( i \)-th vehicle is

\[
m_i\dddot{z}_i(t) + c_i\ddot{z}_i(t) + k_i z_i(t) = c_i\dot{u}_i + k_iu_i
\]  

(3.12)

where \( m_i, c_i, k_i, z_i \) and \( u_i \) are the mass, damping, spring stiffness, response and forced displacement of the vehicle, respectively. The forced displacement is the summation of the bridge responses component \( y(\bar{x}_i, t) \) and the road unevenness \( r(x) \).

\[
u_i(t) = y(\bar{x}_i, t) + r(\bar{x}_i(t))
\]  

(3.13)

The contact force is the weight of each vehicle axles. When the vehicles are modeled as
Table 3.2.1 Vehicle properties for each model

(a) Simple mass spring model

<table>
<thead>
<tr>
<th></th>
<th>[ ]v</th>
<th>[ ]p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mass</td>
<td>[ m_i ]</td>
<td>[ m_i ]</td>
</tr>
<tr>
<td>Damping</td>
<td>[ c_i ]</td>
<td>[ c_i ]</td>
</tr>
<tr>
<td>Stiffness</td>
<td>[ k_i ]</td>
<td>[ k_i ]</td>
</tr>
</tbody>
</table>

(b) Quarter-car model

<table>
<thead>
<tr>
<th></th>
<th>[ ]v</th>
<th>[ ]p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mass</td>
<td>[ m_s \ 0 ]</td>
<td>[ m_s \ 0 ]</td>
</tr>
<tr>
<td>Damping</td>
<td>[-c_s \ c_s ]</td>
<td>[ 0 \ 0 ]</td>
</tr>
<tr>
<td>Stiffness</td>
<td>[-k_s \ k_s + k_u ]</td>
<td>[ 0 \ k_u ]</td>
</tr>
</tbody>
</table>

(c) Simple 2 Axles model

<table>
<thead>
<tr>
<th></th>
<th>[ ]v</th>
<th>[ ]p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mass</td>
<td>[ \frac{L_2 m_s}{L_1 + L_2} \ \frac{L_1 m_s}{L_1 + L_2} \ 0 ]</td>
<td>[ \frac{L_2 m_s}{L_1 + L_2} \ \frac{L_1 m_s}{L_1 + L_2} \ 0 ]</td>
</tr>
<tr>
<td>Damping</td>
<td>[ \frac{c_1}{L_1 c_1} \ -L_1 c_2 ]</td>
<td>[ \frac{c_1}{L_1 c_1} \ -L_1 c_2 ]</td>
</tr>
<tr>
<td>Stiffness</td>
<td>[ \frac{k_1}{L_1 k_1} \ -L_1 k_2 ]</td>
<td>[ \frac{k_1}{L_1 k_1} \ -L_1 k_2 ]</td>
</tr>
</tbody>
</table>

(d) Half-car model

<table>
<thead>
<tr>
<th></th>
<th>[ ]v</th>
<th>[ ]p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mass</td>
<td>[ \frac{L_2 m_s}{L_1 + L_2} \ \frac{L_1 m_s}{L_1 + L_2} \ 0 ]</td>
<td>[ \frac{L_2 m_s}{L_1 + L_2} \ \frac{L_1 m_s}{L_1 + L_2} \ 0 ]</td>
</tr>
<tr>
<td>Damping</td>
<td>[ c_s \ -c_s ]</td>
<td>[ 0 \ 0 ]</td>
</tr>
<tr>
<td>Stiffness</td>
<td>[ k_s \ -k_s ]</td>
<td>[ 0 \ k_u ]</td>
</tr>
</tbody>
</table>

*) For (d) half-car model, \( \mathbf{z}(t) = [z_{s_1}(t) \ z_{u_1}(t) \ z_{s_2}(t) \ z_{u_2}(t)]^T \)
simple mass-spring model shown in Fig. 3.2.2 (a), the element of the vector \( P(t) \) is \( P_i(t) \) and it can be described as

\[
P_i(t) = m_i \left( g - \ddot{z}_i(t) \right)
\]  

(3.14)

where \( m_i \), \( g \) and \( \ddot{z}_i(t) \) are the mass of the \( i \)-th vehicle, gravitational acceleration and the acceleration responses of the \( i \)-th vehicle, respectively. When a vehicle is modeled as the quarter-car model shown in Fig. 3.2.2 (b), the equation of motion of the vehicle can be expressed by

\[
m_s \ddot{z}_s(t) + c_s \dot{z}_s(t) + k_s z_s(t) = c_s \dot{z}_u(t) + k_s z_u(t)
\]

(3.15)

\[
m_u \ddot{z}_u(t) + c_u \dot{z}_u(t) + k_u z_u(t) = c_s (\dot{z}_s(t) - \dot{z}_u(t)) + k_s (z_s(t) - z_u(t)) + c_u \ddot{u}(t) + k_u u(t).
\]

(3.16)

The equation of motion for quarter-car model can be given by Eq. (3.15) and Eq. (3.16) in the form of

\[
\begin{bmatrix}
 m_s & 0 \\
 0 & m_u
\end{bmatrix}
\begin{bmatrix}
 \ddot{z}_s(t) \\
 \ddot{z}_u(t)
\end{bmatrix} +
\begin{bmatrix}
 -c_s & -k_s \\
 -c_s & -k_s -c_u & k_u
\end{bmatrix}
\begin{bmatrix}
 \dot{z}_s(t) \\
 \dot{z}_u(t)
\end{bmatrix} +
\begin{bmatrix}
 k_s \\
 -k_s -k_u
\end{bmatrix}
\begin{bmatrix}
 z_s(t) \\
 z_u(t)
\end{bmatrix}
\]

(3.17)

where the subscript \( s \) and \( u \) denote sprung and unsprung. In Eq. (3.15), it can be confirmed that \([ \ ]_V \) and \([ \ ]_P \) are different. The length of \( u(t) \) is the same as the DOF of the vehicle. Letting us assuming that \( u_s(t) = u_u(t) \), the forced displacement of the sprung mass \( u_s(t) \) is always multiplied by zero in order to describe the vehicle system comprehensively.

For the quarter-car model, the contact force becomes

\[
\begin{bmatrix}
P_s(t) \\
P_u(t)
\end{bmatrix} = \begin{bmatrix} m_s & 0 \\ 0 & m_u \end{bmatrix} \begin{bmatrix} g - \ddot{z}_s(t) \\ \ddot{z}_u(t) \end{bmatrix}.
\]

(3.18)

The matrices of the vehicle property depending on the model type are shown in Table 3.2.1. The forced displacement vector \( u(t) \) can be given by using mode shape matrix \( X \) and the equivalent loading matrix \( L(t) \) in the form of

\[
u(t) = L^T(t)Xq(t) + r(t)
\]

(2.19)

By using Eq. (3.9), Eq. (3.10), Eq. (3.11) and Eq. (3.19), the equation of motion of “VBI system” can be described as
[M_x \ X_T L(t) M_p] \ {\ddot{q}(t)} + \begin{bmatrix} C_x & 0 \\ -C_p L^T(t) X & C_v \end{bmatrix} \ {\dot{z}(t)} + \begin{bmatrix} K_x & 0 \\ -K_p L^T(t) & K_v \end{bmatrix} \ \{q(t)\} = \begin{bmatrix} X_T L(t) M_p g \\ C_p \dot{r}(t) + K_p r(t) \end{bmatrix}. \tag{3.20}

3.2.3. Dynamic simulation algorithm

In this study, the Newmark-\(\beta\) method\(^{[3]}\) is adopted to VBI system for calculation of the responses of the vehicles and bridge. Eq.(3.20) can be rewritten as

\[
M(t) \ddot{x}(t) + C(t) \dot{x}(t) + K(t) x(t) = b(t) \tag{3.21}
\]

where \(x(t) = \{q^T(t) \ z^T(t)\}^T\) and \(b(t) = \{X_T L(t) M_p g \ C_p \dot{r}(t) + K_p r(t)\}^T\) are output and input of VBI system, and \(M \in \mathbb{R}^{(m+n)\times(m+n)}, \ C \in \mathbb{R}^{(m+n)\times(m+n)}\) and \(K \in \mathbb{R}^{(m+n)\times(m+n)}\) are VBI system mass, damping and stiffness, respectively. Now, the velocity and displacement of VBI output can be described as

\[
\dot{x}((k + 1)\Delta t) = \dot{x}(k\Delta t) + \Delta t \left(\gamma \ddot{x}((k + 1)\Delta t) + (1 - \gamma)\dddot{x}(k\Delta t)\right) \tag{3.22}
\]

\[
x((k + 1)\Delta t) = x(k\Delta t) + \Delta t \dot{x}(k\Delta t) + \Delta t^2 \left(\beta \ddot{x}((k + 1)\Delta t) + \left(\frac{1}{2} - \beta\right) \dddot{x}(k\Delta t)\right) \tag{3.23}
\]

where \(k\) is the step number and \(\Delta t\) is the discrete time rate. \(\beta\) and \(\gamma\) are the coefficient of the Newmark-\(\beta\) method, which is usually set in \(\beta = 1/6\) and \(\gamma = 1/2\). Then, when \(t = (k + 1)\Delta t\), a linear relational expression between \(k\Delta t\) and \((k + 1)\Delta t\) can be given by substitution of Eq. (3.22) and Eq. (3.23) to Eq. (3.21) in the form of

\[
\left(M((k + 1)\Delta t) + \Delta t \gamma C((k + 1)\Delta t) + \Delta t^2 \beta K((k + 1)\Delta t)\right) \ddot{x}((k + 1)\Delta t) = b((k + 1)\Delta t) - C((k + 1)\Delta t)\left[\dot{x}(k\Delta t) + \Delta t((1 - \gamma)\dddot{x}(k\Delta t))\right] - K((k + 1)\Delta t)\left[x(k\Delta t) + \Delta t \dot{x}(k\Delta t) + \Delta t^2\left(\frac{1}{2} - \beta\right) \dddot{x}(k\Delta t)\right]. \tag{3.24}
\]

Because the all output of the \(k\)-th step, external force \(b((k + 1)\Delta t)\) and the properties of the \((k + 1)\)-th step are known, Eq. (3.24) can be solved easily. The solution of Eq. (3.24) is

\[
\ddot{x}((k + 1)\Delta t) = A^{-1}((k + 1)\Delta t)f(k\Delta t) \tag{3.25}
\]
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where \( A \) and \( f \) are
\[
A((k + 1)\Delta t) = M((k + 1)\Delta t) + \Delta t \gamma C((k + 1)\Delta t) + \Delta t^2 \beta K((k + 1)\Delta t) \tag{3.26}
\]
\[
f((k + 1)\Delta t) = b((k + 1)\Delta t)
- C((k + 1)\Delta t)(\dot{x}(k\Delta t) + \Delta t((1 - \gamma)\ddot{x}(k\Delta t))
- K((k + 1)\Delta t)(\ddot{x}(k\Delta t) + \Delta t \dot{x}(k\Delta t) + \Delta t^2 \left(\frac{1}{2} - \beta \right)\dddot{x}(k\Delta t)) \tag{3.27}
\]

In this study, for numerical simulations of VBI system, Eq. (3.25) is adopted to calculate the responses of the vehicles and bridge.

### 3.3. Verification of Curvature-based VO-BHM

#### 3.3.1. Properties of Numerical Simulations

The previous studies show feasibility of VO-BHM methods directly applying time-frequency domain analyses such as short-time Fourier’s transform\(^4\) and CWT\(^5\) to vehicle acceleration response. The wavelet coefficient of the vehicle responses has a peak around local damage. However, those previous studies have ignored the effect of road profile. In this study, applicability of CWT to VO-BHM method is confirmed even if road profile is not negligible. From Eq. (2.20), wavelet coefficient is a non-linear function of bridge curvature which is a sensitive damage index. However, road profile effect \( D_3 \) in Eq. (2.20) should make the detection of damage changes of wavelet coefficient difficult. Since road profile has low frequencies in predominant components, in this study, small scales of wavelet coefficient which correspond to high frequency components are focused on.

The numerical simulation models of vehicle\(^1\) and bridge are shown in Fig. 3.3.1. Herein, introduced damage is modeled as local decreasing of flexural stiffness and mass. The properties of numerical models are shown in Table 3.3.1. The profiles of road unevenness generated by Monte Carlo simulation based on ISO standards\(^6,\)^\(^7\) are shown in Table 3.3.1 (c). Spatial frequency

![Fig. 3.3.1 Vehicle and bridge model](image-url)
Table 3.3.1 Model setup of the numerical simulation for curvature estimation verification

(a) Vehicle properties

<table>
<thead>
<tr>
<th>Sprung-mass</th>
<th>Physical parameters</th>
<th>Unsprung-mass</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mass</td>
<td>(kg) $m_s$</td>
<td>Mass</td>
</tr>
<tr>
<td>Damping</td>
<td>(kg/s) $c_{s1}$, $c_{s2}$</td>
<td>Damping</td>
</tr>
<tr>
<td>Spring Stiffness</td>
<td>(kg/s²) $k_{s1}$, $k_{s2}$</td>
<td>Spring Stiffness</td>
</tr>
<tr>
<td>Inertia</td>
<td>$I$</td>
<td></td>
</tr>
<tr>
<td>Length</td>
<td>(m) $L_1$, $L_2$</td>
<td></td>
</tr>
</tbody>
</table>

(b) Bridge properties

<table>
<thead>
<tr>
<th>Length (m)</th>
<th>Physical parameters</th>
<th>Mass per length (kg/m) $\rho A$</th>
<th>Flexural Stiffness (Nm) $E I$</th>
<th>Eigen-frequency for the intact case</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1st (Hz)</td>
</tr>
<tr>
<td>L</td>
<td></td>
<td>30.0</td>
<td>3000</td>
<td>1.56x10¹⁰</td>
</tr>
</tbody>
</table>

(c) Road profile

<table>
<thead>
<tr>
<th>Name</th>
<th>ISO standard</th>
<th>$a$</th>
<th>$b$</th>
<th>$\xi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5-Extra Good</td>
<td>Extra Good</td>
<td>0.001</td>
<td>0.05</td>
<td>2.00</td>
</tr>
<tr>
<td>6-Good</td>
<td>Good</td>
<td>0.003</td>
<td>0.02</td>
<td>2.50</td>
</tr>
<tr>
<td>7-Standard</td>
<td>Standard</td>
<td>0.0098</td>
<td>0.08</td>
<td>1.92</td>
</tr>
</tbody>
</table>

(d) Bridge state

<table>
<thead>
<tr>
<th>Name</th>
<th>Decreasing Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Flexural Stiffness $E$</td>
</tr>
<tr>
<td>Intact</td>
<td>0 %</td>
</tr>
<tr>
<td>Damage -20%</td>
<td>20 %</td>
</tr>
<tr>
<td>Damage -40%</td>
<td>40 %</td>
</tr>
<tr>
<td>Damage -60%</td>
<td>60 %</td>
</tr>
<tr>
<td>Damage -80%</td>
<td>80 %</td>
</tr>
</tbody>
</table>
function of road unevenness is given by

$$S = \frac{a}{\Omega \xi + b^\xi}.$$  \hfill (3.28)

In this study, complex Gaussian is adopted for mother wavelet because time-frequency spectrogram by complex mother wavelet becomes much smoother than that by the others, and it is ensured that damage recognition becomes easier. The complex Gaussian mother wavelet $\psi(t)$ can be described as Eq. (3.28)

$$\psi(t) = \frac{d^4}{dt^4} C_4 e^{-t^2-it}$$ \hfill (3.29)

where $C_4$ is a coefficient which is decided to satisfy $\psi(t)\psi^*(t) = 1$. In this verification, scale and time shift correspond to frequency and vehicle position, respectively. The scale $s$ can be transformed to the pseudo frequency $f$ by center frequency $F_c$ of mother wavelet $\psi$ and sampling rate $F_s$ in the form of

$$f = \frac{F_c}{sF_s}.$$ \hfill (3.30)

The complex wavelet coefficient $Z(t,f)$ can be described as

$$Z(t,f) = z(t) \otimes \psi^* \left( f \frac{F_s}{F_c} t \right)$$ \hfill (3.31)
The power spectrogram $P(t, f)$ of the vehicle acceleration response $\dot{z}(t)$ is described as

$$P(t, f) \equiv Z(t, f) Z^*(t, f).$$

### 3.3.2. Results and Discussions

Fig. 3.3.3 shows comparison between the vehicle responses for intact and damage cases. Blue line denotes the vehicle acceleration response in the intact case, and other colored lines denote those in the damage cases. Fig. 3.3.3 (a) and Fig. 3.3.3 (b) show sprung-mass and unsprung-mass acceleration responses at the front axle, and Fig. 3.3.3 (c) and Fig. 3.3.3 (d) show those at the rear axle. The horizontal lines denote the position of the corresponding axle. The edges of the bridge are located in $x = 0$ (m) and $x = 30$ (m). Herein, the bridge damage is introduced in the center of the span. The width of the damage is 20 (cm) which is $L/150$. It is very difficult to detect different between them in time domain, especially in aspect of sprung-mass acceleration responses.
Fig. 3.3.4 shows power spectra of vehicle responses in the same cases. In the same way as Fig. 3.3.3, blue and other colored lines denote the power spectra in intact and damage cases, respectively. It is also very difficult to recognize difference between them in frequency domain. Because bridge damage occurs in local, the damage effect on the vibration signals of travelling vehicle is also limited in local. However, Fourier’s transform decomposes a signal of the vehicle in a summation of several components whose frequencies are averaged over the whole time. In this process, the local changes of vehicle vibration in a damage case are also averaged.

To overcome this problem about sensitivity in frequency, the previous studies\[7,8\] focus on wavelet coefficient in time-frequency domain. According to those studies, wavelet coefficient of vehicle acceleration response is very sensitive. But, those studies ignore road profile. In this study, on the other hand, the effect of road unevenness is considered. Fig. 3.3.5 shows the spectrogram of the wavelet coefficient of vehicle acceleration response measured in the unsprung-mass at the rear axle based on Eq. (3.31). The horizontal line denotes the position of the rear axle of the travelling vehicle.
vehicle. Fig. 3.3.5 (a) and Fig. 3.3.5 (b) show those in intact and damage cases, respectively. In the damage case, local decreasing of the bridge flexural stiffness and mass is introduced. The damage width is 20 (cm) and the damage location is the center of span. From comparison in the powers of wavelet coefficients between intact and damage cases, it is revealed that the power amplitude tends to larger only around the damage location.

The time histories of powers at specific frequencies are shown in Fig. 3.3.6 in the same cases as Fig. 3.3.5. The horizontal line denotes the position of the vehicle, in the same way. The blue and other colored lines denote the power of wavelet coefficient of the unsprung-mass acceleration responses at the rear axle in the intact and damage cases, respectively. Fig. 3.3.6 (a-1) and Fig. 3.3.6 (a-2) show the wavelet coefficient powers of sprung-mass acceleration at the scale of 100 and 5, which correspond to 5 (Hz) and 100 (Hz), respectively. From Fig. 3.3.6 (a-1), based on low frequency component of sprung-mass response, it is still difficult to detect difference between the intact and damage cases, even for the severest damage. On the other hand, from Fig. 3.3.6 (a-2), peaks can be observed at the location of local damage. The height of damage peak tends to increase according to damage severity. However, the heights of the damage peaks are not distinctive from the other peaks due to uncertainties such as road profile. Fig. 3.3.5 (b-1) and Fig. 3.3.5 (b-2) also show the wavelet coefficient power of the unsprung-mass acceleration based on Eq. (3.31). In both Fig. 3.3.5 (b-1) and Fig. 3.3.5 (b-2), peaks can be observed at the location of local damage, especially in Fig. 3.3.5 (b-2). It means high feasibility for VO-BHM including identification of bridge local damage based on the wavelet coefficient of unsprung-mass in high frequency domain. Fig. 3.3.7 shows wavelet coefficient power of the unsprung acceleration at the scale of 5, which corresponds to 100 (Hz), in the different damage cases. Fig. 3.3.7 (a) and Fig. 3.3.7 (b) show the powers in the cases of local damage introduced in $L/2$ and $L/10$. From these figures, it is confirmed that the power of the wavelet coefficient of unsprung-mass acceleration in high frequency domain increases steeply only at the damage location. It also means that the wavelet transform may provide a sensitive index by which the damage location can be identified.
**Fig. 3.3.6** Power time histories calculated by CWT (Damage width: 20 (cm), Damage location: \( L/2 \), Road profile: Standard)

**Fig. 3.3.7** CWT results when varying damage location (Unsprung-mass at the front axle, Scale = 100 (5Hz), Road Profile: Extra Good)
3.4. Verification of Indirect VO-BHM based on Bridge Mode Shapes

3.4.1. Properties of Numerical Simulation

Vehicle and bridge models adopted for this numerical verification are shown in Fig. 3.4.1. The properties of the numerical simulation are also shown in Table. 3.4.1. Fig. 3.4.2 shows Road unevenness generated by Monte Carlo simulation based on ISO standard [6]. Herein, the proposed method based on indirect mode-shape-based VO-BHM is verified numerically in aspect of uncertain factors in STEP 1, STEP 3 and STEP 4. To verify uncertain factors in the indirect method, two kinds of dynamic simulation are performed. First one demonstrates the coupled vibration between vehicle and bridge with road roughness. The second simulation is a stationary vibration in which bridge modal responses have de-correlation without interaction between vehicle and bridge, but the bridge vibrations are measured by travelling vehicles.

In STEP 1, estimation accuracy of vehicle input may affect the estimation accuracy of mode shape. To verify this step, estimation accuracies of forced displacements which input into the vehicles are evaluated by making a comparison between inverse system estimation (ISE) and frequency response function (FRF) methods.

In STEP 3, there are the problems associated with using interpolation matrix. One of the problems is ill condition problem which occurs in a process of making inverse matrix of the interpolation. This problem is strongly related with the number and interval distance of monitoring vehicles. Other problem also lies in fitting curve of the bridge mode shapes. The bridge mode shapes in intact case can be approximated precisely with Lagrange’s and other basis functions. However, because the mode shapes in damage cases have spatially local changes, curve fitting performance may decrease in the damage case.

In STEP 4, the assumption of SVD that the modal responses have de-correlation should affect the estimation accuracy of mode shape.

---

Fig. 3.4.1 Vehicle and bridge model
Table 3.4.1 Properties for numerical simulation of VBI

(a) Vehicle properties

<table>
<thead>
<tr>
<th></th>
<th>Mass $(m_s)$</th>
<th>Damping $c_{s1}, c_{s2}$</th>
<th>Spring Stiffness $k_{s1}, k_{s2}$</th>
<th>Inertia $I$</th>
<th>Length $(L_1, L_2)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heavy vehicle</td>
<td>10000</td>
<td>74000</td>
<td>76000</td>
<td>90000</td>
<td>3.0</td>
</tr>
<tr>
<td>Measuring vehicles</td>
<td>Number $n + 1$</td>
<td>Mass $(m_i)$</td>
<td>Damping $(c_i)$</td>
<td>Spring Stiffness $(k_i)$</td>
<td>Natural Frequency $(f_V = \sqrt{k_i/m_i}/2\pi)$</td>
</tr>
<tr>
<td>Common</td>
<td>Run Speed $(v)$</td>
<td>Distance $(D)$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(b) Bridge properties

<table>
<thead>
<tr>
<th>Length $(L)$</th>
<th>Mass per length $(\rho A)$</th>
<th>Flexural Stiffness $(EI)$</th>
<th>1$^{st}$ $(f_1)$</th>
<th>2$^{nd}$ $(f_2)$</th>
<th>3$^{rd}$ $(f_3)$</th>
<th>4$^{th}$ $(f_4)$</th>
<th>5$^{th}$ $(f_5)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>30.0</td>
<td>3000</td>
<td>$1.56 \times 10^{10}$</td>
<td>3.96</td>
<td>15.75</td>
<td>34.98</td>
<td>61.15</td>
<td>93.64</td>
</tr>
</tbody>
</table>

(c) Road profile

<table>
<thead>
<tr>
<th>Name</th>
<th>ISO standard</th>
<th>$a$</th>
<th>$b$</th>
<th>$\xi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard</td>
<td>Extra Good</td>
<td>0.001</td>
<td>0.05</td>
<td>2.00</td>
</tr>
<tr>
<td>Rough</td>
<td>Good</td>
<td>0.0098</td>
<td>0.08</td>
<td>1.92</td>
</tr>
</tbody>
</table>

(d) Bridge state

<table>
<thead>
<tr>
<th>Name</th>
<th>Decreasing Ratio of Flexural Stiffness $EI$</th>
<th>Damage Location</th>
<th>Damage Width</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intact</td>
<td>0 %</td>
<td>$L/10$</td>
<td>$L/150$</td>
</tr>
<tr>
<td>Damage -20%</td>
<td>20 %</td>
<td>$L/4$</td>
<td>$L/30$</td>
</tr>
<tr>
<td>Damage -40%</td>
<td>40 %</td>
<td>$L/2$</td>
<td>$L/6$</td>
</tr>
<tr>
<td>Damage -60%</td>
<td>60 %</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Damage -80%</td>
<td>80 %</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The estimation accuracy of mode shape based on the proposed VO-BHM method is thought to be affected by these effective factors. Those effects are evaluated by MAC between the correct and estimated mode shapes.

Stochastic verification in which white noise is introduced to the measurements on the vehicle is performed to examine the feasibility of damage identification of this method based on MAC between basis and estimated mode shapes.

### 3.4.2. Results of Mode Shape Estimation

Fig. 3.4.3 shows examples of estimated and correct bridge mode shapes in STEP 4 of the indirect mode-shape-based VO-BHM. From these figures, the estimation accuracy depends on the vehicle number (= n + 1). For n = 3, 4 and 5, interval distance of monitoring vehicles is set to 0.5 (m), 2.0 (m) and 2.5 (m), respectively. The bridge damage is modeled as local decrease of flexural stiffness by 60% in the position of L/2. The width of damage section is 20 (cm) (= L/150). Solid and dot lines indicate estimated and correct mode shapes. From Fig. 3.4.3, it is confirmed that the proposed method can estimate bridge mode shape, especially in n = 3.

Next, Fig. 3.4.4 shows the estimation accuracy based on MAC between correct and estimated mode shapes. The number of monitoring vehicles is four. Thus, the order of mode shape is three. The ratios of flexural stiffness decreasing are 20%, 40%, 60% and 80%. The horizontal axis in this figure denotes the ratio of the decreased flexural stiffness to intact. Fig. 3.4.4 (a-1) and Fig. 3.4.4 (a-2) show MAC of the cases in which local damage is located in L/4 and L/2, respectively. Herein, the width of damage is 20 (cm). Adopted road profile is “Standard” shown in Table. 3.4.1 (c). From both them, the estimation accuracies are still very high when the width of local damage is limited, even if the damage severity is very large such as 80%. Fig. 3.4.4 (b-1) and Fig. 3.4.4 (b-2) show MAC of the cases in which relative larger damage is located in L/4 and L/2, respectively.
Herein, the width of damage is 1 (m). At these cases, on the other hand, the estimation accuracies decrease as the damage increase. It means that the proposed method cannot estimate bridge mode shape under the constant accuracy. Fig. 3.4.4 (c) shows MAC of a local damage case in which road profile is “Rough” shown in Table. 3.4.1 (c), in the same way. From comparison between the results of “Standard” and “Rough” road profile, the estimation accuracy depends on the road profile. Fig. 3.4.4 (d) also shows MAC of global damage case in the same way. Herein, the width of the global
Fig. 3.4.4 Estimation accuracy, damage location and severity

damage is 5(m). The estimation accuracy in this case decreases as the global damage increases.

From Fig. 3.4.4, the estimation accuracy depends on the damage width and severity and road profile. This means that larger changes are caused in the estimated mode shapes due to damage...
than changes of the correct mode shapes themselves.

The factors which affect the estimation accuracy are examined in more depth below.

3.4.3. Accuracy of the input estimation

Fig. 3.4.5 shows the input of the vehicle and the estimation by ISE and FRF methods. Blue, green and red lines denote correct input and the estimations by ISE and FRF methods, respectively. Fig. 3.4.5 (a) and Fig. 3.4.5 (b) show the input estimation results without and with white noise, respectively. The blue and green lines are perfect match for each other in Fig. 3.4.5 (a), while there are slight changes between them in Fig. 3.4.5 (b). It means that high precision can be obtained by ISE method. On the other hand, another method using FRF of which estimations are indicated by red lines does not show the same accuracy, especially in low frequency.

From these figures, the errors of estimations by method using ISE increase due to the noise, while the errors for FRF do not change. The reason of the low robustness of ISE method must lie in using two measurements to estimate one input signal at one time. However, using ISE is still superior to using FRF in aspect of accuracy because using ISE can avoid inverse problem of vehicle system identification.

3.4.4. Effect of ill-condition problem in inverse interpolation process

As the number of monitoring vehicles increases and/or the vehicular interval distance decreases, From Eq. (2.41), the \((i, j)\) element of the interpolation matrix \(N_i(t) = N_j(\bar{x}_i(t))\) approaches the \((i + 1, j)\) element for each other. At that case, ill-condition problem occurs in a process of inverse interpolation in STEP 3.

The degree of ill condition can be evaluated using condition number \(^{[10]}\). Herein, a liner function associated with the condition number of inverse interpolation is given by Eq. (2.37) and Eq.
(2.43) in the form.

\[ \tilde{y}(t) = N(t)\hat{y}(t) \]  

where \( \tilde{y}(t) \) and \( \hat{y}(t) \) are estimated bridge vibrations measured at moving and fixed points, respectively. \( \tilde{y}(t) \) can be obtained in STEP 2. The condition number is one of the indices for the rate of changes of the solution \( \tilde{y}(t) \) to the known term \( \hat{y}(t) \). Letting \( e(t) \) be the error in \( \tilde{y}(t) \), the ratio of relative error \( \kappa(t) \) in the solution \( \tilde{y}(t) \) to the error \( e(t) \) can be expressed by

\[
\kappa(t) = \frac{\|N(t)^{-1}e(t)\|}{\|\tilde{y}(t)\|} \\
\frac{\|e(t)\|}{\|\tilde{y}(t)\|} \\
= \frac{\|N(t)^{-1}e(t)\|}{\|N(t)^{-1}\tilde{y}(t)\|} \\
= \|N(t)^{-1}\| \cdot \|N(t)\|
\]

where \( \| \| \) denotes 2-norm. When \( \kappa(t) \) is large number, small error in the known term \( \tilde{y}(t) \) causes large error in the solution \( \tilde{y}(t) \). Thus, inverse number of \( \kappa(t) \) indicates the accuracy of interpolation.

Fig. 3.4.6 shows the inverse number of condition number of the Lagrange’s interpolation. Because the interpolation matrix is a time function, the condition number is also given in the form of a time function. Fig. 3.4.6 (a) shows the inverse number of condition number of \( N(t) \) in three cases which have different matrix size \( n \) and interval distance of monitoring vehicles \( d \). The horizontal axis denotes the position of the first monitoring vehicle. Fig. 3.4.6 (b) shows the minimum of the inverse number of condition number during the monitoring trailer system passing through the bridge. From Fig. 3.4.6 (b), it is cleared that the most significant factor is the size of interpolation function matrix. As the number of monitoring vehicles decreases and/or the interval
distance increases, the accuracy of converting bridge vibrations measured at moving points into those at fixed points.

3.4.5. Effect of the de-correlation of modal responses

Herein, to confirm the effect of road unevenness on the estimation accuracy, numerical simulations of VBI system are performed by applying eight kinds of road unevenness which have the same spatial frequency characteristics as Standard road profile. Four monitoring vehicles travel over the bridge. Their properties are shown in Table 3.4.1. The bridge damage is modeled as local decrease of flexural stiffness by 60% in the position of $L/10$. The width of damage section is $L/150$.

The estimation accuracy of mode shapes by the proposed method varies even in the same bridge state. Fig. 3.4.7 shows MAC between correct and estimated mode shapes in both intact and damage cases. Solid and dot lines denote MAC in the intact and damage cases, respectively. Blue, green and red lines denote first, second and third mode shapes. After damage is introduced, the estimation accuracy of mode shapes slightly changes.

From Eq. (2.49), the reason of the change in estimation accuracy of mode shape may be the change of de-correlation of the bridge modal response components $\bar{q}(t)$. SVD assumes orthogonality of not only mode shapes but also modal responses. However, in stationary vibration, modal responses are not always orthogonal. The orthogonality of time function $\bar{q}(t)$ can be translated to the de-correlation of $\bar{q}(t)$, and it also means that the matrix $\bar{q}(t)\bar{q}(t)^T$ is diagonal. Thus, to evaluate the de-correlation quantitatively, diagonalization degree of covariance matrix of bridge modal response components $\bar{q}(t)$ can be used.

Diagonalization degree of a matrix $\mathbf{M}$ can be described as

$$F(\mathbf{M}) = \sum_i \log m_{ii} - \log|\det \mathbf{M}|$$  (3.35)
where $m_{ij}$ is $(i,j)$ element of $M$. $F(M)$ becomes zero when $M$ is a diagonal matrix. To evaluate the de-correlation of bridge modal response components $\bar{q}(t)$, $M$ should be covariance of them described as

$$M = E[\bar{q}(t)\bar{q}(t)^T]$$

(3.36)

where $E[\ ]$ indicates an expected value. As $F(M)$ increases, the de-correlation of $\bar{q}(t)$ decreases.

Fig. 3.4.8 shows relations between de-correlation of $\bar{q}(t)$ and estimation accuracy of mode shape based on the indirect VO-BHM. The horizontal axis denotes the correlation. The estimation accuracies by the proposed method are evaluated by MAC between correct and estimated mode shape matrix. The vertical axis denotes the average between the MAC values of first and third mode shapes. Blue and red dots indicate the results in intact and damage cases. Numbers ranging from 1 to 8 in Fig. 3.4.8 indicate the road profile number. In the same figure, regression lines are also plotted for intact and damage cases. From Fig. 3.4.8, MAC increases as the correlation decreases. It is also confirmed that MAC values of damage cases tend to be below those of intact cases. However, MAC value of an intact case is not always below that of the damage case for same road profile.

The results about de-correlation mean that the performance of SVD itself strongly depends on the degree of de-correlation of decomposed signals. On the other hand, changes of estimation accuracy between intact and damage cases under the same road profile do not have same tendency. For example, MAC of road profile “1” increases due to damage, while that of road profile “5” decreases.
3.4.6. Effect of the fitting performance of interpolation

Curve fitting in STEP 3 may also affect the accuracy of mode shape estimation. To confirm fitting performances of the interpolation matrices based on Lagrange's, Cardinal sine and trigonometric functions, the stationary vibration simulation is performed. Herein, the monitoring vehicles are the same with those in the former coupled vibration simulation. The number of monitoring vehicles travelling over the bridge is four which means the maximum order of estimated mode shape is three. In this numerical simulation, stationary responses are generated to the bridge regardless of vehicle contact forces. The monitoring vehicles observe only identical bridge response components $q(t)$ which are de-correlative in any case even between intact and damage cases. Thus, damage changes only mode shapes of the bridge. Although discrete mode shape may not change well after damage introduced, fitting error by interpolation for mode shape function has been accumulated during passing of the vehicles.

Fig. 3.4.9 shows the fitting accuracies of Lagrange, Cardinal sine and trigonometric interpolations for the first order mode shapes. In this verification, bridge local damage is modeled as decrease of the flexural stiffness in the position of $L/4$ and $L/2$ shown in Fig. 3.4.9 (a) and Fig. 3.4.9 (b), respectively. Damage width is 1 (m). The horizontal lines indicate decrease ratio of flexural stiffness in the damage section. In these figures, mode shapes are varied by introducing damage of local flexural stiffness decreasing. Blue, green and red lines indicate the estimation accuracy of Lagrange, Cardinal sine and trigonometric interpolations, respectively. From Fig. 3.4.9, the fitting accuracy with Lagrange's basis functions tends to be increased slightly first and decreased precipitously after by the ratio of 80%. Cardinal sine function is very sensitive to small damage. The estimation accuracies both of Cardinal sine and trigonometric functions are always below those of Lagrange’s functions.
3.4.7. Damage Identification Accuracy

Finally, the applicability of this method to damage detection is examined by stochastic verification. All measurements include white noise which affects every step. The amplitude of noise is 1% of the maximum amplitude in each measurement. In other words, the white noise is introduced to both of acceleration response and relative displacements measured on the monitoring vehicles passing over the bridge. The assumed number of measuring points \( n \) equals three. The damage is modeled as decrease of flexural stiffness in the position of \( L/2 \). The width of damage is \( L/30 \). Road profile is “Standard”.

Fig. 3.4.10 shows probability distribution of MAC value between estimated and “intact” mode shapes. For actual inspection to detect damage, because the correct damaged mode shape may be unknown, MAC values should be calculated by using basis mode shapes. If the intact mode shape is unknown, you can set any basis mode shape, such as sine curve.

It is expected that MAC of the proposed method tends to be decreased or increased as the damage increased. However, the probability distributions of MAC change very slightly. From this result, it is cleared that the structural changes due to local damage are too small to be detected by the indirect mode-shape-based VO-BHM method. The robustness of this method against white noise is very low. The reason of the low robustness lies in the error accumulation, because the interpolation and SVD themselves in STEP 3 and 4 can demonstrate high performance to convert signals in this method. On the other hand, errors included in measurements are accumulated in each step.

Thus, in this study, the third method, direct mode-shape-based VO-BHM method in which the same interpolation is applied directly to vehicle acceleration, is proposed to overcome this problem about robustness and to identify bridge damage.
3.5. Verification of Direct VO-BHM based on Bridge Mode Shapes

3.5.1. Basic Assumption

The last method verified in this chapter is direct VO-BHM based on bridge mode shape. This method applies interpolation directly to vehicle acceleration responses. Bridge mode shape itself does not change well, but estimation accuracy may be affected significantly by damage. It means that the estimation results of mode shape are also feasible for damage identification. This method can be categorized into two kinds: First one uses inverse interpolation matrix which is same with the indirect method above-mentioned. In the verification of this method, the de-correlation of bridge response components $\sigma(t)$ and the error term $\varepsilon(t)$ in Eq. (2.54) must be confirmed because of the applicability of SVD. The second method uses transpose matrix of interpolation, instead of the inverse matrix. In the same way, in the verification of the second method, the de-correlation of bridge response components $\tau(t)$ and the error term $\varepsilon(t)$ in Eq. (2.64) must be examined. To examine the effect of error terms, road profile and mass of the vehicle are varied. Monitoring vehicle is modeled as a half-car shown in Fig. 3.5.1. The properties of numerical simulation models are shown in Table 3.5.1. White noise is added to the vehicle acceleration responses. The amplitude of the noise is 1% of the maximum amplitude of the vehicle acceleration responses.

3.5.2. Verification of $N^{-1}$-based method

Herein, the mode shapes are estimated in two discrete points by the proposed method. Thus, letting them be $x$ and $y$, respectively, they can be plotted on 2-D graph. The first mode shape estimated by the direct method using inverse interpolation matrix is shown in Fig. 3.5.2. In this figure, the mode shape is normalized under $x^2 + y^2 = 1$. Left and right figures in Fig. 3.5.2 are overall and close-up views, respectively. There are 10 same colored dots which vary on the unit

---

Fig. 3.5.1 Vehicle and bridge model
Table 3.5.1 Model setup of the numerical simulation for curvature estimation verification

(a) Vehicle properties

<table>
<thead>
<tr>
<th>Sprung-mass</th>
<th>Mass (kg)</th>
<th>$m_s$</th>
<th>18000</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Damping (kg/s)</td>
<td>$c_{s1}, c_{s2}$</td>
<td>10000</td>
</tr>
<tr>
<td></td>
<td>Spring Stiffness (kg/s^2)</td>
<td>$k_{s1}, k_{s2}$</td>
<td>1000000</td>
</tr>
<tr>
<td></td>
<td>Inertia</td>
<td>$I$</td>
<td>65000</td>
</tr>
<tr>
<td></td>
<td>Length (m)</td>
<td>$L_1, L_2$</td>
<td>1.875</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Unsprung-mass</th>
<th>Mass (kg)</th>
<th>$m_{u1}, m_{u2}$</th>
<th>1100</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Damping (kg/s)</td>
<td>$c_{u1}, c_{u2}$</td>
<td>30000</td>
</tr>
<tr>
<td></td>
<td>Spring Stiffness (kg/s^2)</td>
<td>$k_{u1}, k_{u2}$</td>
<td>3500000</td>
</tr>
<tr>
<td></td>
<td>Run Speed (m/s)</td>
<td>$v$</td>
<td>10.0</td>
</tr>
</tbody>
</table>

(b) Bridge properties

<table>
<thead>
<tr>
<th>Length (m)</th>
<th>Mass per length $(\text{kg/m})$</th>
<th>Flexural Stiffness $(\text{Nm})$</th>
<th>$E^1 I$</th>
<th>$f_1$ (Hz)</th>
<th>$f_2$ (Hz)</th>
<th>$f_3$ (Hz)</th>
<th>$f_4$ (Hz)</th>
<th>$f_5$ (Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>30.0</td>
<td>3000</td>
<td>$1.56 \times 10^{10}$</td>
<td>3.96</td>
<td>15.75</td>
<td>34.98</td>
<td>61.15</td>
<td>93.64</td>
<td></td>
</tr>
</tbody>
</table>

(c) Road profile

<table>
<thead>
<tr>
<th>Name</th>
<th>ISO standard</th>
<th>$a$</th>
<th>$b$</th>
<th>$\xi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5-Extra Good</td>
<td>Extra Good</td>
<td>0.001</td>
<td>0.05</td>
<td>2.00</td>
</tr>
<tr>
<td>6-Good</td>
<td>Good</td>
<td>0.003</td>
<td>0.02</td>
<td>2.50</td>
</tr>
<tr>
<td>7-Standard</td>
<td>Standard</td>
<td>0.0098</td>
<td>0.08</td>
<td>1.92</td>
</tr>
</tbody>
</table>

(d) Bridge state

<table>
<thead>
<tr>
<th>Name</th>
<th>Decreasing Ratio of Flexural Stiffness $E^1 I$</th>
<th>Damage Location</th>
<th>Damage Width</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intact</td>
<td>0 %</td>
<td>$L/10$</td>
<td>$L/150$</td>
</tr>
<tr>
<td>Damage -20%</td>
<td>20 %</td>
<td>$L/4$</td>
<td>$L/30$</td>
</tr>
<tr>
<td>Damage -40%</td>
<td>40 %</td>
<td>$L/2$</td>
<td>$L/6$</td>
</tr>
<tr>
<td>Damage -60%</td>
<td>60 %</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Damage -80%</td>
<td>80 %</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Fig. 3.5.2 Estimation results of mode shape when the vehicle speed = 10 (m/s) and mass = 1 (t)

(a) Road profile = Extra Good, Damage location = \( L/10 \) and Damage width = 1 (m) (= \( L/30 \))

(b) Road profile = Good, Damage location = \( L/10 \) and Damage width = 1 (m) (= \( L/30 \))

(c) Road profile = Standard, Damage location = \( L/10 \) and Damage width = 1 (m) (= \( L/30 \))
circle due to white noise. Blue and other color dots denote the estimated first mode shapes in intact and damage cases. Fig. 3.5.2 (a), Fig. 3.5.2 (b) and Fig. 3.5.2 (c) shows the estimated mode shapes in the cases using “Extra-Good”, “Good” and “Standard” road roughness. Damage is located in $L/10$ and the damage width is 1 (m) (= $L/30$). From these figures, change due to damage in estimated mode shape is larger than that due to noise.

This tendency can be confirmed in other damage cases. Fig. 3.5.4 shows comparisons of the estimated first mode shape in different damage locations. Herein, damage width is 20 (cm) (= $L/150$).

The changes of estimated mode shape can be caused by the changes of the de-correlation of bridge response components $\sigma(t)$ and/or error term $\varepsilon(t)$. Their correlation degrees evaluated by Eq. (3.35) are shown in the Fig. 3.5.4. Herein, damage is located in $L/10$ and the damage width is
1 (m) (= L/30). Road unevenness is “Extra Good”. Fig. 3.5.4 (a) and Fig. 3.5.4 (b) show correlations of $\sigma(t)$ and $\varepsilon(t)$, respectively. From these figures, change of the de-correlation of the bridge response components $\sigma(t)$ due to local damage affects the SVD process significantly. Thus, the estimated mode shape changes well between before and after damage introduced.

3.5.3. Verification of $N^T$-based method

Next, the other method which uses transposed interpolation matrix $N^T$ instead of $N^{-1}$ is examined in the same way with 3.5.2.

Fig. 3.5.6 shows the first mode shapes estimated by this $N^T$-based method. Damage is located in $L/10$ and the damage width is 1 (m) (= L/30). The vehicle acceleration responses include 1% white noise. From this figure, it can be confirmed that the estimations depend on the road profile, significantly. By comparing between Fig. 3.5.2 and Fig. 3.5.5, changes of the first mode shape estimated by the $N^T$-based method tend to be larger than those by $N^{-1}$-based method. Fig. 3.5.6 shows comparisons of the estimated first mode shape in different damage locations. Herein, the damage width is 20 (cm) (= L/150). From these figures, by using the $N^T$-based method, it is confirmed a tendency in which damage change in estimated first mode shape is larger than that by the $N^{-1}$-based method. Especially, changes due to the local damage of which width is 20 (cm) and located in $L/10$ close to the bridge support can be observed in Fig. 3.5.7 (a).

Fig. 3.5.8 shows the de-correlation of bridge response components $\tau(t)$ and error term $\varepsilon(t)$. From this figure, changes of mode shapes estimated by the $N^T$-based method are caused by changes both of bridge response components $\tau(t)$ and error term $\varepsilon(t)$.

3.6. Summary of This Chapter

In this chapter, numerical simulations which use rigid-spring and FEM models as vehicles and bridge are performed to verify three proposed methods: Curvature-based and indirect and direct Mode-Shape-based VO-BHM methods.

First, Curvature-based VO-BHM method can detect damage location based on the wavelet coefficient of measured vehicle acceleration response. The advantages of this method lie in the capability of detecting damage location and usability in which only vehicle acceleration is required.

Second, indirect Mode-Shape-based VO-BHM method does not have feasibility in damage identification due to the low robustness against noise included in measurements. The demerit of this method is to require many data: vehicle acceleration responses, relative displacement between vehicle body and road surface and vehicle position. The noise included measurements affects the estimation more significantly than damage does. On the other hand, in the examinations about
(a) Road profile = Extra Good, Damage location = \( L/10 \) and Damage width = 1 (m) (= \( L/30 \))

(b) Road profile = Good, Damage location = \( L/10 \) and Damage width = 1 (m) (= \( L/30 \))

(c) Road profile = Standard, Damage location = \( L/10 \) and Damage width = 1 (m) (= \( L/30 \))

Fig. 3.5.6 Estimation results of mode shape when the vehicle speed = 10 (m/s) and mass = 1 (t)
effective factors, interpolation in STEP 3 of this method can estimate bridge mode shape, accurately.

Third, direct Mode-Shape-based VO-BHM method is verified to show high feasibility of damage identification. This method can be categorized into two kinds: $\mathbf{N}^{-1}$-based and $\mathbf{N}^T$-based methods. They also show high feasibility of damage identification. The effect of 1% noise is smaller than the effect of local damage on the result.

Below, only Curvature-based and direct Mode-Shape-based VO-BHM methods are applied to experimental data. Note that vehicle position must be measured on the vehicle, but in experiment, the position is measured on the bridge.
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Chapter 4. Experimental Verification in Laboratory

4.1. General Remarks

In this chapter, the proposed methods are examined by laboratory experiment. The main purpose of laboratory experiment is to verify the uncertainties including noise in measurements, bump effect and errors caused by unknown noise which has different characteristics from white noise.

First, the preliminary investigation based on bridge vibration is presented. In the preliminary investigation, the dynamic feature of the bridge system can be confirmed. Then, to verify the proposed methods, wavelet coefficient and mode shape are estimated by the proposed methods.

To detect bridge damage, the proposed methods estimate the spatial characteristics of bridge dynamic behaviors as curvature or mode shape, in this study. By the verification in numerical simulations, it is confirmed that the proposed methods can identify bridge damage under practical conditions. The wavelet coefficient of the vehicle acceleration indicates damage location accurately because it is a non-linear function of the bridge curvature which is a sensitive index to damage. The estimation accuracies of mode shapes based on the proposed methods are often stable to same measuring situations. The mode shape itself does not change even after serious damage introduced. However, the damage, even if it is local and caused at edge location, affects the estimation more significantly than white noise. It means that estimated mode shape can be used for damage index. Thus, in this verification, the Curvature-based and Mode-Shape-based VO-BHM methods are applied to vehicle data. In Mode-Shape-based VO-BHM method, interpolation matrix converts vehicle acceleration directly.

To compare the effect of uncertainty with the index change due to damage, same run scenarios are performed for different damage cases. Used vehicle model is designed to behave in a similar way of a half-car model. To examine accidental factors, bumps are introduced on the vehicle pathway over the bridge.

4.2. Experimental Setup

In this study, a vehicle running laboratory experiment \cite{1-3} is performed to evaluate the vehicle-bridge interaction (VBI) system. The experiment setup is summarized in Fig. 4.2.1. The bridge model is H-girder with a height of 66.8 (mm) and damage as shown in Fig. 4.2.1 is introduced by cutting 5 (mm), 10 (mm) and 15 (mm) on the damage section. Fig. 4.2.2 shows Road
unevenness is made by referring an actual road roughness data. The bumps are also introduced on the pathway as shown in Fig. 4.2.2. During the experiment, three different vehicle models are considered: V1, V2 and V3, of which the natural frequencies for the bounce motion are changeable using a different set of mass and spring. Each vehicle model runs at three different speed, S1, S2 and S3. These scenarios are summarized in Table 2.3.1. The vehicle model ran 5 times for each scenario. The observation points for acceleration responses of the bridge are located in 1/4, 1/2, 3/4 of the span length. For vehicle model, on the sprung-mass at the front axle, the sprung-mass at the rear axle and the unsprung-mass at the front axle, sensors are installed to measure vertical acceleration responses. In Table 2.3.1 (c), the natural frequency for each case, which is obtained by extracting a peak of Fourier spectrum of the bridge’s free vibration, is also shown. By using the free vibration, the
Table 4.2.1 Experiment scenario

<table>
<thead>
<tr>
<th>Name</th>
<th>Mass (kg)</th>
<th>Frequency (Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>V1</td>
<td>21.4</td>
<td>2.93</td>
</tr>
<tr>
<td>V2</td>
<td>21.4</td>
<td>3.71</td>
</tr>
<tr>
<td>V3</td>
<td>25.9</td>
<td>2.93</td>
</tr>
</tbody>
</table>

(b) Run scenario

<table>
<thead>
<tr>
<th>Name</th>
<th>Speed (m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>0.93</td>
</tr>
<tr>
<td>S2</td>
<td>1.16</td>
</tr>
<tr>
<td>S3</td>
<td>1.63</td>
</tr>
</tbody>
</table>

(c) Damage scenario

<table>
<thead>
<tr>
<th>Name</th>
<th>Cut height (mm)</th>
<th>Natural frequency (Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>D0</td>
<td>0</td>
<td>2.66, 10.6, 23.8</td>
</tr>
<tr>
<td>D1</td>
<td>5</td>
<td>2.61, 10.5, 23.3</td>
</tr>
<tr>
<td>D2</td>
<td>10</td>
<td>2.57, 23.0</td>
</tr>
<tr>
<td>D3</td>
<td>15</td>
<td>2.51, 22.6</td>
</tr>
</tbody>
</table>

Table 4.2.2 Experimental bridge model

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Span length</td>
<td>5400 (mm)</td>
</tr>
<tr>
<td>Young's modulus</td>
<td>$2.1 \times 10^5$ (N/cm$^2$)</td>
</tr>
<tr>
<td>Unit weight</td>
<td>$7.8 \times 10^{-2}$ (N/cm$^2$)</td>
</tr>
<tr>
<td>Area of section</td>
<td>65.43 (cm$^2$)</td>
</tr>
<tr>
<td>Moment of inertia of Area</td>
<td>57.48 (cm$^4$)</td>
</tr>
</tbody>
</table>

slightly shifts of eigen-frequencies due to damage can be confirmed.

4.3. Dynamic Behaviors of Bridge and Vehicle

4.3.1. The feature of bridge responses

Fig. 4.3.1 shows the acceleration responses at the span of the bridge model for the case of V1S1D0 in which the vehicle model “V1” runs at speed of “S1” (0.93 m/s) through over the intact bridge model “D0”. Measurements in three times of five runs are shown in this figure. Fig. 4.3.1 (a) and Fig. 4.3.1 (b) show the acceleration responses and those power spectra in the case of V1S1D0, respectively. The horizontal axis of Fig. 4.3.1 (a) denotes the position of the vehicle model. From
Fig. 4.3.1 Acceleration responses observed at the middle of the span in the case of V1S1D0

Fig. 4.3.2 Comparison of the induced vibrations for V1S1D0 with V1S1D1 and V1S1D3

Fig. 4.3.1 (a), it can be observed that the acceleration responses of the bridge model show high repeatability in spatial domain. Fig. 4.3.1 (b) shows the power spectra of the bridge acceleration responses by Fourier’s transform. The power spectra are calculated by the bridge acceleration data only during the vehicle passing on the bridge. It means that peaks in these spectra are just predominant frequencies and may not correspond to bridge eigen-frequencies exactly.

Fig. 4.3.2 shows comparison of bridge responses between the intact (“D0”) and damage cases (“D1” and “D3”) during the vehicle passing through the bridge section. The bridge acceleration responses are measured at the center of span. Fig. 4.3.2 (a) and Fig. 4.3.2 (b) show the measured bridge acceleration responses and their power spectra, respectively. Blue, green and red lines denote “D0”, “D1” and “D3”. In Fig. 4.3.2 (a), the horizontal axis indicates the position of the front axle of the vehicle, and yellow box denotes the damaged section. From Fig. 4.3.2 (a), the small changes of the amplitudes between “D0”, “D1” and “D3” can be still observed in time domain. From Fig. 4.3.2 (b), it can be seen that the peaks in the power spectra correspond to the predominant frequencies identified in Fig. 4.3.1 (b).
Fig. 4.3.3 Comparison of the induced vibrations for V1S3D0 with V1S3D1 and V1S3D3

(b), it can be observed that the second predominant frequency around 20 (Hz) decreases slightly as the damage increases from “D0” to “D3”. Fig. 4.3.3 and Fig. 4.3.4 show bridge acceleration responses and their power spectra in the cases of “V1S3” and “V1S4”, respectively. From these figures, the bridge responses also show slightly changes of the predominant frequencies due to damage. The amplitudes of second dominant peaks tend to become larger, as the damage increases. But, this tendency is not always confirmed. For example, in Fig. 4.3.3 (b), although the green line denotes the most serious damage case, its amplitude is not larger than others. It means that there is difficulty in using amplitude-based indices for damage detection even in frequency domain.

Nonetheless, from Fig. 4.3.4, both of the amplitude and predominant frequencies change and shift distinctively in a certain rate. It means the probability of the damage detection based on dominant power and predominant frequency.
4.3.2. The vehicle responses

Herein, the feature of vehicle acceleration responses both in spatial and frequency domain is confirmed. Because the bridge vibration changes slightly in frequency domain, the vehicle vibration can be also expected to change as damage increases.

Fig. 4.3.5 shows the acceleration responses in the case of “V1S1D0” both in spatial and frequency domain. The measurements are vehicle accelerations of the sprung-mass at the front axle, the sprung-mass at the rear axle and the unsprung-mass at the front axle. Measurements in three times of five runs are shown in this figure. In this experiment, because the vehicle runs at the constant speed by motor, the time can be converted to the vehicle position. From Fig. 4.3.5 (a-1) and Fig. 4.3.5 (b-1), high repeatability can be also observed in vehicle acceleration responses of the sprung-mass both at the front and rear axles in spatial domain. From Fig. 4.3.5 (a-2) and Fig. 4.3.5 (b-2), the same tendency can be observed in frequency domain. The predominant frequencies and the amplitude of peaks are very similar for each other. On the other hand, from Fig. 4.3.5 (c-1) and Fig. 4.3.5 (c-2), there is not high repeatability in the acceleration responses of the unsprung-mass at the front axle both in spatial and frequency domain.

In Fig. 4.3.5, the sprung-mass responses include the sharp peaks. These peaks are caused by the bumps on the road unevenness. Variation of peaks at the same position tends to be larger than other vibrations. It may be caused by sensor accuracy. This means that noise amplitude included in acceleration measurements may depend on the amplitude, and the accidental factors such as bumps and other impacts may affect the accuracy.

Next, the differences of vehicle acceleration responses between intact (D0) and damage cases (D1 and D3) are confirmed. Fig. 4.3.6 shows time histories and power spectra on the vehicle responses. The measurements in this figure are the acceleration responses of the sprung-mass at the front axle, the sprung-mass at the rear axle and the unsprung-mass at the front axle of the vehicle. Fig. 4.3.6 (a-1), (b-1) and (c-1) shows acceleration responses of them, while Fig. 4.3.6 (a-2), (b-2) and (c-2) shows corresponding power spectra. The shown scenario in this figure is V1S1. Blue, green and red lines denote the case “D0”, “D1” and “D3”, respectively. By the same way with Fig. 4.3.5, the horizontal axis in Fig. 4.3.6 (a-1), (b-1) and (c-1) is converted from time domain to spatial domain. Yellow boxes in these figures denote the damaged section. The vehicle acceleration responses show the high repeatability even though in comparison between before and after damage in sprung-mass responses. Amplitudes of vehicle acceleration responses in spatial domain increase, as the damage increases from “D0” to “D3”. This tendency can be observed especially in the peaks. On the other hand, from Fig. 4.3.6 (a-2) and (b-2), the power of the vehicle responses becomes larger in high frequency domain. Predominant frequencies of the sprung-mass accelerations do not change well, while those of the unsprung-mass accelerations slightly change. In the power spectra of the unsprung-mass responses, it can also observed that the distribution shifts and changes especially in the high frequency domain.
(a-1) Acceleration of sprung-mass at the front axle

(a-2) Power spectrum of sprung-mass at the front axle

(b-1) Acceleration responses of sprung-mass at the rear axle

(b-2) Power spectrum of sprung-mass at the rear axle

(c-1) Acceleration responses of unsprung-mass at the front axle

(c-2) Power spectrum of unsprung-mass at the front axle

Fig. 4.3.5 Vehicle dynamic behaviors for V1S1D0
Fig. 4.3.6 Vehicle dynamic behaviors for VISI
4.4. Verification for the proposed methods

4.4.1. Curvature-based VO-BHM

Herein, Curvature-based VO-BHM methods are examined. To verify the proposed method, continuous wavelet transform (CWT) is applied to the acceleration responses of the sprung-mass and unsprung-mass of the vehicle model. The power of wavelet coefficient for vehicle acceleration response is a non-linear function of bridge curvature which may change due to damage. In this verification, the mother wavelet is the complex Gaussian wavelet. Because the sampling frequency is 100 (Hz), scale of the mother wavelet is set to 2 and 10, which correspond to 25 (Hz) and 5 (Hz), respectively.

Fig. 4.4.1 shows the power of the wavelet coefficient of the vehicle responses for V1S1 run scenarios. The blue, red and green lines denote the intact case "D0" and damage cases "D1" and
"D3". The horizontal axis indicates the position of the front axle of the vehicle. Fig. 4.4.1 (a-1) and (b-1) show the wavelet coefficients of the front and rear axles, respectively, at the scale of 2. Fig. 4.4.1 (a-2) and (b-2) also show the wavelet coefficients of the front and rear axles, respectively, at the scale of 10. The variation of the power at peaks tends to be larger in this figure, especially in the unsprung-mass. Although the results of the numerical simulations show the high probability of the curvature estimation in low scale CWT, the difference between intact and damage cases in experimental results are not clear. Because there are many peaks, it is difficult to extract only peaks due to damage from others. In this experiment, bumps are introduced to the road unevenness. The wavelet coefficients have many peaks at the bump positions.

Next, wavelet coefficients of acceleration responses measured in the unsprung-mass at the front axle of vehicle are shown in Fig. 4.4.2, for other run scenarios. The horizontal axis denotes the position of the front axle of the vehicle. Yellow boxes indicate the damaged section. From these figures, it is difficult to identify damage location because there are many peaks in other intact

![Graphs showing wavelet coefficients](image)

Fig. 4.4.2 Power of wavelet coefficients of unsprung-mass acceleration responses at the scale of 2
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section. From these figures, the peaks occur at the time when the front and rear axles pass over bumps.

In this experiment, many peaks in the wavelet coefficients are identified, and most of them may be caused by the impact of bump. Then, it is difficult to distinguish the peaks of damage from those of bumps.

4.4.2. Mode-Shape-based VO-BHM

Herein, the direct Mode-Shape-based VO-BHM is also verified by laboratory experiment. The used measurements are sprung-mass vertical accelerations at the front and rear axles of the vehicle model. The objective time range is from when the front axle enters into the bridge span to when the rear axle leaves out. N⁻¹-based method is adopted for VO-BHM.

Fig. 4.4.3 shows estimated mode shapes. In this figure, red lines indicate the estimation based on the proposed VO-BHM method, while blue lines indicate the mode shapes estimated by singular value decomposition (SVD) of bridge accelerations, which is BO-BHM. There are three observation points on the bridge. Fig. 4.4.3 (a-1), (a-2) and (a-3) show the results in the cases of “V1S1” between “D0”, “D1” and “D3”, while Fig. 4.4.3 (b-1), (b-2) and (b-3) show the same in the cases of “V2S1”. By comparison between “V1” and “V2” under same run speed, similar mode shapes are obtained when using bridge acceleration. On the other hand, when using vehicle data, there is difference between “V1” and “V2” even under same run speed. It means that it is important to estimate mode shape under same condition for VO-BHM method. From these figures, estimation errors of VO-BHM obviously vary, as the damage increases. The de-correlation of the decomposed bridge components may change due to damage or accidental factors such as bumps.

The mode shapes estimated by the proposed VO-BHM method can be plotted on 2-D graph, because each of them insists only in two values. Fig. 4.4.4 show the estimated mode shapes for each bridge state in all cases. Amplitudes of mode shapes in this figure are normalized in the same way of numerical verification, in which $x^2 + y^2 = 1$ where $x$ and $y$ denote the values of each mode shape. Black dot circle indicate this unit circle in this figure. Blue, green, red and black dot lines indicate the average angles of the plotted mode shapes for each case, “D0”, “D1”, “D2” and “D3”. The average of estimated mode shape angles changes clearly. However, the variations of them in each case are much larger than their changes between intact and damage cases.

In this experiment, the mode shapes are estimated based on Eq. (2.57). Estimated mode shapes by proposed VO-BHM method are similar to those estimated by SVD of bridge accelerations. The proposed method can estimate bridge mode shapes roughly. But, the variations of the results are larger than the changes due to damage. It may be caused by variation of peaks observed in spatial domain. Amplitudes of peaks observed in spatial domain vary widely due to bumps. This may affect significantly on the estimation results.
Fig. 4.4.3 Mode shapes estimated by using vehicle responses and bridge responses
4.5. Summary of this chapter

In this chapter, the experimental verification is performed by vehicle and bridge model. Three kinds of vehicle run through the bridge model at the three different speeds. Bridge damage is introduced by cutting a part of girder.

In this experiment, difference between intact and damage cases is observed. Acceleration responses and their power spectra both of vehicle and bridge have the high repeatability in each case. But, only for unsprung-mass acceleration of the vehicle, the repeatability is low. It means that there are significant accidental factors which affect differently in each run. In this experiment, the accidental factor is bump introduced on the bridge model. Bumps affect the acceleration significantly...
and increase the variation of peaks. However, bumps also excite the vehicle and bridge very well, and it can be confirmed that the predominant frequencies of the bridge shift as the damage increases in this experiment. In power spectra of the unsprung-mass accelerations in high frequency domain, changes of the predominant frequencies can be also observed.

In the verification of Curvature-based VO-BHM method, the variation of the wavelet coefficient of the vehicle responses is much larger than changes due to damage, because the bump affects the high frequency domain.

In the verification of Mode-Shape-based VO-BHM method, it is cleared that this method can estimate the bridge mode shape roughly, but the accuracy of this method may be not enough to identify bridge damage, because the variation of mode shapes is much larger than their changes caused by the damage.
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Chapter 5. Field Experiment

5.1. General Remarks

Bridge health monitoring (BHM) based on vibration measurements has been intensively studied to secure bridge safety. Existing studies\(^1\)\(^2\)\(^3\) show the feasibility of detecting bridge damages from changes of dynamic parameters focusing on change of modal frequencies, damping and mode shapes. Most of the studies, however, investigate the feasibility of the vibration-based BHM by means of numerical simulations\(^4\) and laboratory experiments\(^5\), while verifying the validity of the BHM for real bridges is a crucial technical issue. Bridge owners often request data to prove the feasibility for real-world problems when they consider implementation of BHM. Damage experiments on real bridges, however, are generally not allowed by bridge owners from the point of view on public safety, despite of increasing needs of BHM especially for short span bridges. How to vibrate short span bridges effectively is one of important factors in realizing BHM. Traffic-induced vibration experiment on real bridges before and after applying damage, therefore, is very meaningful within the context of BHM to real-world applications. This dissertation presents a damage experiment on a real bridge which is planned to be removed. This section presents a summary of the field damage experiment and verifies the proposed method.

The proposed Curvature-based and direct Mode-Shape-based methods are applied to vehicle acceleration responses. Although the position of the vehicle must be measured in the inspection, it is measured by photoelectric sensors installed on the bridge. In future, it is expected to be measured accurately by GPS system.

5.2. Experimental Setup

The field experiment\(^6\) is conducted on a steel cantilever truss bridge which is planned to be removed. The bridge comprises 9 spans as shown in Fig. 1, and the 5th span is the monitored span of which length is about 65m. Fig. 5.2.1 shows an overview of the field experiment: Sensors deploying map is shown in Fig. 5.2.2; Fig. 5.2.3 shows the cross sectional view of the bridge with vehicle

Fig. 5.2.1 Elevation view of bridge
Fig. 5.2.2 Sensor deployment, plan and elevation view

Fig. 5.2.3 Cross sectional view and vehicle loading

Fig. 5.2.4 Damage installation steps

Fig. 5.2.5 Truck model
path; and Fig. 5.2.4 shows how to apply damage. Bridge sensors are arranged closely around the damage member. The diagonal tension member located in L/3 is cut as an artificial damage as shown in Fig. 5.2.4 in which the red colored truss member indicates the damaged member.

Fig. 5.2.5 shows the vehicle outline and sensor deploying map of the vehicle. Axle loads of the passing vehicle are summarized in Table 5.2.1. Experimental scenarios are shown in Table 5.2.2. The identical vehicle is used in the two days experiment, but the vehicle weights are slightly different because location of the load block on the vehicle is slightly changed. Four sensors are mounted on the vehicle to measure vibrations of bounce and axle hop motions at the front and rear axles. To synchronize two independent data loggers on the vehicle and bridge, pulse signals are transmitted to both data loggers at the same time. Photoelectric switches mounted on the entrance, span center and end of the span are used to estimate location and average speed of the passing vehicle. Table 5.2.1 shows planned and measured vehicle speed. Photo 5.2.1 shows photographs of the field experiment.

### Table 5.2.1 Vehicle weight

<table>
<thead>
<tr>
<th></th>
<th>First day</th>
<th></th>
<th></th>
<th></th>
<th>Second day</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Front</td>
<td>Rear 1</td>
<td>Rear 2</td>
<td></td>
<td>Front</td>
<td>Rear 1</td>
<td>Rear 2</td>
<td>Total</td>
</tr>
<tr>
<td>Left</td>
<td>41.7</td>
<td>47.8</td>
<td>35.8</td>
<td></td>
<td>41.9</td>
<td>47.7</td>
<td>37.0</td>
<td></td>
</tr>
<tr>
<td>Right</td>
<td>45.7</td>
<td>48.1</td>
<td>34.1</td>
<td>Total</td>
<td>45.9</td>
<td>49.7</td>
<td>36.2</td>
<td>total</td>
</tr>
<tr>
<td>Total</td>
<td>87.4</td>
<td>95.9</td>
<td>69.9</td>
<td>253</td>
<td>87.8</td>
<td>97.4</td>
<td>73.2</td>
<td>258</td>
</tr>
</tbody>
</table>

(Unit: kN)

### Table 5.2.2 Experiment scenarios

<table>
<thead>
<tr>
<th>Bridge state</th>
<th>Run speed (km/h)</th>
<th>Vehicle weight (kN)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>Front</td>
<td>Rear 1</td>
</tr>
<tr>
<td>Intact</td>
<td>1&lt;sup&gt;st&lt;/sup&gt;</td>
<td>1&lt;sup&gt;st&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>2&lt;sup&gt;nd&lt;/sup&gt;</td>
<td>2&lt;sup&gt;nd&lt;/sup&gt;, 3&lt;sup&gt;rd&lt;/sup&gt;</td>
</tr>
<tr>
<td>Damage</td>
<td>1&lt;sup&gt;st&lt;/sup&gt;, 2&lt;sup&gt;nd&lt;/sup&gt;, 3&lt;sup&gt;rd&lt;/sup&gt;</td>
<td>1&lt;sup&gt;st&lt;/sup&gt;, 2&lt;sup&gt;nd&lt;/sup&gt;, 3&lt;sup&gt;rd&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

### Table 5.2.3 Planned and measured vehicle speed

<table>
<thead>
<tr>
<th>Run Case</th>
<th>Run speed (km/h)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Planned</td>
</tr>
<tr>
<td>Intact 1&lt;sup&gt;st&lt;/sup&gt;</td>
<td>40.0</td>
</tr>
<tr>
<td>Intact 2&lt;sup&gt;nd&lt;/sup&gt;</td>
<td>40.0</td>
</tr>
<tr>
<td>Intact 3&lt;sup&gt;rd&lt;/sup&gt;</td>
<td>40.0</td>
</tr>
<tr>
<td>Damage 1&lt;sup&gt;st&lt;/sup&gt;</td>
<td>40.0</td>
</tr>
<tr>
<td>Damage 2&lt;sup&gt;nd&lt;/sup&gt;</td>
<td>40.0</td>
</tr>
<tr>
<td>Damage 3&lt;sup&gt;rd&lt;/sup&gt;</td>
<td>40.0</td>
</tr>
</tbody>
</table>
5.3. Dynamic Behaviors of Bridge and Vehicle

5.3.1. The bridge responses

The bridge acceleration response at the point 4 (3L/12) and point 8 (L/2) are shown in Fig. 5.3.1. The objective run cases are 40 (km/h) runs for intact and damage. The horizontal axis denotes the vehicle position which is measured by three photoelectric switches. A sign ‘V’ in this figure indicates the location of a joint. In time domain, the bridge acceleration responses show the high repeatability, which agrees the laboratory experimental data. From Fig. 5.3.1, the variation of the vehicle run speed as shown in Table 5.2.3 does not affect the bridge responses in spatial domain. This may be because of the road profile which affects the VBI system significantly in spatial domain.

Fig. 5.3.2 shows Fourier’s power spectra for the same cases as shown in Fig. 5.3.1. The peaks in this figure denote the dominant frequencies, which does not always correspond to
Fig. 5.3.1 Bridge response (Upper: Intact, Lower: Damaged)

(a) At the measuring point 4 (16.4 (m))
(b) At the measuring point 8 (32.8 (m))

Fig. 5.3.2 Bridge response in frequency domain (Upper: Intact, Lower: Damaged)

(a) At the measuring point 4 (16.4 (m))
(b) At the measuring point 8 (32.8 (m))

Eigen-frequencies of the bridge. The objective time range is from the moment when the front axle enters into the bridge to the moment when the last axle leaves out. The measurements are only forced vibrations and do not include free and stationary vibrations. The dominant frequencies varies in all cases. On the basis of experimental results in the laboratory, the dominant frequencies are expected to change due to damage. However it is difficult to confirm the changes in frequency domain even after the damage is introduced.

The bridge vibration in VBI system is mostly affected by the motion of moving vehicles which is generated by road unevenness and thus the frequencies of input signals are proportional to the vehicle speed. The relation between the spatial frequency $\Omega_r$ and the frequencies $f$ is definable as

$$\Omega_r v_V = f$$

(5.1)

where $v_V$ is the speed of the vehicle. Eq. (5.1) is also rewritable as Eq. (5.2) for different vehicle s
peeds $v_{v_1}$ and $v_{v_2}$:

$$\Omega_t = \frac{f_1}{v_{v_1}} = \frac{f_2}{v_{v_2}}$$  \hspace{1cm} (5.2)

Fig. 5.3.3 shows the Fourier's power spectra in spatial frequency domain. The each peak matches for each other under identical state of bridge in spatial-frequency domain, while they are located in different frequency.

Bridge mode shape is the most common vibration index defined in spatial domain. Here, the mode shapes are estimated by FDD applied to the bridge acceleration responses.

Fig. 5.3.4 shows singular spectra before and after damage in the case where the vehicle runs at speed of 10 (km/h). Fig. 5.3.5 also shows the mode shapes corresponding to the peaks in singular spectra. Blue and red lines indicate the mode shape for each side. The blue line denotes the mode shape in the side in which there is the damage-introduced member. The red one denotes the opposite side where the vehicle runs. Yellow boxes in this figure denote the damage section. Although there is a serious damage which is almost penetrated crack on the tension member, many bridge mode shapes of the damage case do not change in comparison with them of the intact case. Only in higher mode, for example, seventh predominant mode in Fig. 5.3.5 changes before and after the damage.

Fig. 5.3.6 also shows singular spectra before and after damage in the case where the vehicle runs at speed of 20 (km/h). In this figure, as opposed to Fig. 5.3.3, the singular spectrum of the bridge acceleration responses change well under 5 (Hz) and in the range from 10 (Hz) to 15 (Hz). Predominant peaks can be observed at frequencies of 2.73 (Hz), 7.42 (Hz) and 10.16 (Hz) in the intact case, while there are peaks at 1.95 (Hz), 7.42 (Hz) and 11.72 (Hz) in the damage case. Then, Fig. 5.3.7 shows the mode shapes corresponding to the peaks in singular spectra in the cases in which the run speed is 20 (km/h). From this figure, the amplitudes of mode shapes in the pathway
side tend to be decreased after damage. It means that the amplitude of the damaged side is increased due to damage, which agree with the results of an existing studies \(^{[1]}\).

Fig. 5.3.8 shows the singular spectra of the cases in which the run speed is 40 (km/h) in the.
In damage section, there is no significant difference between intact and damaged cases.

Fig. 5.3.6  Singular spectra before and after damage in the case where the vehicle runs at the speed of 20 (km/h)

Fig. 5.3.7  Estimated mode shapes before and after damage in the case where the vehicle runs at the speed of 20 km/h

The singular spectrum of every case is very similar to each other even before and after damage. Fig. 5.3.9 also shows the mode shapes in the same way. Yellow boxes indicate the damage section. It can be observed that the amplitude of mode shape in the damaged side tends to increase due to damage. Only in damage section, there is no significant difference between intact and damaged cases.
Fig. 5.3.8  Singular spectra before and after damage in the case where the vehicle runs at the speed of 40 (km/h)

From the results of the analyses, it is cleared that the bridge vibration depends on the road profile significantly. In practical variation of vehicle run speed as shown in Table 5.2.3, the bridge responses in spatial domain show the high repeatability. The single power spectra in frequency domain as shown in Fig. 5.3.2 vary, while the singular spectra, which are one kind of cross power
spectra, do not vary. The mode shapes estimated by FDD method are different in cases where the vehicle runs at the different speed even in identical bridge state. It means that FDD method estimate just operational mode shapes. Although the mode shape excited by the vehicle travelling at the speed of 10 (km/h) does not change after damage, the damaged side amplitude of mode shape excited by the vehicle travelling at the speed of 40 (km/h) increases. It means that the changes due to damage in mode shape depends on the excitation characteristics.

5.3.2. The vehicle responses

In this section, the vehicle vibration characteristics measured in the field experiment are presented. The average speeds of the vehicle are varied slightly, so, the vehicle responses are synchronized in spatial domain here. Power spectra are also calculated in spatial frequency domain because of deduction of the effect of the vehicle speed.

Fig. 5.3.10 and Fig. 5.3.11 show the acceleration responses in spatial and spatial-frequency domain, respectively. Fig. 5.3.10 (a), (b), (c) and (d) show acceleration responses of the sprung-mass at the front axle, sprung-mass at the rear axle, unsprung-mass at the front axle and
unsprung-mass at the rear axle of the vehicle at the speed of 40 (km/h), respectively. The horizontal axis denotes the position of the front axle of the passing vehicle. From these figures, the high repeatability can be obtained in all measurements. From Fig. 5.3.11, the power spectra in spatial-frequency domain also show the high repeatability even before and after damage. The predominant spatial-frequencies exactly match for each other.

Generally, because a vehicle has strong damping for driver’s comfortable feeling while riding, a intrinsic vibration response of the vehicle system is suppressed and road unevenness affect the vehicle response significantly in spatial domain. Joints also affect the acceleration responses in spatial domain, obviously. This tendencies agree with the experimental measurements of laboratory. On the other hand, from Fig. 5.3.11, the power spectra of the vehicle in spatial-frequency domain distribute in limited range. This is caused by difference of the frequency response functions between the measuring points. The measured data includes the information of the vehicle vibration system. This may affect the estimation accuracy of the proposed method, but the low effect can be expected because the frequency ranges of the unsprung-mass at the front and rear axles are very similar.
5.4. Verification of the proposed methods

5.4.1. Curvature-based VO-BHM

Now, the proposed methods are applied to the vehicle vibration acceleration responses of this field experiment. Herein, verified methods are Curvature-based and direct Mode-Shape-based VO-BHM methods. The used measurements are the unsprung-mass acceleration responses at the front and rear axles of the vehicle.

The powers of wavelet coefficients for the vehicle acceleration responses measured in three times for each bridge state are shown in Fig. 5.4.1. Because the sampling rate is 200 (Hz), the scale is set to 10, which corresponds to 25 (Hz). The horizontal coordinate denotes the position of the vehicular front axle. The lines denote the average of wavelet coefficients in three times in which the vehicle runs at the speed of 40 (km/h). The blue and red lines indicate for the intact and damage cases, respectively. From this figure, the red line becomes slightly larger around the damage section than the blue line. It agree with well with the results of the numerical verification. Yellow boxes
indicate the damage section. However, it is difficult to detect damage changes around damage section between blue and red lines. It may be because the proposed curvature-based method is too sensitive to road unevenness which corresponds to the term of $D_3$ in Eq.(2.20). In this experiment, the road unevenness may be relatively rough to affect the results significantly.

5.4.2. Mode-Shape-based VO-BHM

Finally, the verification for proposed method of VO-BHM based on bridge mode shape is carried out. Fig. 5.4.2 shows the estimated bridge mode shape by using the unsprung-mass acceleration responses of the vehicle. This estimation is performed by SVD of $N^{-1}(t)\left\{\ddot{z}_{u1}(t)\right\}$.

Herein, the vehicle runs at the speed of 40 (km/h) and the bridge is intact.

The mode shapes estimated by the proposed VO-BHM method can be plotted on 2-D graph, because each of them insists only in two values. Fig. 5.4.3 shows the estimated first mode shape for cases in which the vehicle runs at the speed of 10, 20 and 40 (km/h). Amplitudes of mode shapes in this figure are normalized under $x^2 + y^2 = 1$ where $x$ and $y$ denote the values of each mode.
shape. Black dot circle indicate this unit circle in this figure. Blue and red dots indicate the intact and damage cases, respectively. The estimation depends on changes of planned run speed significantly. But, under same planned run speed, the variation of estimation is smaller than their changes due to damage. It means the high feasibility of this method for damage identification.

Fig. 5.4.4 also shows the estimation mode shapes by the $N^T$-based method. It means that the estimation is performed by SVD of $N^T(t)\{\ddot{z}_{u1}(t)\}$. Blue and red dots indicate the intact and damage cases, respectively. From this figure, it is cleared that the damage changes of estimation by the $N^T$-based method is more clear than those by the $N^{-1}$-based method. The high feasibility of damage identification of the $N^T$-based method is also confirmed from this figure.

![Mode Shape Diagrams](image)

Fig. 5.4.2 Example of estimated mode shape

![Mode Shape Diagrams](image)

Fig. 5.4.3 Estimated first mode shapes for all cases
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5.5. Summary of this chapter

In this chapter, the results of field experiments are presented. The purpose of this experiment is verification of the proposed methods. First, by the preliminary examination, predominant frequency is not appropriate index because of the low accuracy to eigen-frequency and because of the larger shift by the effect of run speed than damage. Thus, spatial frequencies which can consider the effect of the vehicular run speed are confirmed. In the preliminary verification, bridge mode shapes estimated by bridge acceleration responses are calculated by FDD. Mode shapes in damage side increases.

First, the Curvature-based VO-BHM is verified by using the experimental data. However, the significant damage changes cannot be detected from the power of wavelet coefficient of vehicle responses. From existing studies, the bridge curvature is very sensitive damage index, because it is associated significantly with local changes of flexural stiffness. The estimation of the curvature is expected to be feasible for damage detection. However, errors due to road unevenness are significant in the results.

Next, the direct Mode-Shape-based VO-BHM method is verified. In this verification, it is confirmed that the distinct changes can be observed between intact and damage cases. The direct Mode-Shape-based VO-BHM method can be categorized into two method mainly: the $N^{-1}$-based and $N^T$-based methods. The difference of them is the equation which they are based on. The $N^{-1}$-based method estimates the bridge mode shape based on the equation of motion of the vehicle, while the $N^T$-based method estimates it by that of bridge mode. In the results of verification, the $N^T$-based method shows significant changes due to damage under the identical measuring condition.
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Chapter 6. Conclusion

In this study, three only-Vehicle-data-Oriented Bridge Health Monitoring (VO-BHM) methods for bridge damage identification are proposed. These methods use spatial indices as damage detection indices, which are bridge curvature and mode shape. The purpose of this study is to verify the proposed method analytically, numerically and experimentally.

Curvature-based method applies continuous wavelet transform (CWT) to the vehicle acceleration responses. In this study, it is shown that wavelet coefficient which can be obtained by CWT of vehicle response can be described as a non-linear function of bridge curvature, analytically. This method shows the high feasibility in numerical simulation. The wavelet coefficient of vehicle acceleration response has distinctive peaks at the location where the local damage occurs. However, in the laboratory and field experiment, the changes of wavelet coefficient due to damage cannot be observed because its variation due to uncertain factors are usually larger than the damage change.

Second, indirect Mode-Shape-based method is proposed. To estimate bridge mode shape, this method estimate bridge vibration components and apply interpolation matrix to the estimated bridge vibration components indirectly. The estimated bridge vibration components are transformed from the measurements at the moving observers to those at the observers fixed on the bridge by the interpolation matrix. The advantage of this method is analytical consistency to the mode theory. If there is no noise, the estimated mode shape changes as the damage increases. However, in this method, because there are many steps in mode shape estimation, the obtained mode shape is affected significantly by many uncertain factors included in each step. The estimation results of the mode shape becomes very low, and it is cleared that damage identification is difficult by numerical verification when noise is considered.

Direct Mode-Shape-based method is the method applying the interpolation matrix to vehicle acceleration response directly to estimate the bridge mode shape as the damage index. This method can be categorized into two methods mainly: N⁻¹-based and Nᵀ-based methods. They do not have high analytical consistency to mode theory, because their basic equations include the error terms which is function of sprung-mass responses of the vehicle and road unevenness. However, these error terms can be managed under identical condition. Thus, the estimated mode shape can be used as efficient damage indices. Numerical simulation shows the high feasibility of this method, but laboratory experiment does not. In the field experiment, the estimation of mode shape changes larger only due to damage. This is because the direct Mode-Shape-based method consists of only two steps. Applying interpolation and mode decomposition by singular value decomposition (SVD). This also means that variation of the uncertainties are smaller than the changes due to damage.

In Chapter 1, social demand for bridge screening technology can be applied to the number of bridge is shown, and the previous studies about the BHM are summarized, first. Then, the
technical issues such as the problem of non-linearity caused by observers moving and of non-stationary signals in challenges for VO-BHM technology are explained.

In Chapter 2, three VO-BHM method for damage identification are proposed and shown their efficiencies analytically.

In Chapter 3, three proposed methods are verified in numerical simulations. In this chapter, first, the vehicle-bridge interaction (VBI) system is explained. Then, the simple mass spring and rigid-spring models are assumed as the passing vehicle, while the bridge is modeled as one-dimensional finite element model. In the verification of the proposed method, errors of the estimations are examined. For indirect Mode-Shape-based method, ill condition, curve fitting performance of the interpolation and de-correlation of the decomposed signals are significant factors.

In Chapter 4, three proposed methods are verified in laboratory experiment. In this experiment, simple vehicle and bridge models are used. Road unevenness and bumps are introduced on the vehicle pathway. The aim of this verification is to examine the effect of uncertainties. As a result, it is cleared that low feasibility of the proposed method because the uncertainties affect the estimation results significantly.

In Chapter 5, three proposed methods are verified in field experiment in which 250 (kN) truck passes over the actual steel truss bridge before and after artificial damage introduced. Although the laboratory experiment show the low feasibility of the proposed methods, this verification resulted the high feasibility for direct Mode-Shape-based VO-BHM method for damage identification.

In this study, the high feasibility of the direct Mode-Shape-based VO-BHM method for damage identification is shown by numerical and experimental verification. Although the bridge mode shape itself does not change well due to local damage, mode shape estimated by SVD changes and can be used for damage detection index. Damage changes not only mode shape but also modal responses. SVD in the process of the direct Mode-Shape-based method cannot consider the change of modal responses due the assumption of SVD. Thus, the changes of modal responses due to damage is estimated as the changes of mode shapes. This mechanism can be explained by the de-correlation of the decomposed signals.

Despite of the advantages of this method, there are still challenges to utilization. In this method, the vehicle position is necessary to make interpolation matrix. Thus, the position should be measured on the vehicle. But, in these verifications, the vehicle position is measured by sensors installed on the bridge. Next, using GPS sensors for identification of vehicle position will be examined. And if it needs, the method for handling of position estimation error should be developed. Vehicle run speed, mass changes, environmental factors and changes of road unevenness should be
examined as the uncertain factors in the respect of damage identification.

Direct Mode-Shape-based VO-BHM method cannot identify the damage location. Thus, the accuracy of Curvature-based VO-BHM method will be improved for damage identification.

More detailed statistical verifications should be performed to improve the accuracy of damage severity identification.

Field experiments of other bridges will be performed. It will give strong evidence to the proposed methods.
APPENDIX
A. Modal Parameter Sensitivity

A.1 Basic Assumptions

Herein, the changes of the modal parameters due to damage are confirmed numerically. The modal parameters which are focused on in this section are bridge eigen-frequency and mode shape. The numerical simulation is demonstrated by modal analysis which is on a basis of Eq. (3.7). In this simulation, by mass and flexural stiffness matrices of one-dimensional finite element beam, modal parameters are calculated in varying damage width, location and severity. The bridge properties shown in Table A.1.1.

A.2 Results and Discussion

A.2.1 Eigen-frequency sensitivity

The results are shown in Fig. A.2.1. The x-, y- and z-axes of the figure indicate damage location, degree of soundness and characteristic value, respectively. The introduced damage width is ranges between 1 (m) and 3 (m). The location of the damage corresponds to the center of the damage section. Now, the ratio of the flexural stiffness $EI$ of the damage section is used as the degree of soundness of bridge. Only flexural stiffness varies ranging from 1% to 99%. The characteristic value is the ratio of the eigen-frequencies of the intact and damaged cases in Fig. A.2.1. As the flexural stiffness decreased, eigen-frequency usually decreases. From these figures, eigen-frequency changes much when the damage occurs around the location where the corresponding mode shape is large. As the damage width increases, the changes of bridge frequencies also increases. Bridge eigen-frequencies tend to decrease as damage becomes larger. However, the sensitivities of the eigen-frequencies to local damage are too small. If the damage occurs around the supports, the sensitivity is much lower. The low sensitivity to edge damage is the prior technical issues of BHM technology. The eigen-frequency may be a good damage index for global damage such as damage which is relatively wide. Moreover, if the high order mode eigen-frequencies are available despite of difficulties of estimation, they should show high sensitivity to the edge damage.

<table>
<thead>
<tr>
<th>Table A.1.1 Bridge properties</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length (m)</td>
</tr>
<tr>
<td>------------</td>
</tr>
<tr>
<td>$L$</td>
</tr>
<tr>
<td>30.0</td>
</tr>
</tbody>
</table>
(a) First eigen-frequency: damage width = 1.0 m  (b) First eigen-frequency: damage width = 3.0 m

(c) Second eigen-frequency: damage width = 1.0 m  (d) Second eigen-frequency: damage width = 3.0 m

(e) Third eigen-frequency: damage width = 1.0 m  (f) Third eigen-frequency: damage width = 3.0 m

Fig. A.2.1 Sensitivity of the bridge eigen-frequency to damage

A.2.2 Mode shape sensitivity

To detect local damage, it is important to detect changes of the local impedance of the bridge. In frequency domain, the characteristic value is averaged spatially, while the flexural stiffness decreasing should be occurred in local. Mode shape is one of the spatial indices of vibration. This index keeps the information about the local impedance.
For the same cases of Fig. A.2.1, calculated mode shapes are shown in Fig. A.2.2. In this figure, characteristic value is MAC. Note that the mode shape of damage case is more similar to that of intact case as the MAC value is close to 1. Fig. A.2.2 shows the diagonal components of MAC matrix. From this figure, the changes of MAC for the case in which damage occurs around the supports are larger than that in the cases in which damage occurs in the center of the span. This tendency is more significant in higher mode shapes.
B. Frequency domain decomposition (FDD) method

B.1.1 Estimation Flow of Mode Shape

Brinker et al.\textsuperscript{[1]} proposes a new frequency domain decomposition (FDD) technique for modal identification of output-only systems. This technique is capable to be applied to estimate the structural modal parameters without any information about the inputs exciting the system. It is going to be applied to many analyses of actual structures. Nagae et al.\textsuperscript{[2]} showed the high applicability of FDD by numerical and experimental verification.

The relationship between the unknown inputs $F(\omega)$ and the measured outputs $Y(\omega)$ are described as

$$Y(\omega) = H(\omega)F(\omega)$$

(B.1)

where $F(\omega) \in \mathbb{C}^n$ and $Y(\omega) \in \mathbb{C}^n$ are vibration data in frequency domain at $n$ points on the structure. $H(\omega) \in \mathbb{C}^{n \times n}$ is the frequency response function (FRF) matrix. The $(i, j)$ element of the FRF matrix $H(\omega)$ is the response at the $i$-th point induced by the force working at the $j$-th point. Both $F(\omega)$ and $Y(\omega)$ are calculated from time-series data $F(t)$ and $Y(t)$ by Fourier's transform. The cross power spectrum of outputs $G_{yy}(\omega) \in \mathbb{C}^{n \times n}$ can be described as

$$G_{yy}(\omega) = Y(\omega)Y(\omega)^H$$

(B.2)

where $(\quad)^H$ denotes the Helmholt operator (the complex conjugate and transpose). By using the cross power spectrum of inputs $G_{ff}(\omega) \in \mathbb{C}^{n \times n}$ and that of outputs $G_{yy}(\omega)$, Eq. (B.1) can be rewritten as

$$G_{yy}(\omega) = Y(\omega)Y(\omega)^H$$

$$= H(\omega)F(\omega)F(\omega)^H H^H(\omega)$$

$$= H(\omega)G_{ff}(\omega)H^H(\omega)$$

(B.3)

On the other hand, the FRF can be written in partial fraction form as

$$H(\omega) = \sum_{r=1}^{n} \left( \frac{R_r}{j \omega - \lambda_r} + \frac{R'_r}{j \omega - \lambda'_r} \right)$$

(B.4)
where \( j, \lambda_r \) and \( R_r \) is imaginary unit, \( r \)-th modal pole and residue matrix, respectively. \(( \quad )^*\) denotes the conjugate. The modal pole \( \lambda_r \) is
\[
\lambda_r = -h_r \omega_r + j \sqrt{1 - h_r^2} \omega_r \quad (B.5)
\]
where \( \omega_r \) and \( h_r \) are \( r \)-th modal eigen radian frequency and damping ratio. The residue matrix can be described as
\[
R_r = X_r X_r^T \quad (B.6)
\]
where \( \psi_r \) is \( r \)-th mode shape vector. Eq. (2.34) becomes
\[
H(\omega) = \sum_{r=1}^{n} \left( \frac{X_r X_r^T}{j \omega - \lambda_r} + \frac{X_r^H X_r^*}{j \omega - \lambda_r^*} \right) \quad (B.7)
\]
Suppose the input at the each point is white noise which has same amplitude for each others, the cross power spectrum matrix \( G_{ff}(\omega) \) is described as
\[
G_{ff}(\omega) = \begin{bmatrix} f^2 & \cdots & f^2 \\ \vdots & \ddots & \vdots \\ f^2 & \cdots & f^2 \end{bmatrix} = f^2 I \quad (B.8)
\]
Then, a new mode shape vector which proportionate mode shape \( X_r \) is defined as Eq. (B.9).
\[
\phi_r = \frac{X_r^T X_r}{\sqrt{2 h_r \omega_r} X_r} \quad (B.9)
\]
By substitution of Eq. (B.6), Eq. (B.8) and Eq. (B.9) to Eq. (B.3), Eq. (B.3) becomes
\[
G_{yy}(\omega) = \sum_{r=1}^{n} \sum_{s=1}^{n} \left( \frac{R_r}{j \omega - \lambda_r} + \frac{R_r^*}{j \omega - \lambda_r^*} \right) f^2 I \left( \frac{R_s}{j \omega - \lambda_s} + \frac{R_s^*}{j \omega - \lambda_s^*} \right)^H
\]
\[
= f^2 \sum_{s=1}^{n} \left( \frac{\phi_r \phi_r^H}{j \omega - \lambda_r} + \frac{\phi_r \phi_r^T}{j \omega - \lambda_r^*} + \frac{\phi_r^H \phi_r}{-j \omega - \lambda_r} + \frac{\phi_r^H \phi_r^T}{-j \omega - \lambda_r^*} \right) \quad (B.10)
\]
where the first and second terms indicates the positive delay and the third and fourth terms indicates the negative delay of the cross correlation function of the \( g_{yy}(t) \) which is defined by

\[
 g_{yy}(t) = y(t) \otimes y(t)^T \tag{B.11}
\]

where \(( \otimes )\) denotes the convolution and \( y(t) \) is the output vector in time domain which can be calculated by inverse Fourier transform of the \( Y(\omega) \). Then, by extracting only the positive delay components from Eq. (B.11) in time domain and applying Fourier transform again, the positive delay components \( G_{yy}^+(\omega) \) can be obtained.

\[
 G_{yy}^+(\omega) = \sum_{s=1}^{n} \left( \frac{\phi_r \phi_r^H}{j\omega - \lambda_r} + \frac{\phi_r^T \phi_r^T}{j\omega - \lambda_r^*} \right) \tag{B.12}
\]

Eq. (B.10) denotes the pseudo-FRF which has all information about modal parameters as well as FRF of Eq. (B.7). To satisfy the assumption of Eq. (B.8), it should be performed to calculate the average of several \( G_{yy}^+(\omega) \) calculated by using the limited range data extracted from the original data.

Brinker et al showed that FDD method is capable to estimate mode shapes accurately for large scale structures subjected to forced vibration. Their proposed method is to apply singular value decomposition (SVD) to the cross power spectrum matrix of measurements \( G_{yy}^+(\omega) \) at the predominant frequencies of the singular spectrum, which can be described as

\[
 G_{yy}^+(\omega) = U(\omega)S^+(\omega)U(\omega)^H \tag{B.13}
\]

where \( S^+(\omega) \in \mathbb{R}^{n \times n} \) is a diagonal matrix of which elements are singular values arranged in descending order, and \( U(\omega) \in \mathbb{C}^{n \times n} \) is a unitary matrix of which columns indicate the estimation of mode shape vectors \( \phi^k \). Around peaks of spectra \( S^+(\omega) \) corresponding to \( k \)-th mode, the first column \( u_1(\omega) \) of the \( U(\omega) \) is the estimated mode shape of \( k \)-th mode \( \bar{\phi}^k \).

\[
 u_1(\omega_k) = \bar{\phi}^k \tag{B.14}
\]

where \( \omega_k \) is the radian frequency which is corresponding or may close to the eigen radian frequency of \( k \)-th mode. Brinker et al noted that the first singular vector \( u_1 \) always indicates the strongest mode shape accurately in the case where two modes are dominated, while the first two singular vectors \( u_1 \) and \( u_2 \) are unbiased estimated mode shapes in the case where the two modes are orthogonal.
B.1.2 Application of FDD method to indirect VO-BHM

Herein, FDD method is applied to STEP 4 of indirect Mode-Shape-based VO-BHM method, instead of SVD. This new method insists in ISE input estimation, deduction of road unevenness, canceling moving effect by Lagrange’s interpolation[^1] and mode shape estimation by FDD. This method is applied to the same numerical data as the section of 3.4. The detailed properties are shown in Fig. 3.4.1, Fig. 3.4.2 and Table 3.4.1. The mode shapes estimated by this method is shown in Fig. B.1.1. Solid and dot lines indicate intact and damage cases. Blue green and red lines indicate first, second and third estimated mode shapes, respectively. The decreasing ratio of the flexural stiffness in the figure is 60%. Fig. B.1.1 (a) and (b) show the estimation results in the cases in which the road profile is "Standard" and "Rough", respectively. The accuracies of the estimations are obviously lower than those of the method using SVD. This is caused by the assumption of FDD that the external force is white noise. However, because the estimated mode shapes based on FDD method change after the damage introduced, especially in "Rough "road profile, those mode shapes estimated by FDD can be used as damage identification index, instead of those by SVD.
C. Application of Statistics

C.1 Numerical Verification

C.1.1 Basic Assumptions

The required accuracy for eigen-frequency and mode shape to detect local damage is quite high because they have low sensitivity to the local damage. However, the statistical characteristics of bridge responses may change due to the local damage when vehicles pass over the bridge, because the responses are one of the probability process and change due to the local damage.

Now, dynamic numerical simulation is performed to investigate statistical characteristics of the bridge responses by using models shown in Fig. C.1.1. The properties of the models are shown in Table C.1.1. trailer system consists of two rigid-spring models have two axle and four simple mass spring models have one axle between them runs over the bridge. The bridge span is 30 (m) and the first eigen-frequency is 3.96 (Hz). Four road profiles are generated by Monte Carlo simulation based on the ISO standard[4] shown in Table C.1.1. The spatial frequency function of the road unevenness is

\[ S = \frac{a}{\Omega \xi + b \xi} \]  \hspace{1cm} (C.1)

First road profile called Standard has the spatial frequency profile of “Extra Good” of ISO standard. Double and Three Times are just double and three times height of Standard. Rough has different spatial frequency profile from Standard. Its profile is “Good” of ISO standard. Standard and Rough are shown in Fig. C.1.2. The objective data time range is from the time at the first axle entering to the time at the last axle leaving. Assumed damage width is 0.20 (m) and 1.00 (m).

To investigate bridge response characteristics, the variance and kurtosis are focused on. As stiffness decreases, the amplitudes of the bridge acceleration responses may be increase. But, this idea is valid when it is global damage, while the bridge damage affects only on local impedance.

![Fig. C.1.1 Vehicle and bridge model](image-url)
### (a) Vehicle properties

<table>
<thead>
<tr>
<th>Property</th>
<th>Unit</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heavy vehicle Mass</td>
<td>kg</td>
<td>10000</td>
</tr>
<tr>
<td>Damping</td>
<td>kg/s</td>
<td>74000</td>
</tr>
<tr>
<td>Spring Stiffness</td>
<td>kg/s²</td>
<td>76000</td>
</tr>
<tr>
<td>Inertia</td>
<td></td>
<td>90000</td>
</tr>
<tr>
<td>Length (m)</td>
<td></td>
<td>3.0</td>
</tr>
</tbody>
</table>

#### Measuring vehicles

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number</td>
<td>n + 1</td>
</tr>
<tr>
<td>Mass</td>
<td>100</td>
</tr>
<tr>
<td>Damping</td>
<td>50</td>
</tr>
<tr>
<td>Spring Stiffness</td>
<td>3950</td>
</tr>
<tr>
<td>Natural Frequency (Hz)</td>
<td>1.00</td>
</tr>
<tr>
<td>Damping Coefficient</td>
<td>0.30</td>
</tr>
<tr>
<td>Interval Distance (m)</td>
<td>0.50</td>
</tr>
</tbody>
</table>

#### Common

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Run Speed (m/s)</td>
<td>10.0</td>
</tr>
<tr>
<td>Distance (m)</td>
<td>2.5</td>
</tr>
</tbody>
</table>

### (b) Bridge properties

<table>
<thead>
<tr>
<th>Physical parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length (m)</td>
<td>30.0</td>
</tr>
<tr>
<td>Mass per length (kg/m)</td>
<td>3000</td>
</tr>
<tr>
<td>Flexural Stiffness (Nm)</td>
<td>1.56×10¹⁰</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Eigen-frequency for the intact case</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st (Hz)</td>
</tr>
<tr>
<td>2nd (Hz)</td>
</tr>
<tr>
<td>3rd (Hz)</td>
</tr>
<tr>
<td>4th (Hz)</td>
</tr>
<tr>
<td>5th (Hz)</td>
</tr>
</tbody>
</table>

### (c) Road profile

<table>
<thead>
<tr>
<th>Name</th>
<th>ISO standard</th>
<th>a</th>
<th>b</th>
<th>ξ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard</td>
<td>Extra Good</td>
<td>0.001</td>
<td>0.05</td>
<td>2.00</td>
</tr>
<tr>
<td>Double</td>
<td>(2×Standard)</td>
<td>(0.002)</td>
<td>(0.05)</td>
<td>(2.00)</td>
</tr>
<tr>
<td>Three Times</td>
<td>(3×Standard)</td>
<td>(0.003)</td>
<td>(0.05)</td>
<td>(2.00)</td>
</tr>
<tr>
<td>Rough</td>
<td>Good</td>
<td>0.0098</td>
<td>0.08</td>
<td>1.92</td>
</tr>
</tbody>
</table>

### (d) Bridge state

<table>
<thead>
<tr>
<th>Name</th>
<th>Decreasing Ratio of Flexural Stiffness EI</th>
<th>Damage Location</th>
<th>Damage Width</th>
</tr>
</thead>
<tbody>
<tr>
<td>Damage -20%</td>
<td>20 %</td>
<td>L/2</td>
<td>L/150</td>
</tr>
<tr>
<td>Damage -40%</td>
<td>40 %</td>
<td></td>
<td>L/30</td>
</tr>
<tr>
<td>Damage -60%</td>
<td>60 %</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Damage -80%</td>
<td>80 %</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
this may lead to local change in the responses. Kurtosis is one of the forth order statistics and is known to be sensitive to peaks of signal. Then, the kurtosis of the signal $y(t)$ is

$$kurt(y(t)) = \frac{E[(y(t) - E[y(t)])^4]}{(V[y(t)])^2} - 3 \quad (C.2)$$

C.1.2 Results and Discussions

Variance and kurtosis of the bridge acceleration responses at the center of the span when the vehicles passes over the bridge are shown in Fig. C.1.3. In this figure, black dot lines denote the values for the intact case without road unevenness. From these figures, variance is much affected by road unevenness and changes of the variance as road unevenness height is larger than the changes as the flexural stiffness $EI$ decreasing. On the other hand, kurtosis is not so sensitive to road unevenness while it is sensitive to local $EI$ decreasing.

These results mean that the variance of bridge response is not appropriate index to detect local damage because of its low robustness to noise such as road unevenness, while the kurtosis of bridge response is appropriate index to local damage. However, it is noted that the kurtosis does not change linearly as damage increases. Moreover, by comparing with "Standard" and "Rough" road in Fig. C.1.3, the kurtosis in "Rough" road case is different from that in "Standard" road case significantly, which means that the kurtosis robustness depends on spatial frequency profile of road unevenness. As for local damage, the responses may change only when the vehicle passes on the damage section.
C.2 Experimental Verification

C.2.1 Independent Component Analysis

If local damage affects bridge responses locally, damage signal occurs in limited range of bridge responses. Herein, damage signal is the changes in time histories due to damage. It means that the damage signal has larger amplitude only around damage section. When traffic-induced vibration is focused on, the damage signal becomes larger when travelling loads are passing over the damage section. Thus, the damage signal is expected to be a signal which has peaks locally. This kind of signals has a probability distribution of which skirt is wide. Because kurtosis is very sensitive to height of the skirt of a probability distribution, damage signal can be evaluated by kurtosis.

On the other hand, in Fast-ICA [5], which is one of the most popular independent component analysis (ICA) methods, independent components are evaluated by kurtosis. Because of that, there is probability that damage signals can be extracted by Fast-ICA method.
In this verification, Fast-ICA method is applied to bridge acceleration responses measured at the same location to extract damage signal at the location. The bridge acceleration responses measured on the actual bridge are used. The detail of measurements are shown in Chapter 5.

C.2.2 Results and Discussions

Fig. C.2.1 shows the independent component of bridge responses. ICA is applied to bridge responses measured three times at same location. The horizontal coordinate denotes the position of the vehicle front axle. Dot lines indicate the measuring points. All independent components are normalized by making their norm 1.0. Fig. C.2.1 (a) shows the independent components of bridge acceleration responses measured three times at the center of the span. The kurtoses of transformed signals do not vary well. Fig. C.2.1 (b) also shows ICA results for the measuring point 4, which is closer to the damage member. At this case, the kurtosis of one independent component becomes 25.8 which is distinctively larger after damage than before. The effect of damage could appear spatially.

Then, Fig. C.2.2 shows the kurtoses of independent components for each location. The values tend to be larger nearby the damage section. These results mean that the damage signal occurs in spatially limited locations.
Fig. C.2.1 Kurtosis of independent components of the bridge responses which are spatially synchronized by the vehicle position.
Fig. C.2.2 Kurtosis of independent components of the bridge responses at each sensors position in the cases where the heavy vehicle runs.
Reference


