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ADVERTISEMENT
Improvement of sensitivity in high-resolution Rutherford backscattering spectroscopy
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The sensitivity (limit of detection) of high-resolution Rutherford backscattering spectroscopy (HRBS) is mainly determined by the background noise of the spectrometer. There are two major origins of the background noise in HRBS, one is the stray ions scattered from the inner wall of the vacuum chamber of the spectrometer and the other is the dark noise of the microchannel plate (MCP) detector which is commonly used as a focal plane detector of the spectrometer in HRBS. In order to reject the stray ions, several barriers are installed inside the spectrometer and a thin Mylar foil is mounted in front of the detector. The dark noise of the MCP detector is rejected by the coincidence measurement with the secondary electrons emitted from the Mylar foil upon the ion passage. After these improvements, the background noise is reduced by a factor of 200 at a maximum. The detection limit can be improved down to 10 ppm for As in Si at a measurement time of 1 h under ideal conditions. © 2011 American Institute of Physics. [doi:10.1063/1.3594095]

I. INTRODUCTION

High-resolution Rutherford backscattering spectroscopy (HRBS) is a powerful surface analysis technique,1–9 which has better depth resolution compared to the conventional Rutherford backscattering spectroscopy (RBS). HRBS allows quantitative and non-destructive depth profiling of constituent elements with sub-nm depth resolution within a reasonably short measurement time (typically 10–20 min) without any special pre-treatment of the sample. A schematic drawing of the HRBS system developed at Kyoto University is shown in Fig. 1. This HRBS system has a small Cockcroft-Walton accelerator, which provides a 400 keV He+ ion beam with a beam current of ~50 nA. The ion beam is collimated by a series of slit systems and sent into an ultra-high vacuum scattering chamber. The ions, scattered from the specimen, are energy analyzed by a 90° sector magnetic spectrometer and detected by a one-dimensional position sensitive detector (100 mm in length) consisting of microchannel plate (MCP) and a resistive anode. The energy resolution of the spectrometer and the resolution of the spectrometer are 25% and 0.1% of the analyzing energy. Depth resolution better than 0.2 nm can be achieved with this HRBS system. Although, light elements are generally difficult to analyze by RBS, the same setup can be used for high-resolution elastic recoil detection analysis which can measure depth profiles of light elements with sub-nm depth resolution.10–14

There are, of course, some drawbacks in HRBS. The main drawback is its relatively low elemental concentration sensitivity compared to, e.g., secondary ion mass spectrometry. Although, the sensitivity can be improved by increasing measurement time, the typical sensitivity is 100–10000 ppm (e.g., 100 ppm for As in Si and 10 000 ppm for B in Si) in an acceptable measurement time (~1 h). This might be good enough for many applications but some applications require better sensitivity. For example, sensitivity better than 10 ppm is required in the dopant depth profiling to determine the junction depth of electronic devices. The main factor which influences the ultimate sensitivity of HRBS is the background noise in the energy spectrum. There are two major origins of the background noise in HRBS. One is stray ions scattered from the inner wall of the vacuum chamber of the spectrometer and the other is the dark noise of the MCP used in the focal plane detector of the spectrometer. In order to improve the sensitivity of HRBS, these noises should be reduced. In the present paper, we propose a method to reduce these noises. The spectrometer is modified according to the proposed method, and the performance of the modified spectrometer is examined. It is demonstrated that the background noise is reduced by factor of 200 at a maximum by this modification.

II. SENSITIVITY OF HRBS

Figure 2 shows an example of the HRBS spectrum for As-implanted Si(001) (implanted with 1 keV As+ ions at a fluence of 1.7 × 1014 ions cm−2 at room temperature) observed at a scattering angle 50° under [111] channeling conditions (closed circles). The spectrum was measured with the 400 keV He ion beam of 50 nA for 1000 s. There is a small As peak at ∼380 keV. The energy scale was converted to the depth scale for As and shown on the upper abscissa. The concentration of As is also shown on the right-hand ordinate. The width of the As peak is about 3 nm and the peak concentration is about 1 at. %. The background noise seems very low in this spectrum. If the vertical axis is elongated; however, a rather large background noise can be clearly seen as is shown by open circles. This background noise seriously influences the sensitivity.

The sensitivity limit of HRBS can be estimated in the following way. The net counts (the background noise is subtracted), N_{net}, of As signal and the counts of the background
10 ppm can be achieved at the measurement time, $T$.

$$N_{\text{net}} = \alpha CT, \quad N_{\text{bg}} = \beta T,$$

where $\alpha$ and $\beta$ are constants and $C$ is the concentration of As. The statistical error of $N_{\text{net}}$ is given by

$$\Delta N_{\text{net}} = \sqrt{N_{\text{net}}^2 + 2N_{\text{bg}}}.$$  \hspace{1cm} (2)

If the sensitivity limit is defined by $N_{\text{net}} = \Delta N_{\text{net}}$, then the sensitivity limit is given by

$$C_{\text{lim}} = \frac{1 + \sqrt{1 + 8\beta T}}{2\alpha T}.\hspace{1cm} (3)$$

Figure 3 shows an example of the calculated sensitivity limit corresponding to the measurement shown in Fig. 2 (solid line). The sensitivity limit is about 200 ppm in the present case ($T = 1000$ s) and can be improved at the expense of the measurement time. For example, sensitivity limit of 10 ppm can be achieved at $T = 3.6 \times 10^5$ s (~4.2 days), but this is unrealistically long. Long measurement times in RBS are not just a practical inconvenience and a larger expense but may also result in increased radiation damage to the material being measured, changes in composition depth profiles. If there is no background noise, the sensitivity limit is improved as is shown by a dashed line. The sensitivity limit of 10 ppm can be easily achieved within a reasonably short measurement time (1650 s). This clearly demonstrates that the noise reduction is very effective for the improvement of the sensitivity.

### III. REJECTION OF STRAY IONS

As it was mentioned above, there are two major origins of the background noise. One is the stray ions scattered from the inner wall of the vacuum chamber of the spectrometer and the other is the detector dark noise. In order to estimate the contribution of the dark noise, the spectrum was measured without the incident He beam. The observed dark-noise spectrum is shown by squares in Fig. 4 together with the spectrum observed with the He beam (closed circles). For the sake of comparison, both spectra are normalized to the measurement time. The contribution of the dark noise to the background noise is only ~2% at energies larger than the incident energy (400 keV), where no real signal is expected. This means that the main contribution of the background noise is the stray ions. The low (high) energy ions scattered from the sample are deflected more (less) than 90° in the spectrometer and collide with the inner wall of the vacuum chamber of the spectrometer. Some of these ions may be scattered from the inner wall towards the detector. These stray ions contribute to the background noise. An example of the trajectory of such an ion in the spectrometer is shown by a dashed line together with the trajectories of properly analyzed ions (thin solid lines) in Fig. 5. Note that the energies of these stray ions are generally much lower than those of the properly analyzed ions. In order to reject such stray ions, several barriers were installed inside the vacuum chamber of the spectrometer as is shown by thick solid lines in Fig. 5. These barriers were designed to block the stray ions but do not disturb the properly analyzed ions.
(thickness 0.5 μm) was mounted in front of the MCP detector (2 mm from the MCP) to reject the low energy stray ions, which may survive the barriers. The insertion of the Mylar foil does not cause notable degradation of the energy resolution of the spectrometer because the separation between the detector and the Mylar foil is so small (2 mm).

After these modifications, the HRBS measurement was performed with the same sample and the result is shown by open circles in Fig. 4. At energies larger than the incident energy (400 keV) the background noise is reduced by a factor of 50 and is almost the same level of the dark noise of the MCP detector indicating that the stray ions are effectively rejected.

**IV. REJECTION OF THE DARK NOISE OF MCP**

For further improvement of the sensitivity, the reduction of the dark noise of the MCP detector is necessary. The origin of the dark noise of MCP is the thermal electrons emitted from the inner wall of the glass capillaries of the MCP. For the rejection of the dark noise, a new detector system was developed. Figure 6 shows a schematic drawing and a picture of the developed detector system. In addition to the MCP detector used for the ion detection, another MCP detector (electron detector) was mounted to detect secondary electrons emitted from the Mylar foil. In order to guide the secondary electrons to the electron detector, several electrodes were designed and installed between the Mylar foil and the electron detector. The secondary electrons are accelerated to 1 keV by a mesh electrode installed in front of the Mylar foil. The electrons are further accelerated up to 3 keV and guided to the electron detector. The voltages applied to the electrodes were optimized by trajectory simulation so that all secondary electrons can be detected. The electric potential distribution produced by the electrodes and examples of the secondary electron trajectories calculated using SIMION are shown in Fig. 7. All secondary electrons can be detected by the electron detector.
Both ion and electron detectors have a resistive anode. Each detector puts out two signals from the both end of the resistive anode upon detection of particles. These signals are amplified by preamplifiers (113, ORTEC) and linear amplifiers (855, ORTEC) and then sent to multi-channel analyzer modules (WE7662, Yokogawa Electric Corporation), which are acquired on the personal computer (PC). The pulse height and the detection time of each signal are acquired on PC in a list mode. Position spectra and pulse height distributions of ions and electrons are extracted from the pulse height data. Using the detection-time data, the ion signals measured in coincidence with electrons are selected.

Figure 8 shows examples of the measured pulse height distributions of ion signals. The open circles show the distribution measured without coincidence. In this measurement, the beam current of the incident ions was reduced so that the performance of the present method of the dark-noise rejection can be clearly seen. There is no clear peak and the yield decreases monotonically with increasing pulse height, indicating that the dark-noise signal is dominant over the real ion signal. Only a weak shoulder can be seen at $\sim 300$ ch, which corresponds to the real ion signal. The closed circles show the distribution measured in coincidence with the secondary electrons. Compared to the non-coincidence result the yield is reduced at lower channels and a broad but clear peak appears at $\sim 300$ ch, suggesting that the dark noise is effectively removed and the distribution of the real signal is revealed.

The difference between these distributions is shown by a dashed line, which corresponds to the rejected dark-noise signals. For comparison, the pulse height distribution of the dark noise was measured for the same measurement time but without the ion beam. The result is shown by a solid line. The agreement between these two lines is reasonably good. This clearly demonstrates that the dark noise is almost completely rejected by the present method. In the conventional method of noise rejection, signals having pulse heights lower than a certain level are rejected. An appropriate discrimination level is shown by an arrow in Fig. 8. In the present case, this simple method loses about 30% of real signals and the discriminated signals contain dark noise of 25%.

Looking at Fig. 8 closely, the distribution of the dark noise (solid line) is slightly smaller than the distribution of the removed signals (dashed line). This means that some real ion signals are rejected by the present method. This is because some ions do not produce secondary electrons upon impact on the Mylar foil and/or efficiency of the MCP detector for the secondary electron is not 100%. Due to these effects, some ion signals are rejected in the coincidence measurement.

Figure 9 shows another example of the pulse height distributions of the ion signals measured with a typical beam current in HRBS. The closed (open) circles show the coincidence (non-coincidence) result. At this beam current, the counting rate of the real ion signal is much higher than that of the dark noise. Therefore, the distributions have a clear peak even for the non-coincidence measurement. The yield ratio between the coincidence and non-coincidence measurements is also shown by triangles. The ratio is almost constant ($\sim 0.84$) except for the very low channels. This ratio corresponds to the efficiency of the coincidence measurement. Because the efficiency of the MCP detector is typically 60%, one may wonder why the efficiency of the coincidence measurement is higher than the detector efficiency. The reason is simple, the He ion may produce multiple secondary-electrons upon impact on the Mylar foil. Figure 10 shows the pulse height distributions of the electron signals. The closed circles show the pulse height distribution of the coincidence measurement and the open circles show the distribution measured without the ion beam. In the detector chamber, there are some electrons even without the ion beam. The pulse height distribution measured without the ion beam corresponds to these electrons and represents the distribution for single-electron detection. The average pulse height of the secondary-electron signals (closed circles) is more than twice larger than that of...

**FIG. 8.** (Color online) Pulse height distribution of ion signals for non-coincidence measurement (open circles) and coincidence measurement (closed circles). The difference between these distributions is shown by a dashed line. For comparison, the distribution of the dark noise is also shown by a solid line. The dark noise is effectively rejected by the coincidence measurement. In these measurements, the beam current is reduced so that the performance of this noise-rejection method can be clearly seen.

**FIG. 9.** (Color online) Pulse height distributions of ion signals for coincidence (closed circles) and non-coincidence (open circles) measurements with a beam current much larger than that of Fig. 8. The yield ratio between the coincidence and non-coincidence measurements is also shown by triangles. The ratio is almost constant ($\sim 0.84$) except for the low-pulse-height region. This ratio corresponds to the efficiency of the coincidence measurement.
the single-electron detection (open circles). This confirms that the average number of secondary electrons produced by single He ion is larger than two.

V. IMPROVEMENT OF SENSITIVITY

A new measurement was performed on a different spot of the same sample (As-implanted Si(001)) using the developed detector system. The HRBS spectrum measured in coincidence with the secondary electrons is shown by triangles in Fig. 4. Compared with the spectrum measured before the improvement (closed circles), the background noise is significantly reduced, especially at the energies larger than 400 keV, where no real He signal is expected. The yield in this energy region is 200 times smaller than the background noise observed before the improvement (closed circles) and four times smaller than the dark noise. The yield between the Si and As peaks is not reduced by a factor of 200 suggesting that there are real signals corresponding to the tail of the As peak and/or other impurities. The detection limit calculated with Eq. (3) for this reduced background noise is shown by a dotted-dashed line in Fig. 3. The detection limit is about 24 ppm at $T = 1000$ s, which is one order of magnitude better than that before the improvement (200 ppm). If the measurement is performed for 3500 s the detection limit can be improved up to 10 ppm under ideal conditions. This is a promising result and may extend the application area of HRBS.

Although, the present method reduces the background noise significantly, there is still a residual background noise. In order to examine the origin of this residual background noise, measurements were performed at lower beam currents but for the same dose. If the residual background noise is ascribed to the dark noise, which somehow cannot be removed by the present coincidence method, the residual background noise should be larger for longer measurement time. The result showed that the residual background noise does not change if the accumulated current is the same. This indicates that the residual background is not ascribed to the dark noise. The origin of the residual background might be the stray ions that cannot be removed by either the barriers or the Mylar foil. For further improvement, more careful design of the barriers should be required.

VI. CONCLUSION

A method to reduce the background noise in the high-resolution RBS was developed. The stray ions originating from the scattering at the inner wall of the vacuum chamber of the spectrometer were rejected by installation of barriers inside the spectrometer and a thin Mylar foil in front of the detector. The intrinsic background of the MCP detector, namely, the dark noise of the MCP was rejected by means of the coincidence technique. After these improvements the background noise was reduced by a factor of 200 at a maximum. This noise reduction can improve the sensitivity by one order of magnitude under ideal conditions.
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