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Preface

Discrete-time queues have been studied by many researchers, one of the earliest investigations being made by Meisling [Meis58]. Kobayashi and Konheim [Koba77] have provided surveys of applications of discrete-time queues to the performance evaluation of communication systems. Takagi [Taka93] has presented the analysis of many discrete-time queues including discrete-time queues with vacations, discrete-time priority queues, discrete-time queues with finite buffer. Bruneel and Kim [Brun93] have analyzed many discrete-time queues including discrete-time queues with service interruptions, and multiple servers. In most of the analyses, arrivals have been assumed to occur independently from one time slot to another. Also, the arrival and the service processes have been assumed to be independent each other. Since these simplified assumptions are not realistic in many situations, several mechanisms have been proposed to bring correlations into the arrival and the service processes.

The main contribution of this dissertation is that the development of the analytical methods for the various types of discrete-time queues with correlated arrivals. Chapters 2 and 3 are devoted to the analysis of discrete-time queues with Markov modulation. In chapter 2, we consider discrete-time queues with a generalized switched batch Bernoulli arrival and a general service time processes. The arrival and the service processes in this system are semi-Markovian in the sense that their distributions depend not only on the state of the alternating renewal process in the current slot but also on the state in the next slot. Furthermore, sojourn times in each state are generally distributed. In chapter 3, we consider DBMAP/D/1/K queues. We develop the approximate formulas for the loss probability. The accuracy of the approximations are extensively examined through numerical experiments. The results are readily applied to call admission control in high speed networks. Chapters 4 and 5 are devoted to the analysis of discrete-time queues with a gate. In chapter 4, we consider discrete-time BBP/G/1 queues with a gate, where the intervals between successive openings of the gate are geometrically distributed. On the other hand, in chapter 5, we consider discrete-time BBP/G/1 queues with a gate, where the intervals between successive openings of the gate are bounded, and independent and identically distributed. In chapters 4 and 5, we derive complete sets of the analytical
results for various performance measures.

The author believes that the analytical methods developed in this dissertation possess the high applicability to performance evaluation of communication systems. Finally, the author would like to hope that the studies in this dissertation will be helpful for future research in this field.

March 1996

Fumio Ishizaki
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Chapter 1
Introduction

Discrete-time queues have been extensively studied by many researchers (see [Taka93], [Brun93] and references therein). They have not only their theoretical interests but also their rich applicability, for example, to the performance evaluation of communication systems which are operated based on a time-slot basis. In most of the analyses, arrivals have been assumed to occur independently from one time slot to another. Also, the arrival and the service processes have been assumed to be independent each other. However, these simplified assumptions are not realistic in many situations. For instance, in a communication system, the arrival process to the system is in some sense correlated because data sources usually generate data in a bursty fashion, i.e., a source which is active in a given slot is likely to remain inactive for a large number of consecutive slots. Thus, the arrivals occur back to back. On the other hand, in high-speed local and metropolitan area networks, modern reservation protocols for the use of transmission slots give rise to customer collection. If we regard the collected customers as a supercustomer, the service time of a supercustomer depends on the previous interarrival time. Indeed, if the previous interarrival time of a supercustomer is relatively long (short), then the service time of the supercustomer is likely to be relatively long (short) because the supercustomer consists of relatively many (few) customers. Thus, there exists positive correlation between the interarrival time and the service time. In order to deal with these kinds of situations, discrete-time queues with correlated arrivals are required. In this chapter, a brief survey of discrete-time queues with correlated arrivals is provided.

1.1 Discrete-Time Queues with Correlated Arrivals

In the present dissertation, we consider discrete-time queues where time axis is divided into intervals (called slot) which are equal in length. Through the dissertation, it is always assumed that all events start and end only at slot boundaries. Thus, their durations are integer multiples of a slot. For example, customers are assumed to arrive to the system
at the beginning of a slot. The service times are positive integer multiples of a slot. Any departure from the system is assumed to take place at the end of a slot.

To bring correlations into the arrival and the service processes, several mechanisms have been proposed. Among them, one of the most well-known mechanisms is Markov modulation, which gives a doubly stochastic process driven by an underlying Markov chain. The mechanism includes a switched batch Bernoulli process (SBBP), a discrete-time batch Markovian arrival process (DBMAP), and their variants. Note that sojourn times in each state of a Markov chain are geometrically distributed (whereas the sojourn time in a state can be deterministic and equal to one slot). An SBBP is defined as a doubly stochastic batch Bernoulli process with batch size governed by a two-state Markov chain.

It can be viewed as the discrete-time analogue of a switched batch Poisson process. In other words, the batch size arriving in a slot, which may take zero, depends on the state of the underlying Markov chain in the current slot. Furthermore, a generalized switched batch Bernoulli process has been proposed. It can be viewed as the discrete-time analogue of a generalized switched batch Poisson process. The term *generalized* means that the sojourn times in each state is not necessary to be geometrically distributed. Thus, the arrival process is governed not by a two-state Markov chain but by an alternating renewal process. On the other hand, a DBMAP is defined as a doubly stochastic batch Bernoulli process with batch size governed by a finite-state Markov chain. It can be viewed as the discrete-time analogue of a batch Markovian arrival process (BMAP). In other words, the batch size arriving in a slot, which may take zero, depends not only on the state of the underlying Markov chain in the current slot but also on the state in the next slot.

Another type of the mechanisms is *gating*, which gives rise to customer collection. The system has two queues and a gate (see Fig. 1.1). In this system, customers arriving at the system are accommodated in the first queue at the gate. When the gate opens, all the customers who are waiting in the first queue move to the second queue at the server. The gate closes immediately after all the customers in the first queue move to the second queue. The server serves only the customers present in the second queue. Hereafter, we call the system *queues with a gate*.

In queues with a gate, we can observe several types of correlation. It is easy to see that, when a gate opening interval is (relatively) long, (relatively) many customers are likely to wait in the first queue, while (relatively) few customers are likely to wait in the second queue. Thus, the waiting times in the first queue and the second queue would be negatively correlated (i.e., a long waiting in the first queue leads to a short waiting in the second queue). Also, if we consider the second queue as an isolated system, the interarrival time of batches arriving at the second queue (i.e., the gate opening interval) and the number of customers in each batch (i.e., the number of customers who move to

Figure 1.1: Queues with a Gate

the second queue at the same time) are positively correlated. Yet another view of this feature is that there exists the correlation between the interarrival time and the service time if each batch moving to the second queue is considered as a *supercustomer*.

From a theoretical viewpoint, queues with a gate falls into the category of queues with generalized vacations [Boxm89], [Fuhr85]. In the queue with generalized vacations, a server takes vacations even when waiting customers are present in the system. Note that, in the queue with a gate, there is a possibility that a server becomes idle, while customers are waiting outside the gate. Thus the idle periods of the server when waiting customers exist outside the gate are considered as vacations of the server. It is well known that in the queue with generalized vacations, the queue length, the amount of work in the system and the waiting time under the FCFS discipline have the so-called decomposition properties (see [Dosh90] and references therein). Note that the queue with generalized vacations has been studied mainly in the continuous-time model. However, very similar decomposition properties hold for the discrete-time counterpart, too. See, for example, [Boxm88].

### 1.2 Previous Works

Several types of discrete-time queues with correlated arrivals have been studied. In this section, we will review the previous works which concerns with the results given in this dissertation.

#### 1.2.1 SBBP/G/1 Queues

Hashida et al. [Hash91] have proposed and analyzed SBBP as a modeling tool for a bursty and correlated input process to discrete-time queues. They have assumed that the service times of customers are independent and identically distributed, and the batch size
arriving in a slot depends only on the state of the underlying Markov chain in the current slot. They have derived the probability generating functions (PGFs) for the number of customers in the system, the amount of the stationary work in the system and the waiting time of a customer.

### 1.2.2 Generalized SBBP/D/1 Queues

Liao and Mason [Liao89] have studied generalized SBBP/D/1 queues. They have assumed that the service times of customers are deterministic and equal to one slot, and the batch size depends only on the state of the underlying alternating renewal process in the current slot. Sojourn times in each state are generally distributed. The restriction they place on their mathematical model is that the PGFs of the sojourn time distributions are represented as rational functions. They have derived the PGF for the number of customers in the system.

### 1.2.3 DBMAP/D/1/K Queues

Blondia and Casals [Blon92] have studied DBMAP/D/1/K queues by a matrix analytical method. They have assumed that the service times of customers are deterministic and equal to one slot, and the batch size depends not only on the state of the underlying Markov chain in the current slot but also on the state in the next slot. They have derived the customer loss probability.

Takine et al. [Taki95] have studied DBMAP/D/1/K queues. They have presented analysis for various loss characteristics such as the loss probability, the consecutive loss probability and the distribution of the loss period length. Furthermore, they have presented the output process analysis and derived expressions for various statistics of the output process, including the joint distribution of the successive interdeparture times.

### 1.2.4 BBP + DBMAP/D/1 Queues

Takine et al. [Taki94] have analyzed BBP + DBMAP/D/1 queues, where BBP denotes a batch Bernoulli process. They have assumed that DBMAP customers have priority over BBP customers, and the service times of both DBMAP and BBP customers are deterministic and equal to one slot. Furthermore, they have assumed that the batch size of DBMAP customers depends not only on the state of the underlying Markov chain in the current slot but also on the state in the next slot, and the batch size of BBP customers is independent and identically distributed. They have derived the PGFs for the waiting times of both customers and the numbers of both customers in the system.

### 1.2.5 Queues with a Gate

Takahashi [Taka71] has studied continuous-time queues with a gate where the service times of customers are exponentially distributed and the gate opening intervals are deterministic or exponentially distributed. Borst et al. [Bors92], [Bors93] have studied the continuous-time queue with exponential gate opening intervals where the service times of customers are generally distributed. They were mainly concerned with the second queue, and discussed the effect of the correlation between the interarrival time and the number of customers in a batch on the performance of the second queue. Boxma and Combé [Boxm93] have studied an M/G/1 queue with a rather general dependency between the interarrival time and the service time. Kawata [Kawa93] has studied a discrete-time queue with geometrically distributed gate opening intervals and derived the probability generating function (PGF) for the sojourn times of a supercustomer.

### 1.3 Overview of the Dissertation

The purpose of the present dissertation is to provide a complete set of the analytical results on various types of discrete-time queues with correlated arrivals. They have a rich applicability of the mathematical model to important fundamental queuing systems and the performance evaluation of communication systems. We also provide numerical examples to show the computational feasibility of the analytical results. In view of the performance evaluation, one of the most interesting subject is the effect of correlations on the performance. This subject will be observed repeatedly through the numerical examples.

The organization of this dissertation is as follows. In the first half of this dissertation, we consider discrete-time queues with Markov modulation. In the latter half of this dissertation, we consider discrete-time queues with a gate.

In chapter 2, we consider a discrete-time queue with a generalized switched batch Bernoulli arrival and a general service time processes. The arrival and the service processes in this system are semi-Markovian in the sense that their distributions depend not only on the state of the alternating renewal process in the current slot but also on the state in the next slot. We derive the PGFs for the amount of work in the system and the waiting time of a customer under the FCFS (first-come, first-served) discipline. We also provide numerical examples to show the computational feasibility of the analytical results. Furthermore, we show a rich applicability to important queuing systems such as a discrete-time GI[N]/G/1 queue and a discrete-time queue with service interruptions.

In chapter 3, we study the loss probability approximation in DBMAP/D/1/K queues. We propose the approximate formulas which are given in terms of the tail distribution of
the queue length in the corresponding infinite-buffer queue. The approximate formulas become exact for any independent arrival process. We provide numerical experiments to show the accuracy of the approximations.

In chapter 4, we consider discrete-time BBP/G/1 queues with a gate, where BBP denotes a batch Bernoulli process. In this model, we assume that the intervals between successive openings of the gate are geometrically distributed. We provide a complete set of the analytical results for various performance measures. We also show some numerical examples, where we discuss the effect of three kinds of correlations in the model on the performance measures.

In chapter 5, we consider discrete-time BBP/G/1 queues with a gate. Contrary to the model considered in chapter 4, we assume that the intervals between successive openings of the gate are bounded, and independent and identically distributed (i.i.d.). We provide a complete set of the analytical results for various performance measures. We also show numerical examples and observe the effect of the distribution of the gate opening intervals on the performance measures.

Finally, in chapter 6, we provide concluding remarks.

The results discussed in chapter 2 is mainly taken from [Ishi93a] and [Ishi94c], chapter 3 from [Ishi94b] and [Ishi95b], chapter 4 from [Ishi96], chapter 5 from [Ishi93b], [Ishi94a] and [Ishi95a].

Chapter 2

Generalized SBBP/G/1 Queues

2.1 Introduction

In this chapter, we consider a discrete-time queue with a generalized switched batch Bernoulli arrival and a general service time processes. In this system, customers arrive to the system in batches and the service times of customers are generally distributed. The batch size and the service time distributions are governed by a discrete-time alternating renewal process with states 1 and 2. The arrival and the service processes in this system are semi-Markovian in the sense that their distributions depend not only on the state of the alternating renewal process in the current slot but also on the state in the next slot. Sojourn times in each state are generally distributed. The only restriction we place on our mathematical model is that the probability generating functions (PGFs) for the sojourn time are represented as rational functions.

The purpose of this chapter is two-fold. The first is to provide the analytical results in a fairly general assumption on discrete-time queues with two-state Markov modulation. The analytical results are readily applied to the performance evaluation of various communication systems [Ishi93a]. The second is to show a rich applicability of the mathematical model to important queueing systems such as a discrete-time GI[S]/G/1 queue and a discrete-time queue with service interruptions. The discrete-time GI[S]/G/1 queue is a fundamental queueing model and it has enormous potentialities to study queueing phenomena in general. On the other hand, queueing systems with service interruptions have wide applications to manufacturing, computer and communication systems where the server is subject to breakdown. Using the semi-Markovian nature of the arrival and the service mechanisms in our model, our model can be readily applied to analysis of those systems.

The organization of this chapter is as follows. In section 2.2, we describe the mathematical model of the generalized SBBP/G/1 queue. Note that, since the batch size and the
service time distributions are semi-Markovian, we need four distinct notations to describe each of these distributions. In section 2.3, we analyze the generalized SBBP/G/1 queue and derive the PGFs for the amount of work in the system and the waiting time of a customer under the FCFS (first-come, first-served) discipline. We also provide numerical examples to show the computational feasibility of the analytical results. In sections 2.4-2.6, we show an application of the analytical results to important queueing systems such as a discrete-time GI^[k]/G/1 queue and a discrete-time queue with service interruptions.

2.2 Model

We consider the queueing model with the following characteristics:

- The system operates in a random environment defined by an alternating renewal process with state 1 and state 2. Each state starts from a slot boundary and ends immediately before a slot boundary. We assume that the alternating renewal process is stationary.
- Customers arrive to the system in a batch immediately before slot boundaries. The batch size may possibly be zero. The arrival and the service time processes are semi-Markovian in the sense that the batch size and the service time distributions of customers arriving in a slot depend not only on the state of the alternating renewal process in the current slot but also on the next state.
- There is a single server and the service discipline is work-conserving. Namely, when the server finds some amount of work immediately after a slot boundary, he serves exactly one unit of work in the current slot.

We now introduce random variables and notations to describe the above model. Let $\tilde{T}_n$ denote a random variable representing the nth state transition epoch of the alternating renewal process taking an integer value. We assume that the sequence $\{\tilde{T}_n\}_{n=-\infty}^{\infty}$ satisfies

$$\cdots < \tilde{T}_{-1} < \tilde{T}_0 \leq 0 < \tilde{T}_1 < \tilde{T}_2 < \cdots .$$

(2.1)

Let $P_n$ denote a random variable representing the state of the alternating renewal process at time $n$. We define the inter-event sequence $\{G_n\}_{n=-\infty}^{\infty}$ as

$$G_n = \tilde{T}_{n+1} - \tilde{T}_n.$$ 

(2.2)

Let $B_n$ and $C_{n,m}$ ($m = 1, \ldots, B_n$) denote random variables representing the batch size arriving at time $n$, which may take zero, and the service time of $m$th customer within the batch, respectively. Also, let $A_n$ denote a random variable representing the amount of

work brought into the system by the batch (i.e., the sum of the service times of customers who belongs to the batch). We define the following PGFs:

$$A_{ij}(z) \triangleq E \left[ z^{A_n} \mid P_n = i, P_{n+1} = j \right], \quad B_{ij}(z) \triangleq E \left[ z^{B_n} \mid P_n = i, P_{n+1} = j \right],$$

$$C_{ij}(z) \triangleq E \left[ z^{C_{n,m}} \mid P_n = i, P_{n+1} = j \right] \quad (i, j = 1, 2).$$

(2.3)

We then have the following relationship:

$$A_{ij}(z) = B_{ij}(C_{ij}(z)) \quad (i, j = 1, 2).$$

(2.4)

Sojourn times in state $i$ ($i = 1, 2$) are distributed in accordance with a general distribution function. Let $g_i(k)$ denote the probability mass function of sojourn times in state $i$, i.e.,

$$g_i(k) = \Pr \{ G_n = k \mid P_n = i \} \quad (k = 1, 2, \ldots, n \neq 0, i = 1, 2).$$

(2.5)

We denote the PGF of the $g_i(k)$ by $G_i(z)$ ($i = 1, 2$):

$$G_i(z) = \sum_{k=1}^{\infty} g_i(k) z^k \quad (i = 1, 2).$$

(2.6)

The overall traffic intensity $\rho$ is then given by

$$\rho = \frac{A'_{11}(1)(G'_i(1) - 1) + A'_{12}(1)G'_i(1) - 1 + A'_{22}(1) + A'_{21}(1)}{G'_i(1) + G'_i(1)}.$$ 

(2.7)

In the above and following equations, we use the symbol $f'(1)$ and $f''(1)$ to denote $\lim_{z \to 0^+} df(z)/dz$ and $\lim_{z \to 0^+} d^2 f(z)/dz^2$ for any function $f(z)$, respectively.

In the remainder of this chapter, we assume that $\rho < 1$ and the system is in equilibrium. Furthermore, we assume that the PGF $G_i(z)$ ($i = 1, 2$) is represented as a rational function of $z$, which is the only restriction in our model. Namely, we assume that $G_i(z)$ can be written as

$$G_i(z) = G_{i1}(z) + G_{i2}(z) \quad (i = 1, 2),$$

(2.8)

where $G_{i1}(z)$ is given by a polynomial:

$$G_{i1}(z) = \sum_{k=1}^{M_i} m_{ik} z^k,$$ 

(2.9)

and $G_{i2}(z)$ is given by the fraction of two polynomials:

$$G_{i2}(z) = \frac{\sum_{j=1}^{N_i} \frac{n_{ij} z^j}{\prod_{k=1}^{K_i} (1 - \alpha_{ik} z)^{\nu_{ik}}}}{\prod_{k=1}^{K_i} (1 - \alpha_{ik} z)^{\nu_{ik}}},$$

(2.10)
The degree of the numerator of (2.10) is not higher than the degree of the denominator; however, without loss of generality, we assume that
\[ \sum_{k=1}^{K_i} w_{ik} = N_i. \]  
(2.11)

### 2.3 Analysis of Generalized SBBP/G/1 Queues

In this section, we analyze the generalized SBBP/G/1 queues. For convenience of the analysis, we assign non-negative integer values \( k \in \{0, 1, 2, \ldots \} \) sequentially to individual slot boundaries in each state. The time interval \([k-1, k) \ (k = 1, 2, \ldots)\) in state \( i \) \((i = 1, 2)\) is referred to as the \( k \)th slot of state \( i \). In what follows, we refer to the amount of work at the beginning of the \( k \)th slot as that in the \( k \)th slot. We first observe the amount of work in the system at the beginning of the \((k+1)\)st slot and relate it with that at the beginning of the \( k \)th slot. We then consider the amount of the stationary work in the system. Finally we consider the waiting time of a randomly chosen customer.

#### 2.3.1 Work in the First Slot of Each State

In this subsection, we first observe the amount of work in the system immediately after the beginning of the \((k+1)\)st slot and relate it with that immediately after the beginning of the \( k \)th slot. Let \( L_k \) denote a random variable representing the amount of work in the system at time \( n \). We define \( L_k(k, z) \) as the PGF for the amount of work in the system given that the alternating renewal process is in the \((k+1)\)st slot of state \( i \) at time \( 0 \):
\[ L_k(k, z) \triangleq E \left[ z^{L_k} | B_0 = i, -T_i = k \right] \quad (i = 1, 2, k = 0, 1, 2, \ldots). \]  
(2.12)

Relating \( L_k(k, z) \) with \( L_k(k - 1, z) \), we have
\[ L_k(k, z) = \left[ L_k(k - 1, z) - L_k(k - 1, 0) \right] z + L_k(k - 1, 0) A_n(z). \]  
(2.13)

By applying (2.13) recursively, we obtain \( L_k(k, z) \) in terms of \( L_k(0, z) \) which denotes the PGF for the amount of work at the beginning of state \( i \):
\[ L_k(k, z) = \left( \frac{A_n(z)}{z} \right)^k L_k(0, z) + \left( z - 1 \right) \sum_{j=1}^{k} \left( \frac{A_n(z)}{z} \right)^j L_k(k - j, 0). \]  
(2.14)

Since the system is in equilibrium, it is clear that the PGFs \( L_k(0, z) \) are given by
\[ L_k(0, z) = \sum_{k=1}^{\infty} L_k(k, z) g_1(k) \frac{A_{11}(z)}{A_{22}(z)}. \]  
(2.15)

Substituting (2.14) into (2.15), we have the following expressions for \( L_i(0, z) \) \((i = 1, 2)\):
\[ L_1(0, z) = \frac{A_{11}(z)}{A_{22}(z)} \left[ G_2 \left( \frac{A_{22}(z)}{z} \right) - L_2(0, z) + (z - 1) X_1 \left( \frac{A_{11}(z)}{z} \right) \right], \]  
(2.16)
\[ L_2(0, z) = \frac{A_{11}(z)}{A_{11}(z)} \left( L_1(0, z) + (z - 1) X_1 \left( \frac{A_{11}(z)}{z} \right) \right), \]  
(2.17)
where
\[ X_i(z) \triangleq \sum_{m=1}^{\infty} \sum_{k=0}^{\infty} L_i(k, 0) g_i(k + m) z^m \quad (i = 1, 2). \]  
(2.18)

We solve (2.16) and (2.17) with respect to \( L_i(0, z) \) \((i = 1, 2)\) and obtain
\[ L_1(0, z) = \left( z - 1 \right) \frac{A_{11}(z) A_{21}(z) G_2(A_{22}(z)/z) X_1(A_{11}(z)/z) + A_{11}(z) A_{21}(z) X_2(A_{22}(z)/z)}{A_{11}(z) A_{22}(z) - A_{12}(z) A_{21}(z) G_1(A_{11}(z)/z) G_2(A_{22}(z)/z)}, \]  
(2.19)
\[ L_2(0, z) = \left( z - 1 \right) \frac{A_{11}(z) A_{21}(z) G_1(A_{11}(z)/z) X_2(A_{22}(z)/z) + A_{22}(z) A_{12}(z) X_1(A_{11}(z)/z)}{A_{11}(z) A_{22}(z) - A_{12}(z) A_{21}(z) G_1(A_{11}(z)/z) G_2(A_{22}(z)/z)}. \]  
(2.20)

Thus, once \( X_1(z) \) and \( X_2(z) \) are known, the \( L_i(0, z) \)'s are obtained. In order to determine \( X_i(z) \), we need the following lemma.

**Lemma 2.3.1:** The unknown function \( X_i(z) \) can be rewritten as
\[ X_i(z) = X_{i1}(z) + X_{i2}(z) \quad (i = 1, 2), \]  
(2.21)
where
\[ X_{i1}(z) = \sum_{j=1}^{M_i} x_{i1}^*(j) z^j, \quad X_{i2}(z) = \prod_{k=1}^{K_i} \frac{z}{1 - \alpha_i k} \quad (i = 1, 2). \]  
(2.22)

**Proof:** See [Brun84].

From (2.22), it is clear that the unknown functions \( X_i(z) \)'s contain only a finite number of unknown constants \( x_{i1}^*(j) \)'s and \( x_{i2}^*(j) \)'s when \( G_i(z) \) \((i = 1, 2)\) is a rational function of \( z \). Furthermore, \( X_i(z) \) \((i = 1, 2)\) is a rational function of \( z \), having the same denominator as \( G_i(z) \) and a numerator of degree \( M_i + N_i \). This formal similarity between the \( G_i(z) \) and the \( X_i(z) \) allows us to determine \( X_i(z) \) (see Appendix A and also Appendix D).

#### 2.3.2 Stationary Work

In this subsection, we consider the amount of the stationary work in the system. We define \( U_i(z) \) \((i = 1, 2)\) as the PGF for the amount of work in the system in a randomly
chosen slot given that the state of the alternating renewal process in the slot is $i$:

$$U_i(z) \triangleq E \left[ L_0 \mid P_0 = i \right] \quad (i = 1, 2).$$

(2.23)

We also define $U(z)$ as the PGF for the amount of the stationary work in the system:

$$U(z) \triangleq E \left[ z^{L_0} \right].$$

(2.24)

We then have the following theorem.

**Theorem 2.3.1:** The PGFs $U_i(z)$ and $U(z)$ are given by

$$U_i(z) = \frac{1}{G_i'(1)} \left\{ 1 - \frac{A_i(z)}{z} \right\} L_i(0, z) \left\{ 1 - G_i \left( \frac{A_i(z)}{z} \right) \right\}$$

$$+ (z - 1) \left\{ \frac{A_i(z)}{z} X_i(1) - X_i \left( \frac{A_i(z)}{z} \right) \right\}. $$

(2.25)

$$U(z) = \pi_1 U_1(z) + \pi_2 U_2(z),$$

(2.26)

respectively, where $\pi_i$ is given by

$$\pi_i = \frac{G_i'(1)}{G_i'(1) + G_2'(1)} \quad (i = 1, 2).$$

(2.27)

**Proof:** We first consider $U_i(z)$. Let $p_i(k)$ ($i = 1, 2, k = 0, 1, 2, \ldots$) denote the conditional probability that a randomly chosen slot of state $i$ is the $(k+1)$st slot of state $i$, given that the slot is in state $i$:

$$p_i(k) \triangleq \Pr \left\{ -T_0 = k \mid P_0 = i \right\} \quad (k = 1, 2, \ldots, i = 1, 2).$$

(2.28)

We then have [Burk75]

$$p_i(k) = \frac{1}{G_i'(1)} \sum_{n=k+1}^{\infty} g_i(n) \quad (k = 0, 1, 2, \ldots).$$

(2.29)

By definition, we have

$$U_i(z) = \sum_{k=0}^{\infty} p_i(k) L_i(k, z) \quad (i = 1, 2).$$

(2.30)

From (2.14), (2.18), (2.29) and (2.30), we obtain (2.25).

Next we consider $U(z)$. Since

$$\Pr \{ P_0 = i \} = \frac{G_i'(1)}{G_i'(1) + G_2'(1)} \quad (i = 1, 2),$$

(2.31)

(2.26) immediately follows.

### 2.3.3 Waiting Time

In this subsection, we consider the waiting time of a randomly chosen customer. We assume here that the service discipline is the FCFS and as for customers who arrived in the same batch, the next customer for service is randomly selected among them.

Since our system is a single-server queue with batch arrivals, a tagged customer suffers from two components of delay. One is the waiting time of the tagged batch to which the tagged customer belongs. The other is the waiting time due to service times of customers in the tagged batch, who are served before the tagged customer. For the former, we define $F_{ij}(z)$ as the PGF for the waiting time of the tagged batch to which a randomly chosen customer belongs arriving in a slot given that the alternating renewal process is in state $i$ in the current slot and in state $j$ in the next slot. For the latter, we define $D_{ij}(z)$ as the PGF for a time interval from the beginning of the service of the first customer in the tagged batch to the beginning of the service of the customer given that he arrives to the system when the alternating renewal process is in state $i$ in the current slot and in state $j$ in the next slot. Further, we define $W(z)$ as the PGF for the waiting time of a randomly chosen customer. We then have the following theorem.

**Theorem 2.3.2:** The PGF $W(z)$ is given by

$$W(z) = \sum_{i=1}^{2} \sum_{j=1}^{2} \nu_{ij} F_{ij}(z) D_{ij}(z),$$

(2.32)

where

$$\nu_{ij} = \begin{cases} \frac{B_{ij}'(1)G_i'(1) - 1}{B_{ij}'(1)(G_i'(1) - 1) + B_{ij}'(1)G_i'(1) - 1 + B_{ij}'(1)} & (i = j), \\ \frac{B_{ij}''(1)}{B_{ij}''(1)(G_i'(1) - 1) + B_{ij}''(1)G_i'(1) - 1 + B_{ij}''(1)} & (i \neq j), \end{cases}$$

(2.33)

$$F_{ij}(z) = \frac{1}{A_{ij}(z)} \frac{G_i'(1)U_i(z) - L_i(0, z)}{G_i'(1) - 1} \quad (i = 1, 2),$$

(2.34)

$$F_{ij}(z) = \frac{L_i(0, z)}{A_{ij}(z)} \quad (i \neq j, i, j = 1, 2),$$

(2.35)

$$D_{ij}(z) = \frac{1 - B_{ij}(C_{ij}(z))}{B_{ij}''(1)(1 - C_{ij}(z))} \quad (i, j = 1, 2).$$

(2.36)

**Proof:** Note that $\nu_{ij}$ denotes the probability that the tagged customer arrives when the alternating renewal process is in state $i$ in the current slot and in state $j$ in the next slot. We then obtain the expression (2.32) for $W(z)$. 
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We now consider \( F_i (z) \). Recall that we observe the amount of work in the system immediately after slot boundaries, while customers arrive immediately before slot boundaries. Thus, we have
\[
U^i (z) = F_i (z) A_i (z) \quad (i = 1, 2),
\]
where \( U^i (z) \) denotes the PGF for the amount of work in the system in a randomly chosen slot of state \( i \) given that it is not the first slot of state \( i \). By definition, \( U^i (z) \) is given by
\[
U^i (z) = \frac{1}{1 - p_i (0)} \sum_{k = 1}^{\infty} p_i (k) L_i (k, z) = \frac{G_i (1) U_i (z) - L_i (0, z)}{G_i (1) - 1} \quad (i = 1, 2).
\]
From (2.37) and (2.38), we obtain (2.34). According to a similar reasoning, we obtain (2.35). We next consider \( D_i (z) \). By using the results in batch arrivals [Burk75], we have (2.36).

2.3.4 Numerical Example

In this subsection, we provide a numerical example in order to show the computational feasibility of the analytical results. In this example, we assume that the service times of customers are deterministic and equal to one slot regardless of the state, and the batch size follows a Poisson distribution. Moreover, we assume that \( A_1 (z) = A_2 (z) \) and \( A_3 (z) = A_2 (z) \). We denote the mean sojourn time in state \( i \) by \( r^{-1}_i \). We assume that \( r_1 = r_2 = r \). The traffic intensities in states 1 and 2 are fixed to 0.5 and 1.3, respectively, and the overall traffic intensity is given by 0.9. Thus, the arrival process consists of underload periods (state 1) and overload periods (state 2).

Fig. 2.1 shows that the mean waiting time of customers for two cases: the deterministic and the geometric sojourn times. The mean waiting time is plotted as a function of the mean sojourn time \( r^{-1} \). We first observe that the increase of the mean sojourn time leads to the increase of the mean waiting time of customers even when the overall traffic intensity is fixed. The second observation is that the mean waiting time in the case of the geometric sojourn times becomes longer than that in the case of the deterministic sojourn times. Thus not only the mean sojourn time but also the sojourn time distribution affects the mean waiting time.

2.4 Discrete-Time G[\(X\)]/G/1 Queues

In this section, we show an application of the analytical results to a discrete-time G[\(X\)]/G/1 queue. The discrete-time G[\(X\)]/G/1 queue has been extensively analyzed in the literature (see [Akr80], [Mura91] and references therein). Among those, Murata and Miyahara [Mura91] have studied the discrete-time G[\(X\)]/G/1 queue under the most general assumption. We show that the queueing model considered in [Mura91] is a special case of our model and the analytical results given in [Mura91] are readily obtained from the results in section 2.3.

2.4.1 Analysis of Discrete-Time G[\(X\)]/G/1 Queues

Now we apply our model to a discrete-time G[\(X\)]/G/1 queue considered in [Mura91], which is characterized by the following PGFs. Let \( G(z) \) denote the PGF of the interarrival time distribution of batches of positive size. We assume here that the PGF \( G(z) \) is represented as a rational function. Let \( B_k (z) \), \( C_k (z) \), and \( A_k (z) \) denote the PGFs for the batch size, the service time of a customer and the amount of work brought into the system by a batch, respectively. In order to analyze the above queueing model, we set the PGFs in our model in section 2.2 as follows:

\[
G_i (z) = G(z), \quad B_i (z) = 1, \quad B_{12} (z) = B_{11} (z) = B_k (z),
\]
\[
C_i (z) = 1, \quad C_{12} (z) = C_{21} (z) = C_k (z) \quad (i = 1, 2),
\]

![Figure 2.1: Mean sojourn time in each state vs. mean waiting time](image-url)
and therefore \( A_i(z) = 1 \) and \( A_{12}(z) = A_{21}(z) = A_2(z) \). In other words, we consider the model where batches of positive size arrive only when the state transitions from state 1 to state 2 or from state 2 to state 1 occur and sojourn times in each state correspond to interarrival times of batches of positive size. By definition, the traffic intensity is given by

\[
\rho_9 = \frac{A_1'(1)}{G'(1)}. \quad (2.40)
\]

In the following analysis, we assume that \( \rho_9 < 1 \) and the system is in equilibrium.

We first consider the PGF \( L_9(0, z) \) for the amount of work in the system immediately after arrivals of batches. Note that \( L_9(0, z) \) corresponds to \( L_1(0, z) \) in our original model. It then follows from (2.19) or (2.20) that

\[
L_9(0, z) = \frac{(z-1)A_9(z)X_9(1/z)}{1-A_9(z)G(1/z)}, \quad (2.41)
\]

where

\[
X_9(z) = \sum_{m=1}^{\infty} \sum_{k=0}^{\infty} L_9(k,0)g(k+m)z^m, \quad (2.42)
\]

and \( g(m) \) is the probability that an interarrival time is equal to \( m \) slots. Furthermore, from the normalizing equation \( L_9(0,1) = 1 \), we have

\[
X_9(1) = (1-\rho_9)G'(1). \quad (2.43)
\]

Recall that \( X_9(z) \) is readily determined as shown in section 2.3.

**Remark 2.4.1:** Note that if interarrival times of batches have a geometric distribution, we have the following equation:

\[
X_9(z) = X_9(1)G(z). \quad (2.44)
\]

Thus the unknown function \( X_9(z) \) is explicitly determined when the interarrival times are geometrically distributed.

Next, we consider the PGF \( U_9(z) \) for the amount of the stationary work in the system. Note that \( U_9(z) \) corresponds to \( U_1(z) \) in the original model in section 2.3. It then follows from (2.25) that

\[
U_9(z) = \frac{1}{G'(1)/(1-1/z)} \left[ L_9(0, z) \left\{ 1 - G \left( \frac{1}{z} \right) \right\} + (z-1) \left\{ \frac{1}{z} X_9(1) - X_9 \left( \frac{1}{z} \right) \right\} \right]. \quad (2.45)
\]

Finally, we consider the PGF \( W_9(z) \) for the waiting time of a randomly chosen customer. From the results in section 2.3, we obtain

\[
W_9(z) = F_9(z)D_9(z), \quad (2.46)
\]

where

\[
F_9(z) = L_9(0, z) = \frac{(z-1)X_9(1/z)}{A_9(z) - A_9(z)G(1/z)}, \quad D_9(z) = \frac{1 - A_9(z)}{B_9'(1)(1-C_9(z))}. \quad (2.47)
\]

**Remark 2.4.2:** After some algebra with (2.45) and (2.46), we have the following relationship between work in the system and the waiting time in the GI\[N]/G/1 queue:

\[
U_9(z) = 1 - \rho_9 + \rho_9zW_9(z) = C_9(1)(1-z). \quad (2.48)
\]

Note that (2.48) can also be derived from the invariant relationship or the equality of the virtual delay and attained waiting time distribution (see, for example, [Miya83], [Miya92], [Saka90], [Seng89]).

### 2.5 Queues with Two Independent Inputs

In this section, we consider an application of our model to a single-server queue with two independent input streams: GI\[N]/G and BBP/G input streams. The analytical results are directly applied to the performance evaluation of ATM multiplexers [Mura90].

The continuous-time single-server queue with independent GI/G and M/G input streams has previously been studied in [Hook72], [Olt84], [Olt87] (see also references therein). Those papers have shown that, roughly speaking, the amount of work in the system is decomposed into two independent components, one of which is the amount of the stationary work in the M/G/1 queue. We show that the amounts of not only the stationary work but also work immediately after arrivals of GI\[N]/G customers is decomposed into two independent components, one of which is the amount of work in the BBP/G/1 queue. Though the service times of GI\[N]/G customers are i.i.d. in the model considered in this chapter, the arrival process of the G/G stream need not be homogeneous in time and the service times of the customers need not be independent (see [Olt84]). In [Ishi95a], Ishizaki et al. have considered a single-server queue with two independent inputs where the interarrival times of GI\[N]/G customers and the service time of the customers are dependent, and analytically shown that the amount of work in the system is decomposed into the two independent components.

#### 2.5.1 Work in the System

We consider work in a single-server queue with two independent streams: GI\[N]/G and BBP/G input streams. For GI\[N]/G customers, let \( G(z) \) denote the PGF for the interarrival time of batches of GI\[N]/G customers. We assume here that the PGF \( G(z) \) is
represented as a rational function. Let $B_k(z)$ and $C_k(z)$ denote the PGFs for the batch size and the service time, respectively, of $\text{GI}[\lambda]/\text{G}$ customers. Thus we have the PGF $A_k(z)$ for the amount of work brought into the system by a batch of $\text{GI}[\lambda]/\text{G}$ customers:

$$A_k(z) = B_k(C_k(z)).$$

(2.49)

On the other hand, we denote by $B_k(z)$ and $C_k(z)$ the PGF of the batch size and the service time, respectively, of BBP/G customers. We then have the PGF $A_k(z)$ for the amount of work brought into the system by BBP/G customers in a slot:

$$A_k(z) = B_k(C_k(z)).$$

(2.50)

In order to analyze the queuing system, we set the PGFs in the original model in section 2.2 as follows:

$$A_{il}(z) = A_i(z), \quad B_k(z) = B_k(z), \quad C_k(z) = C_k(z),$$

$$A_{12}(z) = A_{11}(z) = A_1(z)A_2(z) \quad (i = 1, 2).$$

(2.51)

It is easy to see that the resulting queueing model corresponds to the single-server queue with two independent input streams described above. In the following analysis, we assume that $A_k'(1) + A_k'(1)/G'(1) < 1$ and the system is in equilibrium.

We first consider the amount of work in the system immediately after arrivals of $\text{GI}[\lambda]/\text{G}$ customers. Note that this corresponds to the amount of work at the beginning of each state in the original model. Let $L(0, z)$ denote the PGF for the amount of work immediately after arrivals of $\text{GI}[\lambda]/\text{G}$ customers. It then follows from (2.19) or (2.20) that

$$L(0, z) = \frac{(z-1)A_k(z)X(1) - z - A_k(z)}{1 - A_k(z)G(1)},$$

(2.52)

where

$$X(z) = \sum_{m=1}^{\infty} \sum_{k=0}^{\infty} L(k, 0)g(k + m)z^m,$$

(2.53)

and $g(m)$ is the probability that an interarrival time of batches of $\text{GI}[\lambda]/\text{G}$ customers is equal to $m$ slots. Note that (2.52) is rewritten to be

$$L(0, z) = U_k(z)L^*(0, z),$$

(2.54)

where $U_k(z)$ denotes the PGF for the amount of the stationary work in the BBP/G/1 queue:

$$U_k(z) = (1 - A_k'(1)) \frac{(z - 1)A_k(z)}{z - A_k(z)},$$

(2.55)

which is obtained from (2.41), (2.43), (2.44) and (2.45), and $L^*(0, z)$ is given by

$$L^*(0, z) = \frac{1}{1 - A_k'(1)} \frac{z - A_k(z)}{z - A_k(z)} X(1) = \frac{1}{1 - A_k'(1)} A_k'(z).$$

(2.56)

Next, we consider the PGF $U(z)$ for the amount of the stationary work in the system. Note that $U(z)$ corresponds to $U_k(z)$ in our original model. It then follows from (2.25) that

$$U(z) = \frac{1}{G'(1)(1 - A_k(z))} L(0, z) \left( \frac{A_k(z)}{z} \right)$$

$$+ (z - 1) \frac{A_k(z)}{z} X(1) X(1) X(1) X(1).$$

(2.57)

where $U^*(z)$ is given by

$$U^*(z) = \frac{1}{G'(1)(1 - A_k'(1))} \frac{z}{z} \left( (z - 1) X(1) A_k(z) \right)$$

$$\frac{A_k(z)}{z} X(1) + A_k(z).$$

(2.58)

From (2.54) and (2.57), we see that the amount of work immediately after arrivals of $\text{GI}[\lambda]/\text{G}$ customers and the amount of the stationary work are decomposed into two independent components, one of which is the amount of the stationary work in the BBP/G/1 queue. In the next subsection, we relate the other components, represented by $L^*(0, z)$ and $U^*(z)$, to the amount of work immediately after arrivals and the amount of the stationary work, respectively, in a special $\text{GI}[\lambda]/\text{G}/1$ queue.

### 2.5.2 Special $\text{GI}[\lambda]/\text{G}/1$ queue

We consider a special $\text{GI}[\lambda]/\text{G}/1$ queue with the same interarrival time and the same batch size distributions as in the $\text{GI}[\lambda]/\text{G}$ input stream. We now assume that the PGF $\hat{C}_g(z)$ for the service time of a special $\text{GI}[\lambda]/\text{G}$ customer is given by

$$\hat{C}_g(z) = C_g(z\Theta(z)),$$

(2.59)

where $\Theta(z)$ denotes the PGF of the delayed busy period distribution in the BBP/G/1 queue and $\Theta(z)$ satisfies

$$\Theta(z) = A_k(z\Theta(z)).$$

(2.60)

Note that (2.59) implies that the service times in the special $\text{GI}[\lambda]/\text{G}/1$ queue are given by the delay cycle of BBP/G customers with the initial delay corresponding to the service time of a $\text{GI}[\lambda]/\text{G}$ customer. Setting $\omega = z\Theta(z)$, we have

$$\omega = \frac{z\Theta(z)}{A_k(z\Theta(z))} = A_k(z\Theta(z)).$$

(2.61)
Thus we obtain
\[
\hat{C}_g \left( \frac{z}{A_b(z)} \right) = C_g(z). \tag{2.62}
\]
We denote by \( \hat{A}_g(z) \) the PGF for the amount of work brought into the system by a batch, namely,
\[
\hat{A}_g(z) = B_g(\hat{C}_g(z)). \tag{2.63}
\]

It then follows from (2.62) that
\[
\hat{A}_g \left( \frac{z}{A_b(z)} \right) = A_g(z). \tag{2.64}
\]

For the special GI^X/G/1 queue, we first consider the PGF \( \hat{L}(0, z) \) for the amount of work in the system immediately after arrivals of batches. From (2.19) or (2.20), we obtain \( \hat{L}(0, z) \):
\[
\hat{L}(0, z) = \frac{(z - 1) \hat{A}_g(z) \hat{X}(1/z)}{1 - A_g(z)G(1/z)}, \tag{2.65}
\]
where
\[
\hat{X}(z) = \sum_{m=1}^{\infty} \sum_{k=0}^{\infty} \hat{L}(k, 0) g(k + m) z^m, \tag{2.66}
\]
and \( g(m) \) is the probability that an interarrival time of batches is equal to \( m \) slots.

Next, we consider the PGF \( \hat{U}(z) \) for the amount of the stationary work in the system.

From (2.25), we obtain \( \hat{U}(z) \):
\[
\hat{U}(z) = \frac{1}{1 - G'(1)} \left\{ \hat{L}(0, 1) \left\{ 1 - G \left( \frac{1}{z} \right) \right\} + (z - 1) \left\{ \frac{1}{z} \hat{X}(1) - \hat{X} \left( \frac{1}{z} \right) \right\} \right\}. \tag{2.67}
\]
Substituting \( z = z/A_b(z) \) in (2.65) and (2.67), we have
\[
\hat{U} \left( \frac{z}{A_b(z)} \right) = \frac{1}{G'(1)} \left( \frac{z}{A_b(z)} \right) \hat{A}_g(z) \hat{X}(A_b(z)/z) \left\{ 1 - G \left( \frac{A_b(z)}{z} \right) \right\} + \frac{A_b(z)}{z} \hat{X}(1) - \hat{X} \left( \frac{A_b(z)}{z} \right). \tag{2.68}
\]

We now define \( \hat{X}(z) \triangleq (1 - A'_1(z)) \hat{X}(z) \) and rewrite \( \hat{L}(0, z/A_b(z)) \) and \( \hat{U}(z/A_b(z)) \) as follows:
\[
\hat{L} \left( 0, \frac{z}{A_b(z)} \right) = \frac{1}{1 - A'_1(z)} \frac{z - A_b(z)}{1 - A'_1(z)} \hat{A}_g(z) \hat{X}(A_b(z)/z), \tag{2.69}
\]
\[
\hat{U} \left( \frac{z}{A_b(z)} \right) = \frac{1}{G'(1)} \left( 1 - A'_1(z) \right) \hat{A}_g(z) \hat{X}(A_b(z)/z) \left\{ 1 - G \left( \frac{A_b(z)}{z} \right) \right\} + \frac{A_b(z)}{z} \hat{X}(1). \tag{2.70}
\]

Note that, from (2.65), (2.66), (2.69) and (2.70), if \( X(z) \) is identical to \( \hat{X}(z) \), then \( L^*(0, z) \) and \( U^*(z) \) are identical to \( \hat{L}(0, z/A_b(z)) \) and \( \hat{U}(z/A_b(z)) \), respectively. Hence we shall show that \( X(z) \) is identical to \( \hat{X}(z) \) in the next subsection.

### 2.5.3 Relationship between \( X(z) \) and \( \hat{X}(z) \)

Recall that \( X(z) \) is expressed by a linear combination of unknown values and a coefficient of each unknown value is determined only by the function \( G(z) \). Since \( \hat{X}(z) \) in (2.66) has the same form as \( X(z) \) in (2.53), \( \hat{X}(z) \) is also expressed by a linear combination of unknown values and a coefficient of each unknown is exactly the same as in \( X(z) \). Furthermore the unknown values in \( X(z) \) and \( \hat{X}(z) \) can be obtained by examining the zeros in the denominator of \( U^*(z) \) and \( \hat{U}(z) \) respectively.

Since both \( U^*(z) \) and \( \hat{U}(z) \) are PGFs, the terms
\[
\frac{(A_b(z) - 1)X(A_b(z)/z)}{1 - A_b(z)G(A_b(z)/z)} \quad \text{and} \quad \frac{(A_b(z) - 1)\hat{X}(A_b(z)/z)}{1 - A_b(z)G(A_b(z)/z)} \tag{2.71}
\]
in \( U^*(z) \) and \( \hat{U}(z) \), respectively, have no poles inside the unit disk. Note here that the denominators in both terms are identical. Thus, the numerators in these terms becomes zero at some value of \( z \), at which the denominators in both terms becomes zero. Hence it is clear that these conditions provide us with the same linear equations for the unknown constants in both terms. Furthermore, the normalizing equations \( U(1) = 1 \) and \( \hat{U}(1) = 1 \) provide us with the following equation:
\[
X(1) = \hat{X}(1) = G'(1)(1 - A'_1(1)) - A'_1(1). \tag{2.72}
\]

From these observations, we conclude that \( X(z) \) is identical to \( \hat{X}(z) \), so that \( L^*(0, z) \) and \( U^*(z) \) are identical to \( \hat{L}(0, z/A_b(z)) \) and \( \hat{U}(z/A_b(z)) \), respectively. Thus the other factors are related to the amount of work in the special GI^X/G/1 queue. Note that, with (2.54), (2.57), (2.60) and (2.61), the decomposition results (2.54) and (2.57) are also given in the following forms:
\[
L(0, z\Theta(z)) = U_b(z\Theta(z))\hat{L}(0, z), \quad U(z\Theta(z)) = U_b(z\Theta(z))\hat{U}(z). \tag{2.73}
\]

### 2.6 Queues with Service Interruptions

In this section, we consider an application of our model to a discrete-time queueing system with service interruptions. Queues with service interruptions have been extensively studied in the literature (see [Brun84], [Seng90] and references therein). In the context of the discrete-time queue, Bruneel [Brun84] has studied queues with service interruptions where the arrivals of customers are time-homogeneous and the service times of a customer are deterministic (equal to one slot). The lengths of on-periods are assumed to have a general distribution whose PGF is represented as a rational function. He has derived the PGF for the amount of the stationary work in the system. The model considered in
section 2.2 enables us to have a more general model than the one in [Brun84]. Towsley [Tow80] has studied a breakdown model as a special case of queue with two-state Markov modulated input where each state is characterized by its own Bernoulli arrival process and independent error process, and derived the PGF for the queue length distribution. In his model, on-period lengths have a geometric distribution, while off-period lengths have a general distribution. Rubin and Zhang [Rub92] have analyzed queues with deterministic on- and off-periods to obtain the performance measures in the TDMA scheme. Note that their model is a special case of our model. In our model, we assume that the batch size and the service time distributions of customers which arrive to the system during off-periods may differ from those when the server is working. These phenomena are naturally arising in real situations and a very similar model in continuous-time has been studied by Sengupta [Seng90]. We show that the PGF for the amount of work in the system is readily obtained from the results in section 2.3, and the analytical results include those in [Brun84] as a special case. Furthermore, we characterize the waiting time distribution of customers under the FCFS discipline.

2.6.1 Model

We consider a single-server queue in a random environment governed by a discrete-time alternating renewal process. We call the states of the alternating renewal process states 1 and 2. In state 1, the server works and therefore the server serves exactly one unit of work in a slot of state 1. State 2 denotes the breakdown of the server. We will also refer to states 1 and 2 as on- and off-periods, respectively. Let \( g_i(n) \) (\( i = 1, 2, n = 0, 1, 2, \ldots \)) denote the probability that time spent in state \( i \) is equal to \( n \). We denote by \( G_i(z) \) (\( i = 1, 2 \)) the PGF of the \( g_i(n) \). We assume here that the on-period PGF \( G_1(z) \) is represented as a rational function. However, we do not make any assumptions regarding the form of the off-period PGF \( G_2(z) \). Customers arrive to the system in batches. The batch size and the service time distributions may differ among the two states. Let \( B_i(z) \) and \( C_i(z) \) denote the PGFs for the batch size and the service time of a customer arriving in a slot of state \( i \) (\( i = 1, 2 \)). Also, let \( A_i(z) \) denote the PGF for the amount of work brought into the system in a slot of state \( i \). In the following analysis, we assume that \( (G'_1(1)A'_1(1) + G'_2(1)A'_2(1))/G'_1(1) < 1 \) and the system is in equilibrium.

2.6.2 Work in the System

We first consider the imbedded workload process only during on-periods. We excise all slots during off-periods, gather all arrivals during each off-period, and put them in the last slot of the on-period preceding each off-period. As a result, the imbedded process behaves like the workload in the queueing system with two independent input streams: one is a BBP/G input stream with the batch size PGF \( B_1(z) \) and the service time PGF \( C_1(z) \), and the other is a GI/G input stream with the interarrival time PGF \( G_1(z) \), the batch size PGF \( G_2(B_2(z)) \) and the service time PGF \( C_2(z) \). Note that we have already analyzed the workload process in such a queue in section 2.5.

Let \( \bar{U}_1(z) \) be the stationary PGF for the amount of work in the imbedded process. From the results in the previous section, we obtain

\[
\bar{U}_1(z) = \frac{1}{G_1(1)\{1 - A_1(z)/z\}} \left[ L_1(0,z) \left( 1 - G_1(1) \frac{A_1(z)}{z} \right) \right] + (z-1) \left( \frac{A_1(z)}{z} X(1) - X \left( \frac{A_1(z)}{z} \right) \right), \tag{2.75}
\]

where

\[
L_1(0,z) = \frac{(z-1)G_1(A_2(z))X(A_1(z)/z)}{1 - G_2(A_2(z))G_1(A_1(z)/z)}, \quad X(z) = \sum_{m=0}^{\infty} \sum_{k=0}^{\infty} L_1(k,0)g_1(k+m)z^m. \tag{2.76}
\]

Note that \( L_1(0,z) \) in (2.76) is identical to \( G_0(z) \) in [Brun84] if \( A_1(z) = A_2(z) \).

The next step is to obtain the PGF for the amount of work in the system in a randomly chosen slot during off-periods. To do so, we excise all slots during on-periods. We then notice that the resulting workload process is a pure birth process except at some renewal epochs, where the distribution of time intervals between successive renewals has the PGF \( G_2(z) \). Let \( L_2(0,z) \) denote the PGF of the distribution of the amount of work immediately after renewal epochs. It is easy to see that \( L_2(0,z) \) is equivalent to the PGF of the distribution of the amount of work immediately after arrivals of \( G_i^{(2)}/G \) customers. Thus, from (2.52), we obtain

\[
L_2(0,z) = \frac{(z-1)X(A_1(z)/z)}{1 - G_2(A_2(z))G_1(A_1(z)/z)}, \tag{2.77}
\]

where \( X(z) \) is given by (2.76). Note that \( L_2(0,z) \) in (2.77) is identical to \( D_0(z) \) in [Brun84] if \( A_1(z) = A_2(z) \). Let \( L_2(k,z) \) denote the PGF for the amount of work in the system in the \((k+1)\)st slot of state 2. We then have

\[
L_2(k,z) = \{A_2(z)\}^k L_2(0,z). \tag{2.78}
\]

We denote by \( \bar{U}_2(z) \) the PGF of the distribution of the amount of the stationary work during off periods. By definition, we obtain

\[
\bar{U}_2(z) = \sum_{k=0}^{\infty} p_2(k)L_2(k,z) = \frac{1 - G_2(A_2(z))}{G_2(1)\{1 - A_2(z)\}} L_2(0,z), \tag{2.79}
\]
where \( p_i(k) \) (\( k = 0, 1, 2, \ldots \)) is the conditional probability that a randomly chosen slot of state 2 is the \((k + 1)\)st slot given the slot is in state 2 and given in (2.29).

Let \( \tilde{U}(z) \) denote the PGF for the amount of work in the single-server queue with service interruptions. We then have

\[
\tilde{U}(z) = \pi_1 \tilde{U}_1(z) + \pi_2 \tilde{U}_2(z) = \pi_1 \frac{1}{G_1^T(1)[1 - A_i(z)/z]} L_i(0, z) \left\{ 1 - G_1 \left( \frac{A_i(z)}{z} \right) \right\} + (z - 1) \left\{ \frac{A_i(z)}{z} X(1) - X \left( \frac{A_i(z)}{z} \right) \right\} + \pi_2 \frac{1}{G_2^T(1)[1 - A_2(z)]} L_2(0, z),
\]

where the \( \pi_i \)’s \( (i = 1, 2) \) are given in (2.27).

### 2.6.3 Waiting Time Distribution

In this subsection, we consider the waiting time distribution of customers under the FCFS discipline. Before we analyze the waiting time distribution, we characterize the amount of work in the system in a slightly different way than that in the previous subsection. We denote by \( \psi_i(k, x) \) \( (i = 1, 2, k = 0, 1, 2, \ldots, x = 0, 1, 2, \ldots) \) the conditional joint probability that a randomly chosen customer arrives in the \((k + 1)\)st slot of state \( i \) and the amount of work seen by him upon arrival is equal to \( x \) (including that brought by those customers served before him within the same batch) given that the tagged customer arrives in state \( i \). Let \( \Psi_i(k, z) \) denote the \( z \)-transform of the \( \psi_i(k, x) \) with respect to \( x \). It is clear that

\[
\Psi_1(k, z) = p_1(k) \frac{L_1(k, z) - L_1(k, 0)}{z} + L_1(k, 0) D_{11}(z),
\]

\[
\Psi_2(k, z) = p_2(k) L_2(k, z) D_{22}(z),
\]

where \( D_{ii}(z) \) \( (i = 1, 2) \) is given in (2.36). By definition, we have

\[
\sum_{k=0}^{\infty} \Psi_1(k, z) = \frac{\tilde{U}_1(z) - \tilde{U}_1(0)}{z} + \tilde{U}_1(0) D_{11}(z), \quad \sum_{k=0}^{\infty} \Psi_2(k, z) = \tilde{U}_2(z) D_{22}(z).
\]

In analyzing the waiting time distribution of customers, we separately treat two types of customers, those who arrive during on-periods and those during off-periods. Let \( w_i(y|k, x) \) \( (i = 1, 2, k = 0, 1, 2, \ldots) \) denote the probability that the waiting time of a customer is equal to \( y \) slots given that the customer arrives in the \((k + 1)\)st slot of state \( i \) and the amount of work found by him upon arrival is \( x \) \( (x = 0, 1, 2, \ldots) \). Clearly, the waiting time of a customer who arrives during an on-period and finds \( x \) units of work in front of him upon arrival is given by the sum of \( x \) slots and the total length of off-periods that occur before the start of his service following the depletion of \( x \) units of work. Let \( N(k, x) \) denote the number of those off-periods before the start of his service given that the tagged customer arrives in the \((k + 1)\)st slot of state 1 and finds \( x \) units of work in front of him upon arrival. Note that \( N(k, x) \) is considered as a delayed renewal process whose first renewal time is equal to \( n \) \( (n = 0, 1, 2, \ldots) \) with probability \( g_i(n + k + 1)/(1 - \sum_{m=1}^{k} g_i(m)) \) and the subsequent interrenewal time is equal to \( n \) with probability \( g_i(n) \). We then have

\[
\Pr\{N(k, x) = l\} = \sum_{j=0}^{\infty} \frac{g_i(j + k + 1)}{1 - \sum_{m=1}^{k} g_i(m)} \sum_{n=1}^{j} g_i(n - 1) \left\{ 1 - \sum_{m=1}^{n} g_i(m) \right\} \quad \text{for } l \geq 1,
\]

\[
\Pr\{N(k, x) = 0\} = \sum_{j=0}^{\infty} \frac{g_i(j + k + 1)}{1 - \sum_{m=1}^{k} g_i(m)} \sum_{n=1}^{j} g_i(n) \quad \text{for } l = 0,
\]

\[
\Pr\{N(k, x) = 1\} = \sum_{j=0}^{\infty} \frac{g_i(j + k + 1)}{1 - \sum_{m=1}^{k} g_i(m)} \sum_{n=1}^{j} g_i(n - 1) \left\{ 1 - \sum_{m=1}^{n} g_i(m) \right\} \quad \text{for } l = 0,
\]

where \( g_i^{(k)}(x) \) \( (i = 1, 2) \) is the \( k \)-fold convolution of \( g_i(x) \) with itself. In the above and the following equations, the summation taken in decreasing order is defined to be zero.

Using \( \Pr\{N(k, x) = l\} \), we have the following expression for \( w_i(y|k, x) \):

\[
w_1(y|k, x) = \sum_{x=0}^{y} \frac{g_1^{(y)}(y - x)}{x!} \Pr\{N(k, x) = l\} \quad \text{for } y \leq x.
\]

\[
w_2(y|k, x) = \sum_{n=0}^{y-x} \frac{g_2^{(n+k+1)}(y-n)}{n!} \Pr\{N(k, x) = l\} \quad \text{for } x \leq y.
\]

By combining \( \psi_i(k, x) \) introduced in the beginning of this subsection with \( w_i(y|k, x) \), we obtain the waiting time distribution of a randomly chosen customer. Let \( W_e \) denote a random variable for the waiting time of a randomly chosen customer. We then have

\[
\Pr\{W_e = y\} = \sum_{i=1}^{2} \eta_i \sum_{k=0}^{\infty} \sum_{x=0}^{y} \psi_i(k, x) w_i(y|k, x),
\]

where \( \eta_i \) is given by

\[
\eta_i = \frac{B_i(1) G_i^T(1)}{B_i(1) G_i^T(1) + B_2(1) G_2^T(1)} \quad (i = 1, 2).
\]

Finally, we consider the mean waiting time \( E[W_e] \). Let \( w_i^{(1)}(k, x) \) \( (i = 1, 2) \) denote the expectation of \( w_i(y|k, x) \). It then follows from (2.84) that

\[
w_i^{(1)}(k, x) = x + G_i^T(1) m(k, x),
\]
where $m(k, x) = E[N(k, x)]$. Note that $m(k, x)$ is the renewal function of the delayed renewal process, which starts at age $k$. Furthermore, from (2.85), we have

$$w_2^{(1)}(k, x) = \frac{\sum_{n=0}^{\infty} n g_2(n + k + 1)}{1 - \sum_{m=1}^{k} g_2(m)}. \quad (2.89)$$

Taking the expectation of both sides of (2.86), we have

$$E[W_x] = \sum_{i=1}^{2} \sum_{k=0}^{\infty} \sum_{x=0}^{\infty} \psi_i(k, x) w_1^{(1)}(k, x) = S_0 + \eta_1 G_2^1(1) S_1 + \eta_2 G_2^1(1) S_2, \quad (2.90)$$

where

$$S_0 = \eta_1 (\bar{U}_1^1(1) + D_1^1(1) - 1 + \bar{U}_1(0)) + \eta_2 (\bar{U}_2^1(1) + D_2^1(1) + \frac{G_2^1(1)}{2G_2^1(1)}), \quad (2.91)$$

$$S_1 = \sum_{k=0}^{\infty} \sum_{x=0}^{\infty} \psi_1(k, x) m(k, x), \quad S_2 = \sum_{k=0}^{\infty} \sum_{x=0}^{\infty} \psi_2(k, x) m(0, x). \quad (2.92)$$

### 2.7 Conclusion

In this chapter, we analyze the generalized SBBP/G/1 queues, where the arrival and the service processes are semi-Markovian in the sense that their distributions depend not only on the state of the alternating renewal process in the current slot but also on the state in the next slot. We derive the PGFs for the amount of work in the system and the waiting time of a customer under the FCFS discipline. We also provide numerical examples to show the computational feasibility of the analytical results. Furthermore, we show an application of the analytical results to important queueing systems such as a discrete-time GI$^X$/G/1 queue and a discrete-time queue with service interruptions.

### Chapter 3

**DBMAP/D/1 Queues with Finite and Infinite Buffers**

#### 3.1 Introduction

In this chapter, we study the customer loss probability approximation in DBMAP/D/1/K queues. The approximate formulas are given in terms of the tail distribution of the queue length in the corresponding infinite-buffer queue. Though, as we mentioned in chapter 1, the formulas for the exact loss probability in DBMAP/D/1/K queue have been already derived (see, for example, [Blon92], [Taki95]), the reasons that we consider the approximate formula of the loss probability in this chapter are as follows. When the buffer size is large, the number of states and the size of the transition matrix representing the imbedded Markov chain to describe the dynamics of the system become prohibitively large. When the loss probability is very small, we have some difficulties in its computation. Those facts make the computation of the exact loss probability with enough accuracy very difficult, even if the exact analytical framework is available. Furthermore such an exact computation is time consuming. In application, we are mainly interested in those cases [Ishi95b]. Thus an efficiently computable yet accurate approximate formula of the loss probability should be developed.

The organization of this chapter is as follows. In section 3.2, we describe the mathematical model. In section 3.3, we propose simple approximations to the loss probability which are given in terms of the tail distribution of the queue length in the corresponding infinite-buffer queue. The approximate formulas are constructed in such a way that they become exact for any independent arrival process. The accuracy of the approximations is extensively examined through numerical experiments.
3.2 Model

We consider the queueing model with the following characteristics:

- Customers arrive in a batch. The arrivals are governed by an underlying $M$-state Markov chain. This Markov chain changes its state on slot boundaries. The number of customers arriving in a slot depends not only on the state of the underlying Markov chain in the current slot but also on the state in the next slot.

- The service times of customers are assumed to be constant and equal to one slot. The service of a customer starts at the beginning of a slot and ends at the end of the slot (i.e., on slot boundaries). Customers depart from the system at slot boundaries.

- The queueing system has finite buffer and accommodates at most $N$ customers including the one in service. Thus, when $m$ ($m \geq N - k + 1$) customers arrive to find $k$ customers (including the one in service) in the system, only $N - k$ customers are accommodated in the system, and the remaining $m - (N - k)$ customers are lost.

As for timings of arrivals, two queueing models have been explored in the past: the early arrival model and the late arrival model (see p.5 of [Taka93]). In the early arrival model, an arrival of a batch in the $n$th slot occurs immediately after the beginning of the $n$th slot. On the other hand, in the late arrival model, an arrival of a batch in the $n$th slot occurs immediately before the end of the $n$th slot. In what follows, we consider both queueing models in parallel.

Before proceeding to the analysis, we introduce some notations. The state transition matrix for the underlying Markov chain is denoted by $U = \{U_{ij}\}$ ($i, j = 1, \ldots, M$), where we assume $U$ is irreducible. Let $P_n$ denote the state of the underlying Markov chain in the $n$th slot. Let $\pi = \{\pi_1, \ldots, \pi_M\}$ denote the stationary state vector of this Markov chain. Note that $\pi$ satisfies $\pi = \pi U$ and $\pi e = 1$, where $e$ is an $M \times 1$ vector with all elements equal to one. Let $A_n$ denote the number of customers arriving in the $n$th slot (i.e., in this model, the amount of work brought in the system by a departure in the $n$th slot). We assume that $A_{n+1}$ depends on both $P_n$ and $P_{n+1}$ (see [Bion92], [Takra94], and [Takib95]). We denote by $a_{ij}(k)$ the probability of $k$ ($k \geq 0$) customers arriving in the current slot given that the underlying Markov chain was in state $i$ in the previous slot and is in state $j$ in the current slot:

$$a_{ij}(k) = \Pr\{A_{n+1} = k \mid P_n = i, P_{n+1} = j\} \quad (i, j = 1, \ldots, M, \quad k = 0, 1, 2, \ldots) \tag{3.1}$$

Note that we assume $a_{ij}(k)$ is time homogeneous and is independent of $n$. Also, let $\bar{a}_{ij}(k)$ denote the conditional probability for the following events: $k$ customers arrive in the $(n+1)$th slot, and the underlying Markov chain is in state $j$ in the $(n+1)$th slot, given that the Markov chain was in state $i$ in the $n$th slot. Namely,

$$\bar{a}_{ij}(k) = \Pr\{A_{n+1} = k, P_{n+1} = j \mid P_n = i\} = a_{ij}(k)U_{ij} \quad (i, j = 1, \ldots, M). \tag{3.2}$$

Let $A_k$ and $B_k$ denote $M \times M$ matrices whose $(i,j)$th elements are given by $\bar{a}_{ij}(k)$ and $\sum_{m=k}^{\infty} \bar{a}_{ij}(m)$, respectively, where $k \geq 0$. Note that $A_k$ (resp. $B_k$) represents the transition matrix of the underlying Markov chain when $k$ customers (resp. more than or equal to $k$ customers) arrive to the system. By definition, $B_0 = U$, where $U$ denotes the transition probability matrix of the underlying Markov chain. Let $\rho$ denote the traffic intensity which is given by

$$\rho = \pi \sum_{k=1}^{\infty} k A_k e. \tag{3.3}$$

3.3 Loss Probability Approximation

In this section, we propose simple approximate formulas for the loss probability in both the early and the late arrival models. First we consider the distribution of the number of customers in the system. Next we propose a heuristic approximation of the loss probability. Finally we examine the accuracy of the approximation through numerical experiments.

3.3.1 Distribution of the Number of Customers in the System

We observe the system immediately after all possible events (i.e., a departure of a customer and customer arrivals) happen around slot boundaries. For convenience of the analysis, we introduce slightly different definitions of the number of customers in the system for the early and the late arrival models. Let $Y^{(e)}_n$ denote a random variable which represents the number of customers in the system immediately after the beginning of $n$th slot in the early arrival model. On the other hand, let $Y^{(l)}_n$ denote a random variable which represents the number of customers in the system immediately after the end of the $n$th slot in the late arrival model. We note that both $Y^{(e)}_n$ and $Y^{(l)}_n$ include customers arriving and accommodated in the system in the $n$th slot. Then $\{Y^{(e)}_n, P_n; n = 0, 1, \ldots\}$ and $\{Y^{(l)}_n, P_n; n = 0, 1, \ldots\}$ constitute the bivariate Markov chains, whose transition matrices are given by (see [Bion92] and [Takib95]):
The early arrival model:

\[
\begin{bmatrix}
A_0 & A_1 & A_2 & \ldots & A_{N-2} & A_{N-1} & B_N \\
A_0 & A_1 & A_2 & \ldots & A_{N-2} & A_{N-1} & B_N \\
0 & A_0 & A_1 & \ldots & A_{N-3} & A_{N-2} & B_{N-1} \\
0 & 0 & A_0 & \ldots & A_{N-4} & A_{N-3} & B_{N-2} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & A_0 & A_1 & B_2 \\
0 & 0 & 0 & \ldots & 0 & A_0 & B_1 \\
\end{bmatrix}
\]

The late arrival model:

\[
\begin{bmatrix}
A_0 & A_1 & A_2 & \ldots & A_{N-2} & A_{N-1} & B_N \\
A_0 & A_1 & A_2 & \ldots & A_{N-2} & A_{N-1} & B_N \\
0 & A_0 & A_1 & \ldots & A_{N-3} & B_{N-1} & 0 \\
0 & 0 & A_0 & \ldots & A_{N-4} & B_{N-2} & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & 0 & A_0 & B_1 \\
0 & 0 & 0 & \ldots & 0 & 0 & B_0 \\
\end{bmatrix}
\]

Let \( \mathbf{y}_k^{(e)} \) (resp. \( \mathbf{y}_k^{(l)} \)) denote an \( 1 \times M \) vector whose \( j \)th element represents the joint stationary probability of \( k \) customers in the system and the underlying Markov chain being in state \( j \) in the early (resp. late) arrival model. Note that \( \mathbf{y}_k^{(e)} \) and \( \mathbf{y}_k^{(l)} \) satisfy the following equations:

The early arrival model:

\[
\mathbf{y}_k^{(e)} = \mathbf{y}_0^{(e)} \mathbf{A}_k + \sum_{i=1}^{k+1} \mathbf{y}_{i-1}^{(e)} \mathbf{A}_{k+1-i},
\]

(3.6)

\[
\mathbf{y}_N^{(e)} = \mathbf{y}_0^{(e)} \mathbf{B}_N + \sum_{i=1}^{N} \mathbf{y}_{i}^{(e)} \mathbf{B}_{N+i-1},
\]

(3.7)

The late arrival model:

\[
\mathbf{y}_k^{(l)} = \mathbf{y}_0^{(l)} \mathbf{A}_k + \sum_{i=1}^{k+1} \mathbf{y}_{i-1}^{(l)} \mathbf{A}_{k+1-i},
\]

(3.8)

\[
\mathbf{y}_N^{(l)} = \mathbf{y}_0^{(l)} \mathbf{A}_{N-1} + \sum_{i=1}^{N} \mathbf{y}_{i}^{(l)} \mathbf{B}_{N-i},
\]

(3.9)

\[
\mathbf{y}_N^{(l)} = \mathbf{y}_0^{(l)} \mathbf{B}_N.
\]

(3.10)

The above equations completely determine \( \mathbf{y}_k^{(e)} \) and \( \mathbf{y}_k^{(l)} \) \( (0 \leq k \leq N) \) with the normalizing equations \( \sum_{k=0}^{N} \mathbf{y}_k^{(e)} \mathbf{e} = 1 \) and \( \sum_{k=0}^{N} \mathbf{y}_k^{(l)} \mathbf{e} = 1 \), where \( \mathbf{e} \) denotes an \( M \times 1 \) vector whose all elements are equal to one. As for the algorithms to solve the above equations, readers are referred to [LeBo91] and [Taki95].

Let \( P_{\text{loss}}^{(e)} \) (resp. \( P_{\text{loss}}^{(l)} \)) denote the loss probability in the early (resp. late) arrival model. It can be shown that the loss probabilities in the two models are given by (see [Taki95] as for the derivation):

\[
P_{\text{loss}}^{(e)} = \frac{\rho - (1 - \mathbf{y}_0^{(e)} \mathbf{e})}{\rho}, \quad P_{\text{loss}}^{(l)} = \frac{\rho - (1 - \mathbf{y}_0^{(l)} \mathbf{e})}{\rho}.
\]

(3.11)

### 3.3.2 Heuristic Approximation of the Loss Probability

In this subsection, we propose approximate formulas of the loss probability which are given in terms of the tail distribution in the corresponding infinite-buffer queue. We first consider the distribution of the number of customers in the corresponding discrete-time queue with buffer of infinite capacity, which will be used to construct the approximate formulas. Let \( \mathbf{x}_k \) denote an \( 1 \times M \) vector whose \( j \)th element represents the joint stationary probability of \( k \) customers in the system and the underlying Markov chain being in state \( j \) in the corresponding discrete-time queue with infinite buffer. Note that both the early and the late arrival models have the same distribution of the number of customers in the system when the buffer has infinite capacity. The \( \mathbf{x}_k \) \( (k \geq 0) \) satisfies [Taki94]

\[
\mathbf{x}_k = \mathbf{x}_0 \mathbf{A}_k + \sum_{i=1}^{k+1} \mathbf{x}_{i-1} \mathbf{A}_{k+1-i}, \quad (k \geq 0),
\]

(3.12)

with the normalizing equation \( \sum_{k=0}^{\infty} \mathbf{x}_k \mathbf{e} = 1 \). We define \( X(z) \) and \( A(z) \):

\[
X(z) = \sum_{k=0}^{\infty} \mathbf{x}_k z^k,
\]

(3.13)

\[
A(z) = \sum_{k=0}^{\infty} \mathbf{A}_k z^k.
\]

(3.14)

We then have [Taki94]

\[
X(z) | z I - A(z) || = (1 - \rho)(z - 1) g A(z),
\]

(3.15)

where \( g \) denotes an \( 1 \times M \) vector. Note that \( \mathbf{x}_0 = (1 - \rho) \mathbf{g} \) can be obtained by solving a set of \( M \) linear equations and \( \mathbf{x}_k \) \( (k \geq 1) \) can be recursively computed by the matrix analytic method (see [Neut89] and [Taki94]).

To construct the approximate formulas of the loss probability, we employ the following heuristic idea. We assume that the joint stationary probabilities \( \mathbf{y}_k^{(e)} \) and \( \mathbf{y}_k^{(l)} \) are related to \( \mathbf{x}_k \) by truncating and renormalizing the \( \mathbf{x}_k \) if the loss probability is very small. We claim that if the loss probability is very small, the traffic intensity \( \rho \) should be less than 1, so that the distribution of the number of customers in the system in the corresponding
infinite-buffer queue is well defined. Thus, we suggest a conditional approximation when the loss probability is very small:

\[
\begin{align*}
\Pr(Y^{(k)} = k, P = j) & \approx \frac{\Pr(X = k, P = j)}{\Pr(X \leq N)} \quad (0 \leq k \leq N), \\
\Pr(Y^{(k)} = k, P = j) & \approx \frac{\Pr(X = k, P = j)}{\Pr(X \leq N - 1)} \quad (0 \leq k \leq N - 1),
\end{align*}
\]

(3.16)

(3.17)

where \(Y^{(k)}\), \(Y^{(0)}\) and \(X\) denote generic random variables representing the number of customers in the system in the early arrival model, in the late arrival model and in the corresponding discrete-time infinite-buffer queue, respectively. Also \(P\) denotes a generic random variable representing the state of the underlying Markov chain. The idea behind the above approximation is that the stationary probabilities in finite-buffer queues would not be affected so much by losses when the loss seldom happens (i.e., the loss probability is less than, say, \(10^{-7}\)). In other words, finite-buffer queues with a very small loss probability behave as if they would be the corresponding infinite-buffer queue given that the number of customers in the system is not greater than the buffer size.

The approximation implies that \(y_{k}^{(e)}\) and \(y_{k}^{(l)}\) are approximately expressed to be

\[
\begin{align*}
y_{k}^{(e)} & \approx e^{(e)}x_{k} \quad (0 \leq k \leq N), \\
y_{k}^{(l)} & \approx e^{(l)}x_{k} \quad (0 \leq k \leq N - 1),
y_{N}^{(l)} & \approx e^{(l)}x_{0}B_{N},
\end{align*}
\]

(3.18)

(3.19)

where \(e^{(e)}\) and \(e^{(l)}\) are given by

\[
e^{(e)} = \left( \sum_{k=0}^{N} x_{k}e \right)^{-1}, \quad e^{(l)} = \left( \sum_{k=0}^{N-1} x_{k}e + x_{0}B_{N}e \right)^{-1},
\]

(3.20)

which come from the normalizing equations.

Remark 3.3.1: Similar conditional approximations have been studied by several researchers in the context of continuous-time queues. Readers are referred to [Gouw94], [Miya93], [Saka93], [Tijm92] and references therein.

Theorem 3.3.1: The approximations given in (3.18) and (3.19) become exact when the number of customers arriving to the system in a slot is i.i.d. (independent and identically distributed).

Proof: See Appendix B.

From (3.18), (3.19) and (3.20), we have

\[
y_{0}^{(e)}e \approx \frac{x_{0}e}{\sum_{k=0}^{N} x_{k}e}, \quad y_{0}^{(l)}e \approx \frac{x_{0}e}{\sum_{k=0}^{N-1} x_{k}e + x_{0}B_{N}e}.
\]

(3.21)

We define the tail distribution \(T_{k}\) \((k \geq 0)\) as

\[
T_{k} = \sum_{m=k+1}^{\infty} x_{m}e.
\]

(3.22)

Let \(\tilde{P}_{\text{loss}}^{(e)}\) and \(\tilde{P}_{\text{loss}}^{(l)}\) denote the approximate loss probabilities in the early and the late arrival models, respectively. Noting the equalities \(\sum_{m=k}^{\infty} x_{m}e = 1 - T_{k}\) and \(x_{0}e = 1 - \rho\), and using the approximation (3.21) in (3.11), we have

\[
\tilde{P}_{\text{loss}}^{(e)} = \frac{(1 - \rho)T_{N}}{\rho(1 - T_{N})}, \quad \tilde{P}_{\text{loss}}^{(l)} = \frac{(1 - \rho)(T_{N-1} - x_{0}B_{N}e)}{\rho(1 - T_{N-1} + x_{0}B_{N}e)}.
\]

(3.23)

Remark 3.3.2: When the number of customers arriving to the system is i.i.d., the above approximate formulas become exact.

Remark 3.3.3: When the probability that the number of customers arriving in a slot is greater than or equal to the buffer size \(N\) is zero, \(B_{N} = 0\). In such a case, (3.23) for the late arrival model is reduced to

\[
\tilde{P}_{\text{loss}}^{(l)} = \frac{(1 - \rho)T_{N-1}}{\rho(1 - T_{N-1})},
\]

(3.24)

which is given only in terms of the tail distribution \(T_{N}\).

Remark 3.3.4: In any traffic condition, we have \(\tilde{P}_{\text{loss}}^{(e)} \leq \tilde{P}_{\text{loss}}^{(l)}\), which coincides with intuition. This inequality can be shown by noting the fact that \(f(x) = x/(1 - x)\) is an increasing function of \(x\) \((0 \leq x < 1)\) and

\[
(T_{N-1} - x_{0}B_{N}e) - T_{N} = x_{N}e - x_{0}B_{N}e = \sum_{i=1}^{N} x_{i}B_{N-i+1}e \geq 0,
\]

(3.25)

where the second equality can be verified by summing up both sides of (3.12) from \(k = 0\) to \(N - 1\).

3.3.3 Accuracy of the Approximations

In this subsection, we provide the results of our numerical experiments to show the accuracy of the proposed approximations. In particular, we focus on the impacts of the correlation in the arrival process on the accuracy of the approximations, since the formulas become exact for i.i.d. arrival processes. For this purpose, we use the following simple arrival process in all numerical experiments in this subsection.
We assume that the arrival process is modulated by a two-state Markov chain with states 1 and 2, where the state transition probabilities $U_{ij}$ are given by $U_{11} = U_{22} = \alpha$ and $U_{12} = U_{21} = 1 - \alpha$ ($0 < \alpha < 1$). The conditional probabilities $\tilde{a}_{1j}(k)$ and $\tilde{a}_{2j}(k)$ ($j = 1, 2$) for the sizes of the arrival batches are given by

\[
\tilde{a}_{1j}(k) = \left( 1 - \frac{(1 + c)\rho}{1 + (1 + c)\rho} \right) \left( \frac{(1 + c)\rho}{1 + (1 + c)\rho} \right)^{k}, \tag{3.26}
\]

\[
\tilde{a}_{2j}(k) = \left( 1 - \frac{(1 - c)\rho}{1 + (1 - c)\rho} \right) \left( \frac{(1 - c)\rho}{1 + (1 - c)\rho} \right)^{k}. \tag{3.27}
\]

In other words, if the Markov chain was in state 1 (resp. state 2) in the current slot, the number of customers arriving in the current slot is geometrically distributed with the mean $(1 + c)\rho$ (resp. $(1 - c)\rho$). Note that $\rho$ denotes the overall traffic intensity, and $c$ ($0 \leq c \leq 1$) is a parameter.

Through numerical examples, we investigate the impact of the variation and the correlation in arrivals. For our arrival model, the squared coefficient of variation $C_V^2$ of the number of customers arriving in a slot is found to be

\[
C_V^2 = 1 + \rho^{-1} + 2c^2. \tag{3.28}
\]

For a fixed value of the traffic intensity $\rho$, the squared coefficient of variation $C_V^2$ increases as the parameter $c$ does. Also the correlation coefficient $C_C(n)$ of the number of arrivals at lag $n$ for our arrival process is found to be

\[
C_C(n) = \frac{c^2\rho}{1 + (1 + 2c^2)\rho} \cdot (2\alpha - 1)^n. \tag{3.29}
\]

Note that, by keeping $\rho$ and $c$ constant (which means keeping $C_V^2$ constant), the correlation coefficient $C_C(n)$ depends only on the term $2\alpha - 1$. When $\alpha = 0.5$, the arrival process is i.i.d., and by varying $\alpha$ from 0.5 to 1, we achieve varying degrees of non-negative correlations of arrivals. In the rest of this subsection, the tail distributions in the approximate formulas are computed by the matrix-analytic method [Neut89], [Tak94].

Tables 3.1, 3.2, and 3.3 show the loss probability obtained by the approximate formulas, the loss probability obtained by the exact analysis, and the relative error of the approximations to the exact results for various values of the buffer size $N$, where the three parameters $\rho$, $c$ and $\alpha$ are fixed. It is quite interesting to observe that the accuracy of the approximations is less sensitive to the buffer size $N$, especially in the range of $10^{-10}$ to $10^{-5}$ of the loss probability. To confirm this observation, we provide Table 3.4, which shows the ranges of the relative error and the buffer size when the loss probability falls in the range of $10^{-10}$ to $10^{-5}$, where $\rho = 0.2, 0.5, 0.8$, $c = 0.2, 0.5, 0.8$ and $\alpha = 0.6, 0.8, 0.95$.

This table again leads to the above observation; the accuracy of the approximation is almost insensitive to the buffer size when the loss probability is very small.

We now investigate the impacts of the correlation in the arrival process on the accuracy of the approximations. We also fix the traffic intensity $\rho$ to one of the values 0.2 (Light), 0.5 (Medium) or 0.8 (Heavy). We fix the buffer size $N$ in such a way that the loss probability falls in the range of $10^{-10}$ to $10^{-5}$, depending on the value of $\rho$. Further, we fix the parameter $c$ to one of the values 0.2 (Low), 0.5 (Moderate) or 0.8 (High). Figures 3.1 through 3.6 show the loss probability obtained by both the approximate formulas (indicated by $\tilde{a}$) and the exact analysis (indicated by $e$) as a function of parameter $\alpha$. For example, HMe indicates the loss probability obtained by the exact analysis ($e$) in the case of heavy traffic ($H: \rho = 0.8$) and moderate variation ($M: c = 0.5$). We observe that when the correlation in arrivals is not so strong (i.e., $0.5 < c < 0.7$), the approximations are surprisingly accurate. We also observe that the error of the approximations becomes large according to the increase of correlation. Even in those cases, we can use the approximations to estimate the order of magnitude of the loss probability.

Remark 3.3.5: In all our numerical experiments, the loss probability obtained by the approximate formulas is conservative, i.e., the approximate results are larger than the exact ones.

Remark 3.3.6: Since the tail distribution has a simple asymptotic expression in many situations [Abat94], [Falk94], we can use the asymptotic expression of the tail distribution in the approximation formulas. Ishizaki et al. [Ishi95b] have considered the loss probability approximation using the asymptotic expression of the tail distribution when the arrival process comes from the superposition of many independent sources which are particularly important in practice. Furthermore, in general case, they have shown an intuitive and simple derivation of the exact asymptotic formula, which would help understanding why such a simple formula comes out.

3.4 Conclusion

In this chapter, we study the loss probability approximation in DBMAP/D/1/K queues. We propose the approximate formulas which are given in terms of the tail distribution of the queue length in the corresponding infinite-buffer queue. The approximate formulas are constructed in such a way that they become exact for any independent arrival process. The accuracy of the approximations is extensively examined through numerical experiments. We observe that when the correlation in arrivals is not so strong, the approx-
imensions are surprisingly accurate. We also observe that the error of the approximations becomes large according to the increase of correlation. Even in those cases, we can use the approximations to estimate the order of magnitude of the loss probability.

Table 3.1: Accuracy of Approximations ($\rho = 0.2$, $c = 0.8$, $\alpha = 0.95$)

<table>
<thead>
<tr>
<th>N</th>
<th>Early arrival model</th>
<th>Late arrival model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>exact</td>
<td>approximate</td>
</tr>
<tr>
<td>5</td>
<td>3.176E-03</td>
<td>3.842E-03</td>
</tr>
<tr>
<td>6</td>
<td>1.113E-03</td>
<td>1.347E-03</td>
</tr>
<tr>
<td>7</td>
<td>3.904E-04</td>
<td>4.725E-04</td>
</tr>
<tr>
<td>8</td>
<td>1.369E-04</td>
<td>1.657E-04</td>
</tr>
<tr>
<td>9</td>
<td>4.803E-05</td>
<td>5.813E-05</td>
</tr>
<tr>
<td>11</td>
<td>5.911E-06</td>
<td>7.154E-06</td>
</tr>
<tr>
<td>12</td>
<td>2.073E-06</td>
<td>2.510E-06</td>
</tr>
<tr>
<td>13</td>
<td>7.274E-07</td>
<td>8.804E-07</td>
</tr>
<tr>
<td>17</td>
<td>1.102E-08</td>
<td>1.333E-08</td>
</tr>
<tr>
<td>18</td>
<td>3.564E-09</td>
<td>4.677E-09</td>
</tr>
<tr>
<td>19</td>
<td>1.256E-09</td>
<td>1.641E-09</td>
</tr>
<tr>
<td>20</td>
<td>4.755E-10</td>
<td>5.756E-10</td>
</tr>
<tr>
<td>21</td>
<td>1.686E-10</td>
<td>2.019E-10</td>
</tr>
<tr>
<td>22</td>
<td>5.853E-11</td>
<td>7.084E-11</td>
</tr>
<tr>
<td>23</td>
<td>2.054E-11</td>
<td>2.485E-11</td>
</tr>
<tr>
<td>24</td>
<td>7.209E-12</td>
<td>8.718E-12</td>
</tr>
<tr>
<td>25</td>
<td>2.534E-12</td>
<td>3.059E-12</td>
</tr>
<tr>
<td>26</td>
<td>8.941E-13</td>
<td>1.074E-12</td>
</tr>
</tbody>
</table>
Table 3.2: Accuracy of Approximations ($\rho = 0.5$, $c = 0.5$, $\alpha = 0.8$)

<table>
<thead>
<tr>
<th>N</th>
<th>Early arrival model</th>
<th>Late arrival model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>exact</td>
<td>approximate</td>
</tr>
<tr>
<td></td>
<td>exact</td>
<td>approximate</td>
</tr>
<tr>
<td>10</td>
<td>3.222E-03</td>
<td>3.567E-03</td>
</tr>
<tr>
<td>12</td>
<td>1.234E-03</td>
<td>1.366E-03</td>
</tr>
<tr>
<td>14</td>
<td>4.732E-04</td>
<td>5.239E-04</td>
</tr>
<tr>
<td>16</td>
<td>1.815E-04</td>
<td>2.010E-04</td>
</tr>
<tr>
<td>18</td>
<td>6.966E-05</td>
<td>7.713E-05</td>
</tr>
<tr>
<td>20</td>
<td>2.674E-05</td>
<td>2.960E-05</td>
</tr>
<tr>
<td>22</td>
<td>1.026E-05</td>
<td>1.136E-05</td>
</tr>
<tr>
<td>24</td>
<td>3.938E-06</td>
<td>4.360E-06</td>
</tr>
<tr>
<td>26</td>
<td>1.511E-06</td>
<td>1.673E-06</td>
</tr>
<tr>
<td>28</td>
<td>5.800E-07</td>
<td>6.422E-07</td>
</tr>
<tr>
<td>30</td>
<td>2.226E-07</td>
<td>2.465E-07</td>
</tr>
<tr>
<td>32</td>
<td>8.543E-08</td>
<td>9.459E-08</td>
</tr>
<tr>
<td>34</td>
<td>3.279E-08</td>
<td>3.630E-08</td>
</tr>
<tr>
<td>36</td>
<td>1.258E-08</td>
<td>1.393E-08</td>
</tr>
<tr>
<td>38</td>
<td>4.830E-09</td>
<td>5.347E-09</td>
</tr>
<tr>
<td>40</td>
<td>1.854E-09</td>
<td>2.052E-09</td>
</tr>
<tr>
<td>42</td>
<td>7.114E-10</td>
<td>7.876E-10</td>
</tr>
<tr>
<td>44</td>
<td>2.730E-10</td>
<td>3.023E-10</td>
</tr>
<tr>
<td>46</td>
<td>1.048E-10</td>
<td>1.160E-10</td>
</tr>
<tr>
<td>48</td>
<td>4.022E-11</td>
<td>4.452E-11</td>
</tr>
<tr>
<td>50</td>
<td>1.544E-11</td>
<td>1.709E-11</td>
</tr>
<tr>
<td>52</td>
<td>5.925E-12</td>
<td>6.559E-12</td>
</tr>
<tr>
<td>54</td>
<td>2.276E-12</td>
<td>2.518E-12</td>
</tr>
<tr>
<td>56</td>
<td>8.744E-13</td>
<td>9.667E-13</td>
</tr>
</tbody>
</table>

Table 3.3: Accuracy of Approximations ($\rho = 0.8$, $c = 0.8$, $\alpha = 0.6$)

<table>
<thead>
<tr>
<th>N</th>
<th>Early arrival model</th>
<th>Late arrival model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>exact</td>
<td>approximate</td>
</tr>
<tr>
<td></td>
<td>exact</td>
<td>approximate</td>
</tr>
<tr>
<td>25</td>
<td>7.945E-03</td>
<td>8.042E-03</td>
</tr>
<tr>
<td>30</td>
<td>4.106E-03</td>
<td>4.156E-03</td>
</tr>
<tr>
<td>35</td>
<td>2.138E-03</td>
<td>2.163E-03</td>
</tr>
<tr>
<td>40</td>
<td>1.117E-03</td>
<td>1.130E-03</td>
</tr>
<tr>
<td>45</td>
<td>5.849E-04</td>
<td>5.919E-04</td>
</tr>
<tr>
<td>50</td>
<td>3.065E-04</td>
<td>3.102E-04</td>
</tr>
<tr>
<td>55</td>
<td>1.607E-04</td>
<td>1.626E-04</td>
</tr>
<tr>
<td>60</td>
<td>8.431E-05</td>
<td>8.531E-05</td>
</tr>
<tr>
<td>65</td>
<td>4.423E-05</td>
<td>4.475E-05</td>
</tr>
<tr>
<td>70</td>
<td>2.320E-05</td>
<td>2.348E-05</td>
</tr>
<tr>
<td>75</td>
<td>1.217E-05</td>
<td>1.232E-05</td>
</tr>
<tr>
<td>80</td>
<td>6.387E-06</td>
<td>6.463E-06</td>
</tr>
<tr>
<td>85</td>
<td>3.351E-06</td>
<td>3.391E-06</td>
</tr>
<tr>
<td>90</td>
<td>1.758E-06</td>
<td>1.779E-06</td>
</tr>
<tr>
<td>95</td>
<td>9.225E-07</td>
<td>9.335E-07</td>
</tr>
<tr>
<td>100</td>
<td>4.840E-07</td>
<td>4.898E-07</td>
</tr>
<tr>
<td>105</td>
<td>2.540E-07</td>
<td>2.570E-07</td>
</tr>
<tr>
<td>110</td>
<td>1.332E-07</td>
<td>1.348E-07</td>
</tr>
<tr>
<td>115</td>
<td>6.991E-08</td>
<td>7.074E-08</td>
</tr>
<tr>
<td>120</td>
<td>3.668E-08</td>
<td>3.712E-08</td>
</tr>
<tr>
<td>125</td>
<td>1.925E-08</td>
<td>1.947E-08</td>
</tr>
<tr>
<td>130</td>
<td>1.010E-08</td>
<td>1.022E-08</td>
</tr>
<tr>
<td>135</td>
<td>5.298E-09</td>
<td>5.361E-09</td>
</tr>
<tr>
<td>140</td>
<td>2.780E-09</td>
<td>2.813E-09</td>
</tr>
<tr>
<td>145</td>
<td>1.458E-09</td>
<td>1.476E-09</td>
</tr>
<tr>
<td>150</td>
<td>7.652E-10</td>
<td>7.743E-10</td>
</tr>
<tr>
<td>155</td>
<td>4.015E-10</td>
<td>4.063E-10</td>
</tr>
<tr>
<td>160</td>
<td>2.106E-10</td>
<td>2.132E-10</td>
</tr>
<tr>
<td>165</td>
<td>1.105E-10</td>
<td>1.118E-10</td>
</tr>
<tr>
<td>170</td>
<td>5.798E-11</td>
<td>5.868E-11</td>
</tr>
</tbody>
</table>
### Table 3.4: Ranges of Buffer Size and Relative Error

#### $\alpha = 0.6$

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>$c$</th>
<th>Early arrival model</th>
<th>Late arrival model</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>0.2</td>
<td>0.644 ~ 0.753</td>
<td>8 ~ 14</td>
</tr>
<tr>
<td>0.2</td>
<td>0.5</td>
<td>1.774 ~ 1.907</td>
<td>9 ~ 17</td>
</tr>
<tr>
<td>0.2</td>
<td>0.8</td>
<td>2.320 ~ 2.322</td>
<td>10 ~ 19</td>
</tr>
<tr>
<td>0.5</td>
<td>0.2</td>
<td>0.628 ~ 0.633</td>
<td>17 ~ 34</td>
</tr>
<tr>
<td>0.5</td>
<td>0.5</td>
<td>1.933 ~ 1.935</td>
<td>20 ~ 41</td>
</tr>
<tr>
<td>0.5</td>
<td>0.8</td>
<td>2.575 ~ 2.578</td>
<td>25 ~ 51</td>
</tr>
<tr>
<td>0.8</td>
<td>0.2</td>
<td>0.220 ~ 0.220</td>
<td>47 ~ 1018</td>
</tr>
<tr>
<td>0.8</td>
<td>0.5</td>
<td>0.854 ~ 0.859</td>
<td>58 ~ 125</td>
</tr>
<tr>
<td>0.8</td>
<td>0.8</td>
<td>1.189 ~ 1.199</td>
<td>77 ~ 165</td>
</tr>
</tbody>
</table>

#### $\alpha = 0.8$

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>$c$</th>
<th>Early arrival model</th>
<th>Late arrival model</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>0.2</td>
<td>2.825 ~ 3.299</td>
<td>8 ~ 15</td>
</tr>
<tr>
<td>0.2</td>
<td>0.5</td>
<td>7.275 ~ 7.359</td>
<td>9 ~ 17</td>
</tr>
<tr>
<td>0.2</td>
<td>0.8</td>
<td>9.763 ~ 9.768</td>
<td>11 ~ 20</td>
</tr>
<tr>
<td>0.5</td>
<td>0.2</td>
<td>3.738 ~ 3.749</td>
<td>18 ~ 35</td>
</tr>
<tr>
<td>0.5</td>
<td>0.5</td>
<td>10.712 ~ 10.713</td>
<td>23 ~ 46</td>
</tr>
<tr>
<td>0.5</td>
<td>0.8</td>
<td>14.41 ~ 14.42</td>
<td>30 ~ 60</td>
</tr>
<tr>
<td>0.8</td>
<td>0.2</td>
<td>1.506 ~ 1.513</td>
<td>49 ~ 105</td>
</tr>
<tr>
<td>0.8</td>
<td>0.5</td>
<td>5.278 ~ 5.283</td>
<td>70 ~ 150</td>
</tr>
<tr>
<td>0.8</td>
<td>0.8</td>
<td>6.782 ~ 6.789</td>
<td>104 ~ 224</td>
</tr>
</tbody>
</table>

#### $\alpha = 0.95$

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>$c$</th>
<th>Early arrival model</th>
<th>Late arrival model</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>0.2</td>
<td>6.105 ~ 6.946</td>
<td>8 ~ 15</td>
</tr>
<tr>
<td>0.2</td>
<td>0.5</td>
<td>14.94 ~ 15.08</td>
<td>9 ~ 18</td>
</tr>
<tr>
<td>0.2</td>
<td>0.8</td>
<td>21.04 ~ 21.04</td>
<td>10 ~ 21</td>
</tr>
<tr>
<td>0.5</td>
<td>0.2</td>
<td>14.85 ~ 14.91</td>
<td>19 ~ 38</td>
</tr>
<tr>
<td>0.5</td>
<td>0.5</td>
<td>41.66 ~ 41.67</td>
<td>28 ~ 57</td>
</tr>
<tr>
<td>0.5</td>
<td>0.8</td>
<td>61.23 ~ 61.24</td>
<td>42 ~ 88</td>
</tr>
<tr>
<td>0.8</td>
<td>0.2</td>
<td>10.50 ~ 10.52</td>
<td>59 ~ 129</td>
</tr>
<tr>
<td>0.8</td>
<td>0.5</td>
<td>25.39 ~ 25.41</td>
<td>124 ~ 272</td>
</tr>
<tr>
<td>0.8</td>
<td>0.8</td>
<td>24.38 ~ 24.38</td>
<td>244 ~ 534</td>
</tr>
</tbody>
</table>

### Figure 3.1: Loss Probability Approximation as a Function of $\alpha$

(Early Arrival Model, $N = 12, \rho = 0.2$)
Figure 3.2: Loss Probability Approximation as a Function of $\alpha$
(Early Arrival Model, $N = 33$, $\rho = 0.5$)

Figure 3.3: Loss Probability Approximation as a Function of $\alpha$
(Early Arrival Model, $N = 91$, $\rho = 0.8$)
Figure 3.4: Loss Probability Approximation as a Function of $\alpha$

(Late Arrival Model, $N = 12, \rho = 0.2$)

Figure 3.5: Loss Probability Approximation as a Function of $\alpha$

(Late Arrival Model, $N = 33, \rho = 0.5$)
Chapter 4

Queues with a Gate - Geometrically Distributed Gate Opening Intervals

4.1 Introduction

In this chapter, we consider discrete-time BBP/G/1 queues with a gate, where BBP denotes a batch Bernoulli process. We assume that the intervals between successive openings of the gate are geometrically distributed. The purpose of this chapter is to provide a complete set of the analytical results for various performance measures.

The organization of this chapter is as follows. In section 4.2, we describe the mathematical model. Our model is considered as a discrete-time version of the model of [Bors93]. The model in this chapter, however, allows batch arrivals, while [Bors93] considers only single arrivals. In the next three sections, we provide various formulas of the performance measures of interest. In section 4.3, we study the number of customers in the system. We first derive the joint PGF for the numbers of customers in the first queue and the second queue immediately after departures of customers. The PGF is given in terms of a function which is represented by an infinite product. Next we derive the joint PGF for the numbers of customers in the first queue and the second queue at the beginning of a randomly chosen slot. Note that [Bors93] did not provide any results on the joint queue length distribution at a random point in time. Furthermore, we analytically show the decomposition properties for the total number of customers in the system at departures and at a randomly chosen slot. In section 4.4, we analyze the amount of work in the system. Using the joint distribution of the queue lengths and the remaining service time, we first derive the joint PGF for the amounts of work in the first queue and the second queue at the beginning of a randomly chosen slot. Next we derive the PGF for the amount of total work in the system. Furthermore, we show the decomposition property for the amount
of total work in the system. Note that the PGF for the amount of work in the system is identical to the PGF for the sojourn time of a supercustomer [Kawa93]. In section 4.5, we consider the waiting times of customers. We derive the joint PGF for the waiting times of individual customers in the first queue and the second queue, and the PGF for the waiting time of a supercustomer. Also we analytically show the decomposition property for the total waiting time of individual customers. Finally, in section 4.6, we provide some numerical examples, where we discuss three kinds of correlations in the model: the effect of the correlation between the interarrival time and the service time of supercustomers on the mean waiting time of supercustomers, the effect of the correlation between the interarrival time of each batch composed of customers who move to the second queue at the same time and the number of the customers in the batch on the mean waiting time of individual customers in the second queue, and the correlation between the waiting times in the first queue and the second queue.

4.2 Model

We consider a discrete-time queuing model with the following characteristics:

- Customers arrive at the system in a batch immediately before slot boundaries. The batch sizes and the service times of individual customers are independent and identically distributed. Customers arriving at the system are accommodated in the first queue at the gate.

- The gate opens immediately before slot boundaries. When the gate opens, all the customers waiting in the first queue move to the second queue at the server. The travel times of customers to the second queue are assumed to be zero. We assume that customers arriving in a slot also move to the second queue when the gate opens in the slot, so that the waiting times of such customers in the first queue become zero. The gate closes immediately after all the customers in the first queue move to the second queue. The intervals between successive openings of the gate are geometrically distributed.

- There is a single server who serves the customers only in the second queue. When the server finds some amount of work in the second queue immediately after a slot boundary, he serves exactly one unit of work in the current slot. We assume that customers are served on an FCFS basis. Furthermore, as for customers who arrive in the same slot, the next customer for service is randomly chosen among those customers.

We now introduce random variables and notations to describe the above model. Let B and C denote random variables representing the number of individual customers who arrive at the system in a slot and the service time of an individual customer, respectively. Further, let A denote a random variable representing the amount of work brought into the system in a slot (i.e., the sum of the service times of customers arriving in a slot). We define the following PGFs:

\[ A(z) \triangleq E \left[ z^A \right], \quad B(z) \triangleq E \left[ z^B \right], \quad C(z) \triangleq E \left[ z^C \right]. \]  

(4.1)

By definition, we have

\[ A(z) = B(C(z)). \]  

(4.2)

Let \( G \) denote a random variable representing the length of an interval between successive openings of the gate. Let \( g(n) = \Pr\{G = n\} \quad (n \geq 1) \). We then have for a parameter \( \gamma \)

\[ g(n) = (1 - \gamma)\gamma^{n-1} \quad (0 \leq \gamma \leq 1). \]  

(4.3)

We denote the PGF of the \( g(n) \) by \( G(z) \):

\[ G(z) = \sum_{n=1}^{\infty} g(n)z^n = \frac{(1 - \gamma)z}{1 - \gamma z}. \]  

(4.4)

We assume that \( B, C \) and \( G \) are independent, identically distributed random variables, and those are independent each other. Throughout this chapter, for any PGF \( f(z) \), we use the symbol \( f'(1) \) to denote \( \lim_{z \to 1} \frac{df(z)}{dz} \). Furthermore, we assume \( A'(1) = B'(1)C'(1) < 1 \) and the system is in equilibrium.

4.3 Number of Individual Customers

In this section, we consider the numbers of individual customers in the first queue and the second queue. First we observe an imbedded Markov chain which is composed of two types of imbedded points. Next we derive the PGF for the number of customers immediately after departures of customers. Finally, we obtain the PGF for the number of customers at the beginning of a randomly chosen slot in terms of the PGF for the number of customers immediately after departures of customers.

4.3.1 Number of Customers Immediately after Departures

In this subsection, we derive the formula for the number of customers immediately after departures. To do so, we introduce an imbedded Markov chain which is composed of two types of imbedded points:
• type 1: immediately after departures of individual customers,
• type 2: immediately after gate opening instants during idle periods.

Let \( X_i^{(1)} \) and \( X_i^{(2)} \) denote random variables representing the numbers of individual customers in the first queue and the second queue, respectively, at a randomly chosen imbedded point. Note here that \( X_i^{(1)} \) and \( X_i^{(2)} \) are dependent. Moreover, let \( T_p \) denote a random variable representing the type of a randomly chosen imbedded point, i.e., \( T_p = i \) (\( i = 1, 2 \)) when a randomly chosen imbedded point is of type \( i \). We define \( P(z_1, z_2) \) and \( Q(z_2) \) as

\[
P(z_1, z_2) \triangleq E \left[ z_1^{X_i^{(1)}} z_2^{X_i^{(2)}} 1_{\{T_p=1\}} \right],
\]

\[
Q(z_2) \triangleq E \left[ z_2^{X_i^{(2)}} 1_{\{T_p=2\}} \right],
\]

where \( 1_T \) denotes the indicator function of a set \( T \). Note here that \( X_i^{(1)} = 0 \) if \( T_p = 2 \) because all the customers waiting in the first queue move to the second queue when the gate opens.

Let \( X_i^{(1)} \) and \( X_i^{(2)} \) denote random variables representing the numbers of individual customers in the first queue and the second queue, respectively, immediately after the departure of a randomly chosen customer. Note here that \( X_i^{(1)} \) and \( X_i^{(2)} \) are dependent. We define \( Q_D(z_1, z_2) \) as the joint PGF associated with \( X_i^{(1)} \) and \( X_i^{(2)} \):

\[
Q_D(z_1, z_2) \triangleq E \left[ z_1^{X_i^{(1)}} z_2^{X_i^{(2)}} \right].
\]

We then have the following theorem.

**Theorem 4.3.1:** \( Q_D(z_1, z_2) \) satisfies

\[
[z_2 - C(\gamma B(z_1))] Q_D(z_1, z_2) = C(\gamma B(z_1)) [\Psi(z_2) - \Psi(z_1)]
\]

\[
+ \left[ \frac{z_2}{C(\gamma B(z_1))} \theta(z_1, z_2) - C(\gamma B(z_1)) \right]
\]

\[
\left. \frac{z_2 - C(\gamma B(z_1))}{z_2 - C(\gamma B(z_1))} \right] B(z_2) - 1 \Psi(z_2),
\]

where

\[
\Psi(z) = \frac{P(z, 0) + Q(0)}{P(1, 1)},
\]

\[
\theta(z_1, z_2) = C(\gamma B(z_1)) + H(z_1, z_2)
\]

with

\[
H(z_1, z_2) = \frac{(1 - \gamma) B(z_2)}{B(z_2) - \gamma B(z_1)} [C(B(z_2)) - C(\gamma B(z_1))].
\]

**Proof:** See Appendix C.1.

Note that (4.8) is rewritten to be

\[
Q_D(z_1, z_2) = \frac{1}{z_2 - C(\gamma B(z_1))} \left[ C(\gamma B(z_1)) [Q_D(z_2, 0) - Q_D(z_1, 0)] \right]
\]

\[
+ \left\{ \frac{z_2}{C(\gamma B(z_1))} \theta(z_1, z_2) - C(\gamma B(z_1)) \right\} Q_D(z_2, z_2),
\]

(4.12)

The equation (4.12) may be useful because it can replace \( Q_D(z_1, z_2) \) by \( Q_D(z_1, 0), Q_D(z_2, 0) \) and \( Q_D(z_2, z_2) \). Indeed, we will use (4.12) in proofs.

(4.8) shows that \( Q_D(z_1, z_2) \) is expressed in terms of \( \Psi(z) \) (\( z = z_1, z_2 \)). We shall therefore consider \( \Psi(z) \). Define for \( |z_1| \leq 1 \):

\[
\delta(z_1) \triangleq C(\gamma B(z_1)),
\]

\[
\delta(z_1) \triangleq 1,
\]

\[
\delta(z_1) \triangleq \delta(\delta(z_1)) \quad (i \geq 1).
\]

Since the system is stable, \( Q_D(z_1, z_2) \) is bounded and analytic for \( |z_1| \leq 1 \) and \( |z_2| \leq 1 \). Thus, for \( z_2 = \delta(z_1) \), the left-hand side of (4.8) becomes zero, so that the right-hand side of (4.8) must become zero, too. We then have

\[
\Psi(z_1) = \frac{(1 - \gamma) B(\delta(z_1))}{B(\delta(z_1)) - \gamma B(\delta(z_1))} \Psi(\delta(z_1)).
\]

(4.16)

To simplify notations, we introduce for \( |z_1| \leq 1 \),

\[
\phi(z_1) \triangleq \frac{(1 - \gamma) B(\delta(z_1))}{B(\delta(z_1)) - \gamma B(\delta(z_1))}.
\]

(4.17)

Then (4.16) becomes

\[
\Psi(z_1) = \phi(z_1) \Psi(\delta(z_1)).
\]

(4.18)

Using (4.18), we have the following theorem.

**Theorem 4.3.2:** \( \Psi(z) = (P(z, 0) + Q(0)) / P(1, 1) \) is given by

\[
\Psi(z) = \frac{1 - B(1) C(1)}{B(1)} (1 - \gamma \frac{\alpha(z)}{\alpha(1)}),
\]

(4.19)

where for \( |z_1| \leq 1 \),

\[
\alpha(z) = \prod_{h=0}^{\infty} \phi(\delta^h(z_1)).
\]

(4.20)

**Proof:** See Appendix C.2.
Next we present a corollary which immediately follows from Theorem 4.3.1. Let $X_A^{(1)}$ and $X_A^{(2)}$ denote random variables representing the numbers of individual customers in the first queue and the second queue, respectively, at the beginning of a randomly chosen slot. Note here that $X_A^{(1)}$ and $X_A^{(2)}$ are dependent. We define $Q_{A|busy}(z_1, z_2)$ as the joint PGF for the numbers of individual customers in the first queue and the second queue at the beginning of a randomly chosen slot given that the server is busy. Also, we define $Q_{A|idle}(z_1)$ as the PGF for the number of individual customers in the first queue at the beginning of a randomly chosen slot given that the server is idle:

$$Q_{A|busy}(z_1, z_2) \triangleq E \left[ X_A^{(1)} z_1 X_A^{(2)} z_2 \mid T_S = 1 \right], \quad Q_{A|idle}(z_1) \triangleq E \left[ X_A^{(1)} z_1 \mid T_S = 0 \right],$$

where $T_S$ denotes a random variable defined as

$$T_S \triangleq \begin{cases} 1 & \text{if the server is busy}, \\ 0 & \text{if the server is idle}, \end{cases}$$

at a randomly chosen slot. Note that, by definition, $Q_{A|idle}(z)$ is given by

$$Q_{A|idle}(z) = \frac{1 - \gamma P(z, 0) + Q(0)}{1 - \gamma B(z) P(1, 0) + Q(0)}.$$ \hspace{1cm} (4.23)

**Corollary 4.3.1:** The PGF $Q_D(z, z)$ for the total number of customers in the system immediately after departures is given by

$$Q_D(z, z) = Q_{D_0}(z) Q_{A|idle}(z),$$

where

$$Q_{D_0}(z) = (1 - B'(1)C'(1)) \frac{(z - 1)C(B(z))}{z - C(B(z))}, \quad B(z) = \frac{B(1)(z - 1)}{B'(1)}.$$ \hspace{1cm} (4.25)

and $Q_{A|idle}(z)$ is given in (4.23).

**Proof:** See Appendix C.4.

**Remark 4.3.1:** Note that $Q_{D_0}(z)$ denotes the PGF for the number of customers immediately after departures of customers corresponding BBP/G/1 queue without gates and $Q_{A|idle}(z)$ denotes the PGF for the number of individual customers in the system given that the server is idle. Thus, the total number of customers in the system immediately after departures are decomposed into the two independent factors.

### 4.3.2 Number of Customers in a Randomly Chosen Slot

In this subsection, we derive the formula for the number of customers at the beginning of a randomly chosen slot. To do so, we first consider the number of customers in the first queue and that in the second queue at the start of the service of a randomly chosen customer. Let $X^{(1)}$ and $X^{(2)}$ denote random variables representing the numbers of individual customers in the first queue and the second queue, respectively, at the start of the service of a randomly chosen customer. We define $Q(z_1, z_2)$ as the joint PGF for the numbers of individual customers in the first queue and the second queue at the start of the service of a randomly chosen customer:

$$Q(z_1, z_2) \triangleq E \left[ X_A^{(1)} z_1 X_A^{(2)} z_2 \right].$$ \hspace{1cm} (4.26)

We then have the following lemma.

**Lemma 4.3.1:** $Q(z_1, z_2)$ is given by

$$Q(z_1, z_2) = \frac{z_2}{z_2 - C(\gamma B(z_1))} \left[ Q_D(z_2, 0) - Q_D(z_1, 0) \right] + \frac{z_2}{C(B(z_2))} S(z_1, z_2) Q_D(z_2, 0),$$

where

$$S(z_1, z_2) = \frac{z_2 + H(z_1, z_2) - C(B(z_2))}{z_2 - C(\gamma B(z_1))}.$$ \hspace{1cm} (4.27)

and $H(z_1, z_2)$ is given in (4.11).

**Proof:** See Appendix C.5.

Taking $z_1 = z_2 = z$ in (4.27) and noting

$$S(z, z) = 1,$$

we can easily confirm that the following equation holds:

$$Q(z, z) = \frac{z}{C(B(z))} Q_D(z, z).$$ \hspace{1cm} (4.30)

This equation implies that the number of customers in the system left behind by a randomly chosen customer is equal to the number of customers in the system at the start of his service (including himself) plus the number of customers arriving to the system during his service time minus one (himself).

We now consider the number of customers in the first queue and that in the second queue at the beginning of a randomly chosen slot. We define $Q_A(z_1, z_2)$ as the joint PGF associated with $X_A^{(1)}$ and $X_A^{(2)}$:

$$Q_A(z_1, z_2) \triangleq E \left[ X_A^{(1)} z_1 X_A^{(2)} z_2 \right].$$ \hspace{1cm} (4.31)
We then have the following theorem.

**Theorem 4.3.3:** $Q_A(z_1, z_2)$ is given by

$$Q_A(z_1, z_2) = B'(1)C'(1)\frac{Q_D(z_2, z_2)}{C(B(z_2))} - z_2 Q_D(z_2, z_2)$$

$$+ B'(1)C'(1)\frac{z_2}{z_2 - C(\gamma B(z_1))} \frac{1 - C(\gamma B(z_1))}{C'(1)(1 - \gamma B(z_1))}$$

$$\cdot \left\{ Q_D(z_2, 0) - Q_D(z_1, 0) \right\} + (1 - B'(1)C'(1)) \frac{Q_D(z_1, z_1)}{C_B(z_1)}.$$  \hspace{1cm} (4.32)

where

$$\hat{b}(z_1, z_2) = \hat{H}(z_1, z_2) + \frac{1 - C(\gamma B(z_1))}{C'(1)(1 - \gamma B(z_1))} S(z_1, z_2).$$  \hspace{1cm} (4.33)

with

$$\hat{H}(z_1, z_2) = \frac{(1 - \gamma B(z_2))}{C'(1)(B(z_2) - \gamma B(z_1))} \left[ \frac{B(z_2) - C(B(z_2))}{1 - B(z_2)} - \frac{\gamma B(z_1) - C(\gamma B(z_1))}{1 - \gamma B(z_1)} \right].$$  \hspace{1cm} (4.34)

**Proof:** See Appendix C.6, which Lemma 4.3.1 is used in.

We present a corollary which immediately follows from Theorem 4.3.2.

**Corollary 4.3.2:** The PGF $Q_A(z, z)$ for the total number of customers at the beginning of a randomly chosen slot is given by

$$Q_A(z, z) = Q_{AB}(z)Q_{A|D=b}(z),$$  \hspace{1cm} (4.35)

where

$$Q_{AB}(z) = (1 - B'(1)C'(1)) \frac{(z - 1)C(B(z))}{z - C(B(z))}.$$  \hspace{1cm} (4.36)

and $Q_{A|D=b}(z)$ is given in (4.29).

**Proof:** Setting $z_1 = z_2 = z$ in (4.32), noting

$$\hat{b}(z, z) = \frac{C(B(z)) - 1}{C'(1)(B(z) - 1)},$$  \hspace{1cm} (4.37)

and using Corollary 4.3.1, it follows that

$$Q_A(z, z) = B'(1)C'(1) \frac{z}{C'(1)(B(z)) - 1} Q_D(z, z)$$

$$+ (1 - B'(1)C'(1)) \frac{Q_D(z, z)}{C_B(z)},$$

$$= B'(1) \frac{z - 1}{B(z) - 1} Q_D(z, z)$$

$$= \frac{(z - 1)C(B(z))}{z - C(B(z))} \frac{1 - \gamma P(z, 0) + Q(0)}{1 - \gamma B(z) P(1, 0) + Q(0)}.$$  \hspace{1cm} (4.38)

from which, (4.35) follows.

**Remark 4.3.2:** Note that $Q_{AB}(z)$ denotes the PGF for the number of customers at the beginning of a randomly chosen slot in the corresponding BBP/G/1 queue without gates. This decomposition result is a discrete-time example of the general result for the continuous-time queue given in [Fuhr85].

### 4.4 Work in the System

In this section, we consider the amounts of work in the first queue and the second queue. To obtain the formulas for the amount of work in the system, we first derive the formula for the joint PGF for the numbers of customers and the remaining service time at the beginning of a randomly chosen slot.

Let $X^{(1)}$ (resp. $X^{(2)}$) denote a random variable representing the number of individual customers who arrive and remain in the first queue (resp. arrive and move to the second queue) during the backward recurrence time of the service time of a customer who is served in a randomly chosen slot. Also, let $\hat{C}$ denote a random variable representing the forward recurrence time of the service time of a customer who is served in a randomly chosen slot.

We define $Q_{A|busy}(z_1, z_2, w)$ as the joint PGF for the numbers of customers who arrive and remain in the first queue and customers who arrive and move to the second queue during the backward recurrence time of the service time of a customer who is served in a randomly chosen slot, and the forward recurrence time of the service time of the customer given that the server is busy:

$$Q_{A|busy}(z_1, z_2, w) \triangleq E \left[ Z_1^{(1)} Z_2^{(1)} u^w \mid T_S = 1 \right].$$  \hspace{1cm} (4.39)

We then have the following lemma.

**Lemma 4.4.1:** The joint PGF $Q_{A|busy}(z_1, z_2, w)$ is given by

$$Q_{A|busy}(z_1, z_2, w) = \hat{b}(z_1, z_2, w) \frac{z_2}{C(\gamma B(z_1))} Q_D(z_2, z_2)$$

$$+ z_2 w(C(w) - C(\gamma B(z_1)))$$

$$\cdot \frac{z_2}{z_2 - C(\gamma B(z_1))} \frac{C'(1)(w - \gamma B(z_1))}{C'(1)(w - \gamma B(z_1))}$$

$$\cdot \left\{ Q_D(z_2, 0) - Q_D(z_1, 0) \right\},$$  \hspace{1cm} (4.40)

where

$$\hat{b}(z_1, z_2, w) = \hat{H}(z_1, z_2, w) + S(z_1, z_2) \frac{w(C(w) - C(\gamma B(z_1)))}{C'(1)(w - \gamma B(z_1))}.$$  \hspace{1cm} (4.41)
with
\[ \hat{H}(z_1, z_2, w) = \frac{(1 - \gamma)B(z_2)}{C(1)B(z_2) - \gamma B(z_1)} \left[ \frac{B(z_2)C(w) - wC(B(z_2))}{w - B(z_2)} \right] - \frac{\gamma B(z_2)C(w) - wC(\gamma B(z_2))}{w - \gamma B(z_1)}, \] (4.42)
and \( S(z_1, z_2) \) is given in (4.28).

**Proof:** See Appendix C.7.

We now consider the amount of work at the beginning of a randomly chosen slot. Let \( U^{(1)} \) (resp. \( U^{(2)} \)) denote a random variable representing the amount of work in the first queue (resp. the second queue) at the beginning of a randomly chosen slot. Note here that \( U^{(1)} \) and \( U^{(2)} \) are dependent. We define the joint PGF \( U(z_1, z_2) \) associated with \( U^{(1)} \) and \( U^{(2)} \):

\[ U(z_1, z_2) = \mathbb{E} \left[ z_1^{U^{(1)}} z_2^{U^{(2)}} \right]. \] (4.43)

We then have the following theorem.

**Theorem 4.4.1:** The joint PGF \( U(z_1, z_2) \) is given by

\[ U(z_1, z_2) = \frac{(1 - B'(1)C'(1))z_2(A(z_2) - 1)z_2 - \gamma A(z_2) Q_D(C(z_2), C(z_2))}{z_1 - A(z_1) - z_2 - \gamma A(z_1) Q_D(C(z_2)) + (1 - B'(1)C'(1))Q_D(C(z_1))} + B'(1) \frac{z_2}{z_2 - \gamma A(z_1)}(Q_D(C(z_2), 0) - Q_D(C(z_1), 0)). \] (4.44)

**Proof:** See Appendix C.8, which Lemma 4.4.1 is used in.

We present a corollary which immediately follows from Theorem 4.4.1. Let \( U = U^{(1)} + U^{(2)} \) denote the amount of total work in the system in a randomly chosen slot and we define \( U(z) \) as the PGF for \( U \).

**Corollary 4.4.1:** The PGF \( U(z) \) is given by

\[ U(z) = U_s(z)U_{idle}(z), \] (4.45)

where

\[ U_s(z) = \frac{(1 - B'(1)C'(1))(z - 1)A(z)}{z - A(z)}, \] (4.46)

\[ U_{idle}(z) = Q_{idle}(C(z)) \]
\[ = \frac{1 - \gamma A(z)}{1 - \gamma A(z)} \frac{P(C(z), 0) + Q(0)}{P(1, 0) + Q(0)}. \] (4.47)

**Proof:** Using (C.35) in (4.44), it follows that

\[ U(z) = \frac{z - A(z)}{1 - A(z)} \frac{1 - \gamma P(C(z), 0) + Q(0)}{1 - \gamma A(z)} \frac{P(1, 0) + Q(0)}{\frac{1}{P(1, 0) + Q(0)}}, \] (4.48)

from which, (4.45) immediately follows.

**Remark 4.4.1:**

1. Note that \( U(z) \) is identical to the PGF for the sojourn time of supercustomers and coincides with the result in [Kaw93].

2. \( U_d(z) \) denotes the PGF for the amount of work in the corresponding BBP/G/1 queue without gates, and \( U_{idle}(z) \) denotes the PGF for the amount of work in the first queue given that the server is idle. Thus (4.45) shows that the amount of the total work in the system is decomposed into the two independent factors. This is a discrete-time example for the work decomposition property in the queue with the generalized vacations [Boxm89].

Note that, with (4.45) and noting \((P(1, 0) + Q(0))/P(1, 1) = (1 - \gamma)(1 - B'(1)C'(1))/B'(1)\) from Theorem 4.3.1, (4.44) is rewritten to be

\[ U(z_1, z_2) = \frac{z_2}{z_2 - \gamma A(z_1)}(1 - \gamma)U(z_2) + \frac{\gamma(z_1 - A(z_1))z_2 - 1}{z_2 - \gamma A(z_1)}U(z_1). \] (4.49)

The equation (4.49) may be useful because it can replace \( U(z_1, z_2) \) by \( U(z_1) \) and \( U(z_2) \). Indeed, we will use (4.49) in order to derive the PGFs for the waiting times in the next section.

### 4.5 Waiting Times

In this section, we consider the waiting times of a supercustomer and an individual customer. We first derive the PGF for the waiting time of a randomly chosen supercustomer in terms of the PGF for the amount of work in the system. Next we obtain the PGFs for the waiting times of a randomly chosen individual customer in terms of the PGF for the amount of work in the system.

**4.5.1 Waiting Time of a Supercustomer**

In this subsection, we consider the waiting time of a randomly chosen supercustomer. We define a supercustomer as a batch composed of individual customers moving to the second
queue at the same time when the gate opens. Note here that it is possible that there is no individual customer in the first queue when the gate opens. We regard such a case as an arrival of a supercustomer with zero service time at the second queue. Let \( W_z \) denote a random variable representing the waiting time of a randomly chosen supercustomer. We define \( W_z(z) \) as the PGF for \( W_z \). We then have the following theorem.

**Theorem 4.5.1:** The PGF \( W_z(z) \) is given by

\[
W_z(z) = \frac{1 - \gamma}{z - \gamma} U(z) + \frac{z - 1}{z - \gamma} (1 - B'(1)C'(1)),
\]

where \( U(z) \) is given in (4.45).

**Proof:** It follows that

\[
W_z(z) = \frac{U(1, z) - U(1, 0)}{z} + U(1, 0).
\]

Using (4.49) in (4.51), (4.50) immediately follows.

**Remark 4.5.1:** After some algebra with (4.49) and (4.50), we have the following equation in the second queue and the waiting time and the sojourn time of a supercustomer:

\[
U(1, z) = 1 - A'(1)z + \frac{W_z(z) - U(z)}{G'(1)A'(1)(1 - z)}
\]

Note that (4.52) can also be derived from the equality of the virtual delay and attained waiting time distribution (see, for example, [Miya92, Saka90, Seng89]).

### 4.5.2 Waiting Time of a Customer

In this subsection, we consider the waiting time of a randomly chosen individual customer. Let \( W_z(1) \) (resp. \( W_z(2) \)) denote a random variable representing the waiting time of a randomly chosen customer in the first queue (resp. the second queue). Note here that \( W_z(1) \) and \( W_z(2) \) are dependent. We define \( W_e(z_1, z_2) \) as the joint PGF for \( W_z(1) \) and \( W_z(2) \):

\[
W_e(z_1, z_2) \triangleq E \left[ z_1^{W_z(1)} z_2^{W_z(2)} \right].
\]

We then have the following theorem.

**Theorem 4.5.2:** The joint PGF \( W_e(z_1, z_2) \) is given by

\[
W_e(z_1, z_2) = \frac{1 - \gamma}{z_2 - \gamma z_1} \frac{1}{1 - A(z_2)} \left[ z_1 - z_2 U(z_2) + \frac{1 - \gamma}{1 - \gamma z_1} z_2 - 2 - 1 U(\gamma z_1) \right]
\]

\[
\frac{1 - A(z_2)}{B'(1)(1 - C(z_2))},
\]

where \( U(z) \) is given in (4.45).

**Proof:** We divide the waiting time of a randomly chosen customer into three parts:

\[
W_e(z_1, z_2) = F(z_1, z_2)\quad \text{and} \quad W_e(z_1, z_2) = D(z_1, z_2),
\]

where \( F(z_1, z_2) \) denotes a random variable representing the waiting time of the batch which includes the randomly chosen customer in the first queue (resp. in the second queue), and \( D(z_1, z_2) \) denotes a random variable representing the sum of the service times of customers who arrive in the same batch as the randomly chosen customer and are served before the randomly chosen customer. Note here that \( F(z_1, z_2) \) and \( D(z_1, z_2) \) are independent.

Now we define the following PGFs:

\[
F(z_1, z_2) \triangleq E \left[ z_1^{W_z(1)} z_2^{W_z(2)} \right], \quad D(z_1, z_2) \triangleq E \left[ z_1^{D(z_1, z_2)} \right].
\]

First we consider \( F(z_1, z_2) \). Let \( \hat{G}_A \) denote a random variable representing the remaining gate opening interval. Also, let \( W_A(1) \) and \( W_A(2) \) denote random variables representing the amounts of work in the first queue and the second queue, respectively, immediately before the arrival of a randomly chosen customer. Note that the joint distribution of the amount of work immediately before arrivals is identical to that at the beginning of a randomly chosen slot, since customers arrive to the system according to a batch Bernoulli process [Boxm88]. Thus, it follows that

\[
F(z_1, z_2) = E \left[ z_1^{W_A(1)} z_2^{W_A(2)} \right] + \frac{1}{1 - \gamma z_1} E \left[ z_1^{W_A(1)} z_2^{W_A(2)} \right] = E \left[ z_1^{W_A(1)} z_2^{W_A(2)} \right]
\]

\[
+ \frac{1}{1 - \gamma z_1} E \left[ z_1^{W_A(1)} z_2^{W_A(2)} \right]
\]

\[
= E \left[ z_1^{W_A(1)} z_2^{W_A(2)} \right] + \frac{1}{1 - \gamma z_1} E \left[ z_1^{W_A(1)} z_2^{W_A(2)} \right]
\]

\[
= E \left[ z_1^{W_A(1)} z_2^{W_A(2)} \right] + \frac{1}{1 - \gamma z_1} E \left[ z_1^{W_A(1)} z_2^{W_A(2)} \right] + \frac{1}{1 - \gamma z_1} E \left[ z_1^{W_A(1)} z_2^{W_A(2)} \right]
\]

\[
= E \left[ z_1^{W_A(1)} z_2^{W_A(2)} \right] + \frac{1}{1 - \gamma z_1} E \left[ z_1^{W_A(1)} z_2^{W_A(2)} \right] + \frac{1}{1 - \gamma z_1} E \left[ z_1^{W_A(1)} z_2^{W_A(2)} \right]
\]

On the other hand, \( D(z_1, z_2) \) is given by

\[
D(z_1, z_2) = \frac{1 - A(z_2)}{B'(1)(1 - C(z_2))},
\]

We then have

\[
W_e(z_1, z_2) = F(z_1, z_2) D(z_1, z_2).
\]

Using (4.49) in (4.59), (4.54) immediately follows.
W^{(2)}_c), respectively. Now we present a corollary which immediately follows from Theorem 4.5.2.

**Corollary 4.5.1:** The PGFs $W_3(z), W_3(z)$ and $W_c(z)$ are given by

\[
W_c(z) = \frac{1 - \gamma}{1 - \gamma z}, \quad \text{(4.60)}
\]

\[
W_3(z) = 1 - \gamma \left[ U(z) - (1 - B'(1)C'(z)) \right] \frac{1 - A(z)}{B'(1)(1 - C(z))}, \quad \text{(4.61)}
\]

\[
W_c(z) = W_3(z)U_{back}(z), \quad \text{(4.62)}
\]

respectively, where

\[
W_3(z) = \frac{1 - \gamma}{1 - \gamma z} \frac{z - 1}{z - A(z)} \frac{1 - A(z)}{1 - C(z)}, \quad \text{(4.63)}
\]

\[
U_{back}(z) = \frac{1 - \gamma}{1 - \gamma z} \frac{1}{1 - B'(1)C'(z)}, \quad \text{(4.64)}
\]

and $U(z)$ is given in (4.45).

**Proof:** Letting $z_2 = 1, z_1 = 1$ and $z_1 = z_2 = z$ in (4.54), we obtain (4.60), (4.61) and (4.62), respectively.

**Remark 4.5.2:**

1. $W_3(z)$ denotes the PGF for the waiting times of customers in the corresponding $B(BP/1)$ queue without gates, and $U_{back}(z)$ denotes the PGF for the backward recurrence time of the gate opening interval given that the server is idle. This is a discrete-time example of the waiting-time decomposition property in the queue with generalized vacations [Furh85].

2. After some algebra with (4.49) and (4.61), we have the following relationship between the work in the second queue and the waiting time and the sojourn time of an individual customer in the second queue:

\[
U(1, z) = 1 - A'(1) + A'(1)zW_3(z) \frac{1 - C(z)}{C'(1)(1 - z)}, \quad \text{(4.65)}
\]

Note that (4.65) can also be derived from the equality of the virtual delay and attained waiting time distribution (see, for example, [Miya92, Saka90, Seng89]).

### 4.6 Numerical Examples

In this section, we provide some numerical examples. First we regard the second queue as an isolated system and observe the effect of the gate opening interval on the mean waiting time. More precisely, we consider the gate opening interval in terms of the covariances and the correlation coefficients. In section 4.1, we mentioned two types of correlations:

- type 1: correlation between the interarrival time $G$ and the service time $C_S$ of each supercustomer,

- type 2: correlation between the interarrival time $G$ of each batch composed of customers who move to the second queue at the same time and the number $B_C$ of the customers.

Then, the covariances and the correlation coefficients for the two types of correlation are given by

\[
Cov[G, C_S] = \frac{\gamma}{(1 - \gamma)^3} A'(1), \quad \text{(4.66)}
\]

\[
corr[G, C_S] = \left[ \frac{\gamma A'(1)}{(1 - \gamma)(A'(1) + A''(1)) + (2 \gamma - 1)(A''(1))^2} \right]^{1/2}, \quad \text{(4.67)}
\]

\[
Cov[G, B_C] = \frac{\gamma}{(1 - \gamma)^2} B'(1), \quad \text{(4.68)}
\]

\[
corr[G, B_C] = \left[ \frac{\gamma (B'(1))^2}{(1 - \gamma)(B'(1) + B''(1)) + (2 \gamma - 1)(B''(1))^2} \right]^{1/2}, \quad \text{(4.69)}
\]

respectively. Note here that the correlation coefficients are increasing functions of the mean gate opening interval.

Now we observe the effect of the gate opening interval on the mean waiting time of supercustomers. We show the formula for the mean waiting time of supercustomers in Appendix C.9. To compare the result, we also consider a corresponding Geo/G/1 queue where the PGF for the service time of a customer is $G(A(z))$ and the PGF for the interarrival time of customers is $G(z)$. Fig. 4.1 shows the mean waiting time of (super)customers in the second queue as a function of the parameter $\gamma$ in the following settings: (1) the number of individual customers arriving to the system in a slot is geometrically distributed with mean 0.6, (2) the service times of individual customers are deterministic and equal to one slot. Note here that the increase of the parameter $\gamma$ implies the increase of the correlation coefficient between the interarrival time and the service time of each supercustomer. In Fig. 4.1, we observe that the correlation, which is positive, leads to the reduction of the mean waiting time of supercustomers, whereas the mean waiting time increases with the increase of the correlation coefficient. A similar observation has been shown in [Bors93].
Next, we observe the effect of the gate opening interval on the mean waiting time of individual customers in the second queue. We show the formula for the mean waiting time of individual customers in Appendix C.10. To compare the result, we also consider a corresponding BBP/G/1 queue where the PGF for the service time of a customer is \( C(z) \) and the PGF for the batch size (arriving to the second queue) is \( (1 - \gamma)G(B(z)) + \gamma \). Fig. 4.2 shows the mean waiting time of individual customers in the second queue as a function of the parameter \( \gamma \) in the same settings as those in Fig. 4.1. Note here that the increase of the parameter \( \gamma \) implies the increase of the correlation coefficient between the interarrival time of the batches and the number of customers in each batch. In Fig. 4.2, we also observe that the positive correlation leads to the reduction of the mean waiting time of individual customers in the second queue, whereas the mean waiting time increases with the increase of the correlation coefficient.

Finally we observe the correlation between the waiting times of a randomly chosen individual customer in the first queue and in the second queue. Fig. 4.3 shows the correlation coefficients between the waiting times of a randomly chosen individual customer in the first queue and in the second queue, which are obtained by using numerical differentiation as a function of the parameter \( \gamma \) in the following settings: (1) the number of individual customers arriving to the system in a slot is geometrically distributed with mean 0.4, 0.6 and 0.8, (2) the service times of individual customers are deterministic and equal to one slot. In Fig. 4.3, we observe that, as expected, the correlation is negative and the correlation coefficient decreases with the increase of the parameter \( \gamma \). Further, we observe that the increase of the traffic intensity leads to the increase of the correlation coefficient.

4.7 Conclusion

In this chapter, we consider discrete-time BBP/G/1 queues with a gate, where the intervals between successive openings of the gate are geometrically distributed. We derive the following joint PGFs:

- joint PGF for the numbers of customers in the first queue and the second queue at the beginning of a randomly chosen slot
- joint PGF for the amounts of work in the first queue and the second queue at the beginning of a randomly chosen slot
- joint PGF for the waiting times of individual customers in the first queue and the second queue

We also derive the PGF for the sojourn time and the waiting time of a supercustomer. Furthermore, we provide some numerical examples and observe the effect of the correlation on the performance measures through the numerical examples.
Figure 4.2: Effect of correlation (2)

Figure 4.3: Correlation between the waiting times in each queue
Chapter 5
Queues with a Gate - Bounded Gate Opening Intervals -

5.1 Introduction
In this chapter, we consider discrete-time BBP/G/1 queues with a gate, where BBP denotes a batch Bernoulli process. Contrary to the model in the previous chapter, we assume that the intervals between successive openings of the gate are bounded, and independent and identically distributed (i.i.d.).

The organization of the chapter is as follows. In section 5.2, we describe the mathematical model. In section 5.3, we derive the joint PGF for the amounts of the stationary work in the first queue and the second queue, and analytically show the work decomposition property for the amount of work in the system. In section 5.4, we first derive the PGFs for the sojourn time and the waiting time of a supercustomer, and analytically show the relationship among the PGFs for the amount of the work in the second queue, the sojourn time and the waiting time of a supercustomer. Next, we derive the joint PGF for the waiting times of an individual customer in the first queue and the second queue, and analytically show the decomposition property for the total waiting time. Furthermore, we show the relationship between the PGFs for the amount of the work in the second queue and the waiting time in the second queue. In section 5.5, we discuss the number of individual customers in the system. Using the results in section 5.4, we derive the PGF for the number of individual customers in the system, and analytically show the queue length decomposition property. In section 5.6, we provide numerical examples to show the computational feasibility of the analytical results.

5.2 Model
We consider the queueing model with the following characteristics:

- Customers arrive at the system in a batch immediately before slot boundaries. The batch sizes and the service times of individual customers are independent and identically distributed. Customers arriving at the system are accommodated in the first queue at the gate.
- The gate opens immediately before the slot boundaries. When the gate opens, all the customers waiting in the first queue move to the second queue at the server. The travel times of customers to the second queue are assumed to be zero. We assume that customers arriving in a slot also move to the second queue when the gate opens in the slot, so that the waiting times of such customers in the first queue become zero. The gate closes immediately after all the customers in the first queue move to the second queue. The intervals between successive openings of the gate are i.i.d.. We assume that the gating process is stationary.
- There is a single server who serves the customers only in the second queue. When the server finds some amount of the work in the second queue immediately after a slot boundary, he serves exactly one unit of the work in the current slot. We assume that customers are served on an FCFS basis. Furthermore, as for customers who arrive in the same slot, the next customer for service is randomly chosen among those customers.

Note that when the gate opens in every slot (i.e., all the gate opening intervals are equal to one slot), the model described above is reduced to the ordinary BBP/G/1 queue without gates.

We now introduce random variables and notations to describe the above model. Let $T_n$ denote a random variable representing the nth gate opening epoch taking an integer value. We assume that the sequence $\{T_n\}_{n=-\infty}^{+\infty}$ satisfies

$$\cdots < T_{-1} < T_0 \leq 0 < T_1 < T_2 < \cdots .$$

(5.1)

We define the inter-event sequence $\{G_n\}_{n=-\infty}^{+\infty}$ as

$$G_n = T_{n+1} - T_n .$$

(5.2)

Let $g(k)$ $(k \geq 1)$ denote the probability that an interval between successive openings of the gate is equal to $k$ slots:

$$g(k) = Pr\{G_n = k\} \quad (n \neq 0).$$

(5.3)

In what follows, we assume that the intervals between successive openings of the gate are bounded by $M$ slots with $g(M) \neq 0$. Thus, we have $g(k) = 0$ for $k > M$. We denote the
PGF of the \( g(k) \) by \( G(z) \):

\[
G(z) = \sum_{k=1}^{M} g(k) z^k.
\]

Let \( B \) and \( C \) denote random variables representing the number of individual customers who arrive at the system in a slot and the service time of an individual customer, respectively. Further, let \( A \) denote a random variable representing the amount of work brought into the system in a slot (i.e., the sum of the service times of customers arriving in a slot).

We define the following PGFs:

\[
A(z) \triangleq E \left[ z^A \right], \quad B(z) \triangleq E \left[ z^{(1)} \right], \quad C(z) \triangleq E \left[ z^{(2)} \right].
\]

By definition, we have

\[
A(z) = B(C(z)).
\]

Throughout the chapter, for any PGF \( f(z) \), we use the symbol \( f'(1) \) to denote \( \lim_{z \to 1-} df(z)/dz \). Further, we assume \( A'(1) < 1 \) and the system is in equilibrium.

### 5.3 Work in the System

In this section, we consider the amount of the work in the system. For convenience of the analysis, we assign non-negative integer values \( k \in \{0, 1, 2, \ldots\} \) sequentially to individual slot boundaries as 0 is assigned to the slot boundaries immediately after the gate closes. Time interval \( [k-1, k) \) \( (k = 1, 2, \ldots) \) is referred to as the \( k \)th slot. First, we derive the PGF for the amount of the work in the second queue immediately after the beginning of the \((k+1)\)st slot. Next, we derive the PGF for the amount of the stationary work in the system as well as in each queue.

#### 5.3.1 Work in the Second Queue

In this subsection, we first observe the amount of the work in the second queue immediately after the beginning of the \((k+1)\)st slot and relate it with that immediately after the beginning of the \(k\)th slot. In what follows, we refer to the amount of the work immediately after the beginning of the \(k\)th slot as that in the \(k\)th slot. Let \( U_n^{(2)} \) denote a random variable representing the amount of work in the second queue at time \( n \). We define \( L(k, z) \) as the PGF for the amount of the work in the second queue in the \((k+1)\)st slot equal to \( n \), given that the gate does not open in the \(k\)th slot:

\[
L(k, z) \triangleq E \left[ z^{U_n^{(2)}} \middle| \bar{T}_0 = k \right] \quad (i = 1, 2, k = 0, 1, 2, \ldots).
\]

Relating \( L(k, z) \) with \( L(k-1, z) \), we have

\[
L(k, z) = \frac{1}{z} L(k-1, z) + \frac{z-1}{z} L(k-1, 0) \quad (k = 1, 2, \ldots). \tag{5.8}
\]

By applying (5.8) recursively, we obtain

\[
L(k, z) = \left( \frac{1}{z} \right)^k L(0, z) + (z-1) \sum_{j=1}^{k} \left( \frac{1}{z} \right)^j L(k-j, 0). \tag{5.9}
\]

Since the system is in equilibrium, it is clear that the PGF \( L(0, z) \) is given by

\[
L(0, z) = \sum_{k=1}^{M} g(k)L(k, z)|A(z)|^k. \tag{5.10}
\]

Substituting (5.9) into (5.10), we have the following expression for \( L(0, z) \):

\[
L(0, z) = G \left( \frac{A(z)}{z} \right) L(0, z) + (z-1) \sum_{k=0}^{M-1} L(k, 0) \sum_{j=k+1}^{M} g(j) \left( \frac{A(z)}{z} \right)^j. \tag{5.11}
\]

We solve (5.11) with respect to \( L(0, z) \) and obtain

\[
L(0, z) = \frac{(z-1)X(A(z)/z, z)}{1 - G(A(z)/z)}, \tag{5.12}
\]

where \( X(z, w) \) is given by

\[
X(z, w) = \sum_{k=0}^{M-1} L(k, 0) w^k \sum_{j=k+1}^{M} g(j) z^j. \tag{5.13}
\]

We then have the \( M \) unknown values \( L(k, 0) \) \( (k = 0, \ldots, M - 1) \) in (5.13), which can be determined (see Appendix D). Note here that, from the normalizing condition \( L(0, 1) = 1 \) in (5.11), we obtain

\[
1 = G(1)(1 - A'(1)). \tag{5.14}
\]

The equation (5.14) is used when we determine the unknown values.

#### 5.3.2 Stationary Work

In this subsection, we first consider the amount of the stationary work in each queue. Let \( U_n^{(1)} \) denote a random variable representing the amount of work in the first queue at time \( n \). Note that \( U_n^{(1)} \) and \( U_n^{(2)} \) are dependent. We define the joint PGF \( U(z_1, z_2) \) for the amounts of the stationary work in the first queue and in the second queue:

\[
U(z_1, z_2) \triangleq E \left[ \frac{U_n^{(1)}}{z_1} \frac{U_n^{(2)}}{z_2} \right]. \tag{5.15}
\]
We then have the following theorem.

**THEOREM 5.3.1:** The joint PGF $U(z_1, z_2)$ is given by

$$U(z_1, z_2) = \frac{1}{G'(1)(1 - A(z_1)/z_2)} \left[ L(0, z_2) \left\{ 1 - G \left( \frac{A(z_1)}{z_2} \right) \right\} \right. + \left( z_2 - 1 \right) \left\{ \frac{A(z_1)}{z_2} X(1, A(z_1)) - X \left( \frac{A(z_1)}{z_2}, z_2 \right) \right\} \right]. \tag{5.16}$$

**PROOF:** Let $p(k)$ denote where $p(k)$ denotes the probability that a randomly chosen slot is the $(k+1)$st slot:

$$p(k) \overset{\text{Def}}{=} \Pr\{ \hat{T}_0 = k \} \quad (k = 0, 1, 2, \ldots, M - 1). \tag{5.17}$$

We then have [Burk75]

$$p(k) = \frac{1}{G'(1)} \sum_{n=k+1}^{M-1} g(n) \quad (k = 0, 1, 2, \ldots, M - 1). \tag{5.18}$$

By definition, we have

$$U(z_1, z_2) = \sum_{k=0}^{M-1} p(k) L(k, z_2)(A(z_1))^k. \tag{5.19}$$

From (5.9), (5.13), (5.18) and (5.19), (5.16) immediately follows.

We present a corollary which immediately follows from Theorem 5.3.1. Let $U = U^{(1)} + U^{(2)}$ denote the amount of the stationary total work in the system. We then define $U_1(z)$, $U_2(z)$ and $U(z)$ as the PGFs for $U^{(1)}$, $U^{(2)}$ and $U$, respectively.

**COROLLARY 5.3.1:** The PGFs $U_1(z)$, $U_2(z)$ and $U(z)$ are given by

$$U_1(z) = \frac{1 - G(A(z))}{G'(1)(1 - A(z))}, \tag{5.20}$$

$$U_2(z) = \frac{1}{G'(1)(1 - 1/z)} \left[ L(0, z) \left\{ 1 - G \left( \frac{1}{z} \right) \right\} + (z - 1) \left\{ \frac{1}{z} X(1, 1) - X \left( \frac{1}{z}, z \right) \right\} \right], \tag{5.21}$$

$$U(z) = U_1(z) G_{idc}(A(z)), \tag{5.22}$$

respectively, where

$$U_1(z) = \frac{(z - 1) A(z)}{z - A(z)} (1 - A'(1)), \tag{5.23}$$

$$G_{idc}(z) = \frac{X(1, z)}{(1 - A'(1))G'(1)} = \sum_{k=0}^{M-1} p(k) \frac{L(k, 0)}{1 - A'(1)} z^k. \tag{5.24}$$

**PROOF:** Letting $z_2 = 1$, $z_1 = 1$ and $z_1 = z_2 = z$ in (5.16) and using (5.13), we obtain (5.20), (5.21) and (5.22), respectively.

**Remark 5.3.1:** $U_k(z)$ denotes the PGF for the amount of the stationary work in the corresponding BBP/G/1 queue without gates, and $G_{idc}(A(z))$ denotes the PGF for the amount of the work in the first queue given that the server is idle. Thus (5.22) shows that the amount of the total work in the system is decomposed into the two independent factors. This is a discrete-time example for the work decomposition property in the queue with generalized vacations [Boxm89].

### 5.4 Waiting Times

In this section, we first consider the waiting time and the sojourn time of a supercustomer, where each batch of customers who move to the second queue at the same time is called a supercustomer. Next we consider the waiting time of an individual customer.

#### 5.4.1 Waiting Time of a Supercustomer

In this subsection, we consider the waiting time and the sojourn time of a supercustomer in the second queue. Note here that it is possible that there is no individual customer in the first queue when the gate opens. We regard such a case as an arrival of a supercustomer with zero service time at the second queue. Let $W_s$ denote a random variable representing the waiting time of a supercustomer. We define $W_s(z)$ as the PGF for $W_s$. We then have the following theorem.

**THEOREM 5.4.1:** The PGF $W_s(z)$ is given by

$$W_s(z) = G \left( \frac{1}{z} \right) L(0, z) + (z - 1) X \left( \frac{1}{z}, z \right). \tag{5.25}$$

**PROOF:** It is clear that

$$W_s(z) = \sum_{k=1}^{M} g(k) L(k, z). \tag{5.26}$$

From (5.9), (5.13), (5.26) and (5.25) immediately follows.

Next we consider the sojourn time of a supercustomer. Let $R_s$ denote a random variable representing the sojourn time of a supercustomer. We define $R_s(z)$ as the PGF for $R_s$. We then have the following theorem.
Theorem 5.4.2: The PGF $R_s(z)$ is given by

$$R_s(z) = L(0, z).$$

(5.27)

Proof: Observe that the sojourn time of a supercustomer is identical to the amount of the work in the first slot. (5.27) immediately follows.

Remark 5.4.1: Note here that $R_s(z)$ is not given by the product of $W_s(z)$ and the PGF $G(A(z))$ for the service times of supercustomers, since the waiting times and the service times of supercustomers are dependent.

Remark 5.4.2: After some algebra with (5.14), (5.21), (5.25) and (5.27), we have the following relationship among the amount of the work in the second queue, the waiting time and the sojourn time of a supercustomer:

$$U_s(z) = 1 - A'(1) + A'(1)z^{-1} [W_s(z) - R_s(z)] \frac{G'(1)}{G(1)} A'(1)(1 - z).$$

(5.28)

Note that (5.28) can also be derived from the equality of the virtual delay and attained waiting time distribution (see, for example, [Miya92, Saka90, Seng89]).

5.4.2 Waiting Time of a Customer

In this subsection, we consider the waiting time of an individual customers. We first derive the PGF for the total waiting time of a randomly chosen individual customer in the system. Let $\gamma_{nk}$ denote the joint probability that a randomly chosen customer belongs to the supercustomer who arrives to the second queue in the $k$th slot $(k = 1, 2, \ldots, M)$ and belongs to the batch which arrives in the $n$th $(n = 1, \ldots, k)$ slot. We call this customer (resp. this supercustomer) a tagged customer (resp. a tagged supercustomer). It follows that

$$\gamma_{nk} = \frac{g(k)}{G'(1)} \quad (k = 1, \ldots, M, n = 1, \ldots, k).$$

(5.29)

We define $F(k, z)$ as the PGF for the amount of the work in the second queue seen by the tagged supercustomer arriving in the $k$th slot (i.e., the waiting time of the supercustomer).

It follows that

$$F(k, z) = \frac{L(k - 1, z) - L(k - 1, 0)}{z} + L(k - 1, 0) = L(k, z) \quad (k = 1, \ldots, M).$$

(5.30)

Furthermore, we define $D(n, z)$ as the PGF for a time interval from the beginning of the service of the first customer of the tagged supercustomer arriving in the $k$th slot to the beginning of the service of the tagged customer (who has arrived in the $n$th slot). By using the results in batch arrivals, we have

$$D(n, z) = (A(z))^{n-1} \frac{1 - A(z)}{B'(1) - 1 - C(z)} \quad (n = 1, \ldots, k).$$

(5.31)

Let $W_s^{(1)}$ (resp. $W_s^{(2)}$) denote a random variable representing the waiting time of a randomly chosen customer in the first queue (resp. in the second queue). Note here that $W_s^{(1)}$ and $W_s^{(2)}$ are dependent. We define $W_s(z_1, z_2)$ as the joint PGF for the waiting times of a randomly chosen customer in the first queue and in the second queue:

$$W_s(z_1, z_2) = E \left[ z_1^{W_s^{(1)}} z_2^{W_s^{(2)}} \right].$$

(5.32)

We then have the following theorem.

Theorem 5.4.3: The joint PGF $W_s(z_1, z_2)$ is given by

$$W_s(z_1, z_2) = \frac{1 - A(z_2)}{G'(1)B'(1)(1 - C(z_2))(1 - z_1 - A(z_2))} \left[ L(0, z_2) \left\{ G'(z_2) - 1 \right\} \right] + (z_2 - 1)X \left( \frac{z_2}{z_2} \right).$$

(5.33)

Proof: It follows that

$$W_s(z_1, z_2) = \sum_{k=1}^{N} \sum_{n=1}^{k} \gamma_{nk} F(k, z_2) D(n, z_2) z_1^{k-n}$$

$$= \frac{1 - A(z_2)}{G'(1)B'(1)(1 - C(z_2))(1 - z_1 - A(z_2))}$$

$$\left\{ \sum_{k=1}^{N} \sum_{n=1}^{k} g(k) L(k, z_2) z_1^{k-n} + \sum_{k=1}^{N} g(k) L(k, z_2) A(z_2)^k \right\}.$$  

(5.34)

From (5.9), (5.10), (5.13) and (5.34), (5.33) immediately follows.

We present a corollary which immediately follows from Theorem 5.4.3. Let $W_{c}\,(z_1), W_{c}^{(2)}(z_1)$ denote a random variable representing the total waiting time of a randomly chosen customer in the system. We define $W_{c}(z_1), W_{c}^{(2)}(z_1)$ and $W_{c}^{(2)}(z)$ as the PGFs for $W_{c}(z), W_{c}^{(2)}(z)$, respectively.

Corollary 5.4.1: The PGFs $W_{c}(z), W_{c}^{(2)}(z)$ and $W_{c}^{(2)}(z)$ are given by

$$W_{c}(z) = \frac{1 - G(z)}{G'(1)(1 - z)},$$

(5.35)

$$W_{c}^{(2)}(z) = \frac{1}{G'(1)B'(1)(1 - C(z))} \left[ W_{c}(z) - R_{c}(z) \right],$$

(5.36)
\[ W_c(z) = W_b(z) \tilde{G}_{\text{late}}(z), \quad (5.37) \]

respectively, where
\[ W_t(z) = \frac{(1 - B'(1)C'(1))}{z - A(z)} - \frac{1 - A(z)}{B'(1)(1 - C(z))}, \quad (5.38) \]

and \( \tilde{G}_{\text{late}}(z) \) is given in (5.24).

\textbf{Proof:} Letting \( z_2 = 1, z_1 = 1 \) and \( z_1 = z_2 = z \) in (5.34) and using (5.27) and (5.25), we obtain (5.35), (5.36) and (5.37), respectively.

\textbf{Remark 5.4.3:}
1. \( W_t(z) \) denotes the PGF for the waiting times of customers in the corresponding BBP/G/1 queue without gates, and \( \tilde{G}_{\text{late}}(z) \) denotes the PGF for the backward recurrence time of the gate opening interval given that the server is idle. This is a discrete-time example of the waiting-time decomposition property in the queue with generalized vacations [Fuhr85].

2. After some algebra with (5.28) and (5.36), we have the following relationship between the amount of the work in the second queue and the waiting time of an individual customer in the second queue:
\[ U(1, z) = 1 - A'(1) + A'(1)zW_{\text{rel}}(z) \frac{1 - C(z)}{C'(1)(1 - z)}. \quad (5.39) \]

Note that (5.39) can also be derived from the equality of the virtual delay and attained waiting time distribution (see, for example, [Miya92, Saka00, Seng89]).

\section{5.5 Number of Individual Customers}

In this section, we consider the PGF for the number of individual customers in the system. We first consider the number of individual customers in the system immediately after departures. Let \( Q_D(z) \) denote the PGF for the number of customers immediately after the departure of the tagged customer. Those customers are classified into two types. One includes customers who arrive to the system in the same batch as the departing customer. The other includes customers who arrive to the system during the sojourn time of the departing customer. To obtain \( Q_D(z) \), we need the following lemma. Let \( R_c(z, w) \) denote the joint PGF for the sojourn time of a randomly chosen customer (we call this tagged customer hereafter) and the number of individual customers who arrive in the same slot as the tagged customer and are served after the tagged customer.

\textbf{Lemma 5.5.1:} The joint PGF \( R_c(z, w) \) is given by
\[ R_c(z, w) = R_1(z) = \frac{B(w) - A(z)}{B'(1)(w - C(z))} \tilde{G}(z), \quad (5.40) \]

where
\[ R_1(z) = \frac{z - 1}{z - A(z)} \frac{X(1,z)}{G'(1)} \quad (5.41) \]

\textbf{Proof:} To obtain \( R_c(z, w) \), we divide the sojourn time of the tagged customer into three intervals: (1) the waiting time of the batch of customers who arrive to the system in the same slot as the tagged customer, (2) the service times of customers who arrive in the same slot as the tagged customer and are served before the tagged customer, and (3) the service time of the tagged customer, whose PGF is given by \( C(z) \). Note here that those three intervals are mutually independent. Also note that the sum of the first two intervals is equivalent to the waiting time of the tagged customer, whose PGF is given in (5.37). It is easy to see from (5.37) that the PGF \( R_1(z) \) for the first interval is given by
\[ R_1(z) = \frac{z - 1}{z - A(z)} \frac{X(1,z)}{G'(1)}, \quad (5.42) \]
since the PGF \( R_2(z) \) for the second interval is given by
\[ R_2(z) = \frac{1 - A(z)}{B'(1)(1 - C(z))}. \quad (5.43) \]

Now we are ready to derive \( R_c(z, w) \). Note that the length of the second interval and the number of customers who arrive in the same slot as the tagged customer and are served after the tagged customer are dependent. The joint PGF for the second interval and the number of such customers is given by
\[ \frac{B(w) - A(z)}{B'(1)(w - C(z))}. \quad (5.44) \]

Therefore we obtain (5.40).

Now we have the following theorem.

\textbf{Theorem 5.5.1:} The PGF \( Q_D(z) \) is given by
\[ Q_D(z) = \frac{1 - B(z)}{B'(1)(1 - z)} Q_b(z) \tilde{G}_{\text{late}}(B(z)), \quad (5.45) \]
where
\[ Q_{b}(z) = \frac{(1 - A'(1))(z - 1)C(B(z))}{z - C(B(z))}, \]
(5.46)
and \( \hat{G}_{\text{idle}}(z) \) is given in (5.24).

PROOF: Noting \( Q_{D}(z) = R_{c}(B(z), z) \) and Lemma 5.5.1, (5.45) immediately follows.

Next we consider the PGF \( Q(z) \) for the number of customers in the system.

**THEOREM 5.5.2:** The PGF \( Q(z) \) is given by
\[ Q(z) = Q_{b}(z)\hat{G}_{\text{idle}}(B(z)). \]
(5.47)

PROOF: First we consider the PGF \( Q_{A}(z) \) for the number of customers immediately before arrivals. Note that \( Q_{A}(z) \) and \( Q_{D}(z) \) are related by [Faki91]
\[ \frac{1 - B(z)}{B'(1)(1 - z)} Q_{A}(z) = Q_{D}(z). \]
(5.48)
Therefore we have
\[ Q_{A}(z) = Q_{b}(z)\hat{G}_{\text{idle}}(B(z)). \]
(5.49)
Since customers arrive to the system according to the batch Bernoulli process, \( Q(z) \) is identical to \( Q_{A}(z) \). Therefore we obtain (5.47).

**Remark 5.5.1:** \( Q_{b}(z) \) denotes the PGF for the number of customers in the corresponding BBP/G/1 queue without gates and \( \hat{G}_{\text{idle}}(B(z)) \) denotes the PGF for the number of individual customers in the system given that the server is idle. This decomposition result is a discrete-time example of the general result for the continuous-time queue given in [Fuhr85].

### 5.6 Numerical Examples

In this section, we provide some numerical examples of the analytical results. Fig. 5.1 shows the mean waiting times of individual customers for various distributions of the gate opening intervals as a function of the mean number of arrivals in a slot in the following settings: (1) the number of arrivals in a slot is geometrically distributed, (2) the service times of individual customers are deterministic and equal to one slot, and (3) the mean gate opening interval is equal to five slots. In the deterministic distribution of the gate opening intervals, we set \( g(5) = 1 \), in the binomial distribution, we set \( g(n) = \frac{8!}{(n-1)(9-n)!}(0.5)^n \) for \( n = 1, \ldots, 9 \), in the uniform distribution, we set \( g(n) = \frac{1}{9} \) for \( n = 1, \ldots, 9 \), and in the bimodal distribution, we set \( g(1) = g(9) = 0.5 \). In Fig. 5.1, the variance \( V \) of the gate opening intervals is also shown. We observe that the distribution of the gate opening intervals affects the mean waiting time of individual customers and the mean waiting time increases with the increase of the variance of the gate opening intervals.

### 5.7 Conclusion

In this chapter, we consider discrete-time BBP/G/1 queues with a gate, where the intervals between successive openings of the gate are bounded, and independent and identically distributed. We derive the joint PGFs for the amounts of the stationary work, and the waiting time of an individual customer in the first queue and the second queue. We also derived the PGFs for the sojourn time and the waiting time of a supercustomer, and the number of individual customers in the system. Furthermore, we provide numerical examples and observe the effect of the distribution of the gate opening interval on the mean waiting times of a customer.
Chapter 6

Concluding Remarks

6.1 Summary of Results

In this dissertation, we extensively studied discrete-time queues with correlated arrivals. In particular, we considered two types of mechanisms to bring correlations into the arrival and the service processes: Markov modulation and gating. For the former, the summary of the results is described below.

1. We analyzed the generalized SBBP/G/1 queues. In the model, the arrival and the service processes were semi-Markovian in the sense that their distributions depended not only on the state of the alternating renewal process in the current slot but also on the state in the next slot. We derived the PGFs for the amount of work in the system and the waiting time of a customer. We also showed applications of the analytical results to important queueing systems.

2. We considered the loss probability approximations in DBMAP/D/1/K queues. We proposed the approximate formulas which were given in terms of the tail distribution of the queue length in the corresponding infinite-buffer queue. The approximate formulas were constructed in such a way that they became exact for any independent arrival process. We extensively examined the accuracy of the approximations through numerical experiments. We observed that, when the correlation in arrivals was not so strong, the approximations were surprisingly accurate.

For the latter, the summary of the results is described below.

1. We analyzed discrete-time BBP/G/1 queues with a gate, where the intervals between successive openings of the gate were geometrically distributed. We derived the following joint PGFs:
   - joint PGF for the numbers of customers in the first queue and the second queue at the beginning of a randomly chosen slot.
• joint PGF for the amounts of work in the first queue and the second queue at
the beginning of a randomly chosen slot
• joint PGF for the waiting times of individual customers in the first queue and
the second queue

We also derived the PGF for the sojourn time and the waiting time of a super-
customer. The effect of the correlations on the performance was discussed through
numerical examples.

2. We analyzed discrete-time BBP/G/1 queues with a gate, where the intervals be-
tween successive openings of the gate were bounded, and independent and identically
distributed. We derived the joint PGFs for the amounts of the stationary work, and
the waiting times of an individual customer in the first queue and the second queue.
We also obtained the PGFs for the sojourn time and the waiting time of a super-
customer, and the number of individual customers in the system. We observed the
effect of the distribution of the gate opening interval on the mean waiting times of
a customer through numerical examples.

6.2 Future Research Topics

In this dissertation, the author considered the two types of specific mechanisms to bring
correlation into the arrival and the service processes, i.e., Markov modulation and gating.
Also, the studies of queues with correlated arrivals by other approaches should be
considered. The author then suggests them as future research topics.

1. Recent measurement studies of the traffic data from networks and services such as
ISDN packet networks, Ethernet LANs and Variable Bit Rate (VBR) video sources have indicated how complex the traffic patterns can be. The studies convincingly
demonstrate the presence of features such as self similarity and fractal dimensions
in the traffic patterns. For modeling the traffic which has those features, fractal
processes may be more suitable than conventional stochastic processes. Thus, fractal
queuing theory should be developed.

2. Contrary to the framework in this dissertation, more general framework without
specifying the mechanisms has been studied. It uses the elements of the more
general methods of point processes. For example, Palm-martingale framework tries
to give a unified view when only very weak assumptions are made on the input to
a queuing system. We need to show further usefulness of the framework.

Appendix A

Determination of the Unknown Constants

In order to determine the unknown constants $x_i^*(j)$'s and $x_i^*(j)$'s, we focus our attention
on (2.19) and (2.20). They contain the functions $G_i(A_{ii}(z)/z)$ and $X_i(A_{ii}(z)/z)$. We shall
derive expressions for these functions under the assumption that the $G_i(z)$'s are rational
functions.

Using the formulas (2.9), (2.10) and (2.22), we obtain the following expressions for
$i = 1, 2$:

$$G_i \left( \frac{A_{ii}(z)}{z} \right) = \frac{\Pi_i(z)}{z^M \Pi_i(z)} \left( \frac{1}{z} \right)^{M_i-i}, \quad X_i \left( \frac{A_{ii}(z)}{z} \right) = \frac{\Pi_i(z)}{z^M \Pi_i(z)} \left( \frac{1}{z} \right)^{M_i-i}, \quad \text{for } i = 1, 2 \tag{A.1}$$

where

$$P_i(z) = \sum_{j=1}^{M_i} m_i \left( A_{ii}(z) \right)^j z^{M_i-j}, \quad Q_i(z) = \sum_{j=1}^{N_i} n_j \left( A_{ii}(z) \right)^j z^{N_i-j}, \tag{A.2}$$

$$X_i^*(z) = \sum_{j=1}^{M_i} x_i^*(j) \left( A_{ii}(z) \right)^j z^{M_i-j}, \quad X_i^*(z) = \sum_{j=1}^{N_i} x_i^*(j) \left( A_{ii}(z) \right)^j z^{N_i-j} \tag{A.3}$$

$$\Pi_i(z) = \prod_{k=1}^{K_i} \left( z - \alpha_{ik} A_{ii}(z) \right)^{\mu_{ik}} \tag{A.4}$$

Substituting (A.1) into (2.19), we obtain the following expression for $L_i(0, z)$:

$$L_i(0, z) = \frac{\tilde{L}_{N_i}(z)}{\tilde{L}_D(z)} \tag{A.5}$$

where

$$\tilde{L}_{N_i}(z) = (z-1) \left[ A_{ii}(z) A_{ii}(z) \left[ \Pi_2(z) P_2(z) z^{M_2 Q_2(z)} \left( \Pi_1(z) X_i^*(z) + z^{M_i} X_i^*(z) \right) \right] + z^{M_i} A_{ii}(z) A_{ii}(z) \left[ \Pi_2(z) X_i^*(z) + z^{M_i} X_i^*(z) \right] \right], \tag{A.6}$$

$$\tilde{L}_D(z) = z^{M_1 + M_2} A_{ii}(z) A_{ii}(z) \Pi_1(z) \Pi_2(z) - A_{ii}(z) A_{ii}(z) \Pi_1(z) P_2(z) z^{M_2} Q_2(z). \tag{A.7}$$
These expressions enable us to determine the unknown constants \( x^*_i(j)'s \) and \( x^{**}_i(j)'s \) in the functions \( X^*_i(z) \) and \( X^{**}_i(z) \). Whenever the condition \( \rho < 1 \) (see (2.7)) for the existence of the stochastic equilibrium is satisfied, the denominator \( L_P(z) \) has exactly \( M_1 + M_2 + N_1 + N_2 \) zeros inside the unit disk of the complex plane, one of which equals unity. This can be shown by Rouche’s theorem (See [Ish93a] and Appendix D.1). Due to the shortage of space, we omit the proof. Since \( L_1(0, z) \) is a PGF, it has no poles inside the unit disk. Thus the \( M_1 + M_2 + N_1 + N_2 \) zeros of the denominator must be zeros of the numerator \( L_{N_1}(z) \) as well. This condition provides us with \( M_1 + M_2 + N_1 + N_2 - 1 \) linear equations for the unknowns \( x^*_i(j)'s \) and \( x^{**}_i(j)'s \), (no equation is obtained for the zero \( z = 1 \)). Furthermore we have the following equation from the normalizing equation \( L_1(0, 1) = 1 \):

\[
X_1(1) + X_2(1) = (1 - \rho)(G'_1(1) + G'_2(1)). 
\]

(A.8)

Thus, if the coefficient matrix associated with the \( M_1 + M_2 + N_1 + N_2 \) equations for the unknowns \( x^*_i(j)'s \) and \( x^{**}_i(j)'s \) has rank \( M_1 + M_2 + N_1 + N_2 \), the unknown constants \( x^*_i(j)'s \) and \( x^{**}_i(j)'s \) are determined, and hence the \( X_i(z)'s \). It is very hard to show that. However, we claim that we can obtain the unknowns by solving \( M_1 + M_2 + N_1 + N_2 \) linear equations in most applications (See Appendix D).

Appendix B

PROOF OF THEOREM 3.3.1

First we consider the early arrival model. Summing up the both sides of (3.6) and (3.7), we obtain

\[
\sum_{k=0}^{N} y^{(e)}_k = \sum_{k=0}^{N} y^{(e)}_k U, 
\]

which implies

\[
\sum_{k=0}^{N} y^{(e)}_k = \pi, 
\]

(B.1)

since \( \sum_{k=0}^{N} y^{(e)}_k e = 1 \). Thus (3.6) and (B.2) completely determine the \( y^{(e)}_k \). Suppose \( y^{(e)}_k = e^{\uparrow} x_k \) \((0 \leq k \leq N)\). Since (3.6) and (3.12) take the same form, \( y^{(e)}_k = e^{\uparrow} x_k \) satisfies (3.6). When the number of customers arriving to the system is i.i.d., \( x_k \) is expressed as \( x_k = x_\pi \) with some constant \( x_\pi \). Therefore \( y^{(e)}_k = e^{\uparrow} x_k \) satisfies (B.2), too. As a result, \( y^{(e)}_k = e^{\uparrow} x_k \) \((0 \leq k \leq N)\) becomes exact when the number of customers arriving to the system is i.i.d.

Next we consider the late arrival model. Summing up the both sides of (3.8), (3.9) and (3.10), we obtain

\[
\sum_{k=0}^{N} y^{(l)}_k = \sum_{k=0}^{N} y^{(l)}_k U, 
\]

which again implies

\[
\sum_{k=0}^{N} y^{(l)}_k = \pi, 
\]

(B.3)

since \( \sum_{k=0}^{N} y^{(l)}_k e = 1 \). Thus (3.8), (3.10) and (B.4) completely determine the \( y^{(l)}_k \). Suppose \( y^{(l)}_k = e^{\downarrow} x_k \) \((0 \leq k \leq N - 1)\). Since (3.8) and (3.12) take the same form, \( y^{(l)}_k = e^{\downarrow} x_k \) satisfies (3.8). When the number of customers arriving to the system is i.i.d., \( x_k \) \((0 \leq k \leq N)\) is expressed as \( x_k = x_\pi \) with some constant \( x_\pi \). Furthermore, for any independent arrival process, we have \( B_N = B_N U \), where \( B_N \) is some constant. Therefore we have

\[
\sum_{k=0}^{N} y^{(l)}_k = e^{\downarrow} \left( \sum_{k=0}^{N-1} x_k + x_\pi B_N \right) \pi = \pi, 
\]

(B.5)
where we use \( \pi U = \pi \). As a result, \( y_k^{(0)} = c_k x_k \) (0 \( \leq k \leq N - 1 \)) and \( y_N^{(0)} = c_N x_N B_N \) become exact when the number of customers arriving to the system is i.i.d.

**Appendix C**

**Proofs in Chapter 4**

**C.1 Proof of Theorem 4.3.1**

By definition, \( Q_D(z_1, z_2) \) satisfies

\[
Q_D(z_1, z_2) = \frac{P(z_1, z_2)}{P(1, 1)}.
\]  

(C.1)

Thus \( Q_D(z_1, z_2) \) is obtained once we have \( P(z_1, z_2) \). Using the memoryless property of the gate opening intervals, we have

\[
Q(z_t) = G(B(z_t)) \{ P(z_2, 0) + Q(0) \}.
\]  

(C.2)

Let \( Y^{(1)} \) denote a random variable representing the number of individual customers who arrive and remain in the first queue during the service time of a customer whose service starts immediately after the randomly chosen imbedded point. Also, let \( Y^{(2)} \) denote a random variable representing the number of individual customers who arrive and move to the second queue during the service time. Note here that \( Y^{(1)} \) and \( Y^{(2)} \) are dependent. We define a random variable \( T_G \) as

\[
T_G = \begin{cases} 
1 & \text{if the gate opens at least once during the service time}, \\
0 & \text{if the gate does not open during the service time}. 
\end{cases}
\]  

(C.3)

Note here that \( Y^{(0)} = 0 \) if \( T_G = 0 \). We define \( H(z_1, z_2) \) as

\[
H(z_1, z_2) = E \left[ y_1^{(0)} y_2^{(0)} 1_{\{T_G = 1\}} \right].
\]  

(C.4)

To derive an expression for \( H(z_1, z_2) \), we suppose that the service time of a randomly chosen customer is \( \tau \) (1 \( \leq \tau < \infty \)) and the gate last opens in the \( k_{\text{th}} \) slot (1 \( \leq k \leq \tau \)) during the service time of the customer. It follows that

\[
H(z_1, z_2) = \sum_{\tau=1}^{\infty} \Pr(C = \tau) \sum_{k=1}^{\infty} (1 - \gamma) \gamma^{k-1}(B(z_1))^{k-1}(B(z_2))^{\tau-k+1} \\
= \frac{(1 - \gamma)B(z_2)}{B(z_2) - \gamma B(z_1)} \left[ C(B(z_2)) - C(\gamma B(z_1)) \right].
\]  

(C.5)
Furthermore, we define $\theta(z_1, z_2)$ as

$$\theta(z_1, z_2) \triangleq E\left[z_1^{\gamma_1}z_2^{\gamma_2}1(y_{z_2}=0) + E\left[z_1^{\gamma_1}z_2^{\gamma_2}1(y_{z_2}=1)\right]\right] - C(\gamma B(z_1)) + H(z_1, z_2).$$  \hfill (C.6)

To obtain $P(x_1, x_2)$, we now consider three exclusive events:

- The preceding imbedded point is of type 1, there exists at least one customer in the second queue at the preceding imbedded point and the gate does not open during the service time of the customer who is served immediately after the imbedded point, i.e., $\{T_p = 1, X^{(2)} > 0, T_{z_1} = 0\}$,

- The preceding imbedded point is of type 1, there exists at least one customer in the second queue at the preceding imbedded point and the gate opens during the service time of the customer who is served immediately after the imbedded point, i.e., $\{T_p = 1, X^{(2)} > 0, T_{z_1} = 1\}$,

- The preceding imbedded point is of type 2 and there exists at least one customer in the second queue, i.e., $\{T_p = 2, X^{(2)} > 0\}$.

From the above observation, we obtain

$$P(x_1, x_2) = \left[P(x_1, x_2) - P(x_1, 0)\right] \frac{1}{z_2} C(\gamma B(z_1))$$

$$+ \left[P(x_2, x_2) - P(x_2, 0)\right] \frac{1}{z_2} H(z_1, z_2) + \left[Q(z_2) - Q(0)\right] \frac{1}{z_2} \theta(z_1, z_2).$$  \hfill (C.7)

Setting $z_1 = z_2$ in (C.7) and using (C.2), $H(z_2, z_2) = C(B(z_2)) - C(\gamma B(z_2))$ and $\theta(z_1, z_2) = C(B(z_2))$, we have

$$P(x_2, x_2) = \frac{C(B(z_2))}{z_2 - C(B(z_2))} \left[G(B(z_2)) - 1\right] \left[P(x_2, 0) + Q(0)\right].$$  \hfill (C.8)

Using (4.4), (C.2) and (C.8) in (C.7), we obtain

$$\left[z_2 - C(\gamma B(z_1))\right] P(x_1, x_2) = C(\gamma B(z_1)) \left[P(x_2, 0) - P(x_1, 0)\right]$$

$$+ \left[\frac{z_2}{C(B(z_1))} \theta(z_1, z_2) - C(\gamma B(z_1))\right]$$

$$+ \frac{C(B(z_2))}{z_2 - C(B(z_2))} \left[B(z_2) - 1\right] \left[P(x_2, 0) + Q(0)\right],$$  \hfill (C.9)

from which and (C.1), (4.8) immediately follows.

### C.2 Proof of Theorem 4.3.2

Iterating (4.18), we obtain for $|z_1| \leq 1$ and $M \geq 0$

$$\Psi(z_1) = \prod_{k=0}^{M} \phi(\delta^{(k)}(z_1)) \Psi(\delta^{(M+1)}(z_1)).$$  \hfill (C.10)

We now need the following lemma.

**Lemma C.2.1:**

1. The equation $\delta(z_1) = z_1$ ($|z_1| \leq 1$) has a unique solution $z_1^*$ and $z_1^*$ is real.

2. $\lim_{M \to \infty} \delta^{(M)}(z_1) = z_1^*$ for all $z_1$ with $|z_1| \leq 1$.

3. $\prod_{k=0}^{\infty} \phi(\delta^{(k)}(z_1))$ converges for all $z_1$ with $|z_1| \leq 1$.

The proof of Lemma C.2.1 is given in Appendix C.3. Letting $M \to \infty$ in (C.10), then Lemma C.2.1 leads to the following expression for $\Psi(z_1)$:

$$\Psi(z_1) = \prod_{k=0}^{\infty} \phi(\delta^{(k)}(z_1)) \Psi(z_1^*).$$  \hfill (C.11)

Thus (C.11) becomes

$$\Psi(z_1) = \alpha(z_1) \Psi(z_1^*).$$  \hfill (C.12)

Letting $z_1 = 1$ in (C.12), we obtain

$$\Psi(z_1^*) = \frac{1}{\alpha(1)} \Psi(1).$$  \hfill (C.13)

Substituting (C.13) into (C.12) leads to

$$\Psi(z_1) = \frac{\alpha(z_1)}{\alpha(1)} \Psi(1).$$  \hfill (C.14)

Also, letting $z_2 = 1$ in (C.8), we have

$$\Psi(1) = \frac{1 - B'(1)C'(1)}{B'(1)(1 - \gamma)}.$$  \hfill (C.15)

(4.19) immediately follows from (C.14) and (C.15).
C.3 Proof of Lemma C.2.1

Using (4.13), we then find that \( \delta(z_1) = z_1 \) if and only if \( \xi(\gamma B(z_1)) = \gamma B(z_1) \) and that
\[
\xi_{(h)}(\gamma B(z_1)) = \gamma B(\delta_{(h)}(z_1)) \quad (|z_1| \leq 1, h = 1, 2, \ldots),
\]
where
\[
\xi(z) \triangleq \gamma A(z) \quad (C.16)
\]
\[
\xi^{(0)}(z) \triangleq z, \quad (C.17)
\]
\[
\xi^{(h)}(z) \triangleq \xi^{(h-1)}(z) \quad (h = 1, 2, \ldots) \quad (C.18)
\]

From the results in [Kawa93], we know that the equation \( \xi(w) = w, |w| \leq 1 \) has a unique solution \( w^* \), that \( 0 \leq w^* \leq 1 \) and that \( \lim_{M \to \infty} \xi^{(M)}(w) = w^* \) for all \( w \) with \( |w| \leq 1 \). As \( |\gamma B(z_1)| \leq 1 \) for all \( z_1 \) with \( |z_1| \leq 1 \), we conclude that the equation \( \delta(z_1) = z_1, |z_1| \leq 1 \) has a unique solution \( z_1^* = C(w^*), z_1^* \) is real, and that \( \lim_{M \to \infty} \delta^{(M)}(z_1) = z_1^* \) for all \( z_1 \) with \( |z_1| \leq 1 \).

Using (4.17), we have
\[
\prod_{h=0}^{M} \phi(\delta_{(h)}(z_1)) = \frac{1 - \gamma B(z_1)}{1 - \gamma B(\delta^{(h+1)}(z_1))} \prod_{h=0}^{M} \frac{(1 - \gamma) B(\delta^{(h+1)}(z_1))}{B(\delta^{(h+1)}(z_1)) - \gamma B(\delta^{(h)}(z_1))}. \quad (C.19)
\]

Thus we obtain
\[
\prod_{h=0}^{\infty} \phi(\delta_{(h)}(z_1)) = \frac{1 - \gamma B(z_1)}{1 - \gamma B(z_1)} \prod_{h=0}^{\infty} \frac{(1 - \gamma) B(\delta^{(h+1)}(z_1))}{B(\delta^{(h+1)}(z_1)) - \gamma B(\delta^{(h)}(z_1))}. \quad (C.20)
\]

From the theory of infinite products, the infinite product
\[
\prod_{h=0}^{\infty} \frac{(1 - \gamma) B(\delta^{(h+1)}(z_1))}{B(\delta^{(h+1)}(z_1)) - \gamma B(\delta^{(h)}(z_1))} \quad (C.21)
\]
converges if and only if the infinite sum
\[
\sum_{h=0}^{\infty} \left[ \frac{1 - \gamma B(\delta^{(h+1)}(z_1))}{B(\delta^{(h+1)}(z_1)) - \gamma B(\delta^{(h)}(z_1))} \right] = \gamma \sum_{h=0}^{\infty} \left[ \frac{B(\delta^{(h+1)}(z_1)) - B(\delta^{(h)}(z_1))}{B(\delta^{(h+1)}(z_1)) - \gamma B(\delta^{(h)}(z_1))} \right] \quad (C.22)
\]
converges. For some real \( \sigma_1 (0 \leq \sigma_1 \leq 1) \), we have
\[
|\delta^{(h+1)}(z_1) - \delta^{(h)}(z_1)| \leq |\delta^{(h)}(z_1) - \delta^{(h-1)}(z_1)| \leq |\delta^{(1)}(z_1)| = |B(\delta^{(1)}(z_1))| \quad (C.23)
\]

Since \( |\delta'(\sigma_1)| \leq |\delta'(1)| = \gamma B'(1)C'(\gamma) \), we obtain
\[
|\delta^{(h+1)}(z_1) - \delta^{(h)}(z_1)| \leq \gamma B'(1)C'(\gamma) |\delta^{(h)}(z_1) - \delta^{(h-1)}(z_1)|. \quad (C.24)
\]

Similarly, we have for some real \( \sigma_2 (0 \leq \sigma_2 \leq 1) \),
\[
|B(\delta^{(h+1)}(z_1)) - B(\delta^{(h)}(z_1))| = |\delta^{(h+1)}(z_1) - \delta^{(h)}(z_1)| |B'(\sigma_2)|. \quad (C.25)
\]

Since \( |B'(\sigma_2)| < 1 \), we obtain
\[
|B(\delta^{(h+1)}(z_1)) - B(\delta^{(h)}(z_1))| < |\delta^{(h+1)}(z_1) - \delta^{(h)}(z_1)|. \quad (C.26)
\]

From (C.26), it follows that
\[
\frac{|B(\delta^{(h+1)}(z_1)) - B(\delta^{(h)}(z_1))|}{|\delta^{(h+1)}(z_1) - \delta^{(h)}(z_1)|} < \frac{1}{|B(\delta^{(h+1)}(z_1)) - \gamma B(\delta^{(h)}(z_1))|}. \quad (C.27)
\]

We define \( x_n \) as
\[
x_n = \frac{\delta^{(n)}(z_1) - \delta^{(n-1)}(z_1)}{B(\delta^{(n)}(z_1)) - \gamma B(\delta^{(n-1)}(z_1))}. \quad (C.28)
\]

Using (C.24), we have
\[
\left| \frac{x_{n+1}}{x_n} \right| = \left| \frac{\delta^{(n+1)}(z_1) - \delta^{(n)}(z_1)}{\delta^{(n)}(z_1) - \delta^{(n-1)}(z_1)} \right| \left| \frac{B(\delta^{(n+1)}(z_1)) - B(\delta^{(n)}(z_1))}{B(\delta^{(n+1)}(z_1)) - \gamma B(\delta^{(n)}(z_1))} \right| = \left| \frac{\delta^{(n+1)}(z_1) - B(\delta^{(n)}(z_1))}{B(\delta^{(n+1)}(z_1)) - \gamma B(\delta^{(n)}(z_1))} \right|. \quad (C.29)
\]

Since \( \gamma B'(1)C'(\gamma) = 1 \) and
\[
\lim_{n \to \infty} \sum_{h=0}^{\infty} \left| \frac{\delta^{(h+1)}(z_1) - \delta^{(h)}(z_1)}{B(\delta^{(h+1)}(z_1)) - \gamma B(\delta^{(h)}(z_1))} \right| = 1, \quad (C.30)
\]
the infinite sum
\[
\sum_{h=0}^{\infty} \left| \frac{\delta^{(h+1)}(z_1) - \delta^{(h)}(z_1)}{B(\delta^{(h+1)}(z_1)) - \gamma B(\delta^{(h)}(z_1))} \right| \quad (C.31)
\]
converges, and therefore the infinite product
\[
\prod_{h=0}^{\infty} \phi(\delta^{(h)}(z_1)) \quad (C.32)
\]
also converges.

C.4 Proof of Corollary 4.3.1

First we note that
\[
\theta(z, z) = C(B(z)). \quad (C.33)
\]

Furthermore, from (4.9) and (C.15), we have
\[
\frac{P(1, 0) + Q(0)}{P(1, 1)} = 1 - \frac{B'(1)C'(1)}{B'(1)} (1 - \gamma). \quad (C.34)
\]

Letting \( z_1 = z_2 = z \), and using (C.33) and (C.34) in (4.8), we obtain
\[
Q_d(z, z) = \frac{z - 1}{z - C(B(z))} \frac{C(B(z))}{B'(1)(z - 1)} B(z) \frac{B(z) - 1}{1 - \gamma} \frac{P(z, 0) + Q(0)}{1 - \gamma B(z) P(1, 0) + Q(0)}, \quad (C.35)
\]
from which, (4.24) immediately follows.
C.5 Proof of Lemma 4.3.1

We observe the imbedded point preceding the service time of a randomly chosen customer. We then consider two events:

- The imbedded point is of type 1 and there exists at least one customer in the second queue at the imbedded point, i.e., \( T_F = 1, X^{(u)} > 0 \),

- The imbedded point is of type 2 and there exists at least one customer in the second queue at the imbedded point, i.e., \( T_F = 2, X^{(u)} > 0 \).

From the above observation and using (4.12), (C.1), (C.2) and (C.8), it follows that

\[
\hat{Q}(z_1, z_2) = \frac{P(z_1, z_2) - P(z_1, 0) + Q(0)}{P(1, 1)}
\]

\[
= \frac{P(z_1, z_2) + P(z_2, 0) - P(z_1, 0)}{P(1, 1)}
\]

\[
+ \frac{G(B(z_2)) - 1}{P(1, 1)} \{ P(z_1, 0) + Q(0) \}
\]

\[
\frac{z_2}{C(B(z_2))} Q_D(z_2, z_2),
\]

where \( z_2 = C(B(z_2)) Q_D(z_2, z_2) \), (C.36)

from which and (C.6), (4.27) immediately follows.

C.6 Proof of Theorem 4.3.3

Since the server is busy with probability \( B'(1)C'(1) \), we have

\[
Q_d(z_1, z_2) = B'(1)C'(1) Q_{\text{busy}}(z_1, z_2) + (1 - B'(1)C'(1)) Q_{\text{idle}}(z_1).
\]

We relate \( Q_{\text{busy}}(z_1, z_2) \) with \( \hat{Q}(z_1, z_2) \). To do so, we define \( \hat{C} \) and \( \hat{G} \) as random variables which represent the backward recurrence time of the service time of an individual customer and that of the gate opening interval, respectively. We then consider two events:

- The server is busy and the gate opened at least once during the backward recurrence time of the current service, i.e., \( T_S = 1, \hat{C} > \hat{G} \),

- The server is busy and the gate did not open during the backward recurrence time of the current service, i.e., \( T_S = 1, \hat{C} \leq \hat{G} \).

Let \( \hat{X}^{(u)} \) denote a random variable representing the number of individual customers who arrive and move to the second queue during the backward recurrence time of the service time. We define \( \hat{H}(z_1, z_2) \) as

\[
\hat{H}(z_1, z_2) \overset{\triangle}{=} E \left[ z_1 \hat{X}^{(u)} z_2 f(w) 1_{\{\hat{C} > \hat{G}\}} | T_S = 1 \right].
\]

(C.38)

It then follows from an argument similar to the one for (C.5) that

\[
\hat{H}(z_1, z_2) = \sum_{r=1}^{\infty} \sum_{n=0}^{\infty} \frac{1}{C'(1) C'(1)} \frac{1}{C'(1) C'(1) (1 - \gamma B(z_1))^{r - k}}.
\]

(C.39)

Finally, using Corollary 4.3.1, Lemma 4.3.2 and (4.30), we obtain

\[
Q_d(z_1, z_2) = B'(1)C'(1) Q_{\text{busy}}(z_1, z_2) + (1 - B'(1)C'(1)) Q_{\text{idle}}(z_1)
\]

\[
= B'(1)C'(1) \left[ \hat{H}(z_1, z_2) + 1 - C(\gamma B(z_1)) \right] Q_{\text{idle}}(z_1)
\]

\[
= C'(1) \left[ \hat{H}(z_1, z_2) + 1 - C(\gamma B(z_1)) \right] Q_{\text{idle}}(z_1)
\]

\[
\cdot \left\{ Q_D(z_1, 0) - Q_D(z_1, 0) + (1 - B'(1)C'(1)) Q_{\text{idle}}(z_1) \right\}
\]

(C.41)

from which, (4.32) follows.

C.7 Proof of Lemma 4.4.1

We define \( \hat{H}(z_1, z_2, w) \):

\[
\hat{H}(z_1, z_2, w) \overset{\triangle}{=} E \left[ z_1 \hat{X}^{(u)} z_2 f(w) 1_{\{\hat{C} > \hat{G}\}} | T_S = 1 \right].
\]

(C.42)

From an argument similar to the one for (C.5), it follows that

\[
\hat{H}(z_1, z_2, w) = \sum_{n=0}^{\infty} \sum_{k=0}^{n-1} \frac{1}{C'(1) C'(1) (1 - \gamma B(z_1))^{r - k}} \cdot \frac{w^{n-r} (1 - \gamma B(z_1))^{r} (B(z_2))^{r-k}}{C'(1)},
\]

which yields (4.42). By definition and using (4.30), we have

\[
Q_{\text{busy}}(z_1, z_2, w) = \hat{Q}(z_1, z_2) \hat{H}(z_1, z_2, w) + \hat{Q}(z_1, z_2) w \frac{C(w) - C(\gamma B(z_1))}{C'(1) (w - \gamma B(z_1))}
\]

(C.43)
from which, (4.40) immediately follows.

C.8 Proof of Theorem 4.4.1

By definition and using (4.23) and Lemma 4.4.1, we have

\[
U(z_1,z_2) = B'(1)C'(1)\left(\frac{1}{C(z_2)}\right) Q_{A_{\text{keep}}}(C(z_1),C(z_2),z_2)
\]

\[+ (1-B'(1)C'(1)) Q_{A_{\text{drop}}}(C(z_1)) \]

\[
= B'(1)C'(1)\left(\frac{1}{C(z_2)}\right) \tilde{Q}(C(z_2),C(z_2)) \hat{H}(C(z_1),C(z_2),z_2)
\]

\[+ \tilde{Q}(C(z_1),C(z_2)) \frac{z_2(C(z_2) - C(\gamma A(z_2)))}{C'(1)(z_2 - \gamma A(z_2))} \hat{Q}(C(z_2),C(z_2)) \]

\[+ (1-B'(1)C'(1)) \frac{P(C(z_1),0) + Q(0)}{P(0) + Q(0)} 1 - \gamma \frac{\gamma A(z_1)}{1 - \gamma A(z_1)} \]

\[= B'(1)C'(1)\left(\frac{1}{C(z_2)}\right) \tilde{H}(C(z_1),C(z_2),z_2)
\]

\[+ \frac{z_2(C(z_2) - C(\gamma A(z_2)))}{C'(1)(z_2 - \gamma A(z_2))} S(C(z_1),C(z_2)) \tilde{Q}(C(z_2),C(z_2)) \]

\[+ B'(1) \frac{z_2}{z_2 - \gamma A(z_1)} \{Q_{D}(C(z_2),0) - Q_{D}(C(z_1),0)\}
\]

\[+ (1-B'(1)C'(1)) \frac{Q_{D}(C(z_1),C(z_1))}{Q_{D}(C(z_1))} \]

\[
= B'(1)C'(1)\left(\frac{1}{C(z_2)}\right) \tilde{Q}(C(z_1),C(z_2),z_2) \tilde{Q}(C(z_2),C(z_2)) \]

\[+ B'(1) \frac{z_2}{z_2 - \gamma A(z_1)} \{Q_{D}(C(z_2),0) - Q_{D}(C(z_1),0)\}
\]

\[+ (1-B'(1)C'(1)) \frac{Q_{D}(C(z_1),C(z_1))}{Q_{D}(C(z_1))} \]

(C.44)

Note that

\[
\tilde{Q}(C(z_1),C(z_2),z_2) = \frac{1}{C'(1)} \frac{z_2}{z_2 - \gamma A(z_2)} \{C(z_2) - C(A(z_2))\}. \quad \text{(C.46)}
\]

(4.44) immediately follows from the above two equations.

C.9 Mean Waiting Time of Supercustomers

We consider the mean waiting time of supercustomers \(E[W_s(z)]\). From (4.50), we have

\[
E[W_s(z)] = \left. \frac{d}{dz} W_s(z) \right|_{z=1}
\]

\[= U'(1) - \frac{1}{1 - \gamma} A'(1) \quad \text{(C.47)}
\]

Using Theorem 4.3.1, Corollary 4.4 and (C.34), we obtain

\[
U'(1) = A'(1) + \frac{A''(1)}{2(1 - A'(1))}
\]

\[+ C'(1) \sum_{n=0}^{\infty} \frac{\phi'(\delta^{(n)}(1))\delta^{(n)}(1)}{\phi(\delta^{(n)}(1))} + \frac{1}{1 - \gamma} A'(1). \quad \text{(C.48)}
\]

Thus, we have

\[
E[W_s] = \frac{A''(1)}{2(1 - A'(1))} + C'(1) \sum_{n=0}^{\infty} \frac{\phi'(\delta^{(n)}(1))\delta^{(n)}(1)}{\phi(\delta^{(n)}(1))}. \quad \text{(C.49)}
\]

C.10 Mean Waiting Times of Customers

We consider the mean waiting times of individual customers \(E[W_c^{(1)}], E[W_c^{(2)}] \) and \(E[W_c] \).

From (4.60), it follows that

\[
E[W_c^{(1)}] = \left. \frac{d}{dz} W_c(z) \right|_{z=1}
\]

\[= \frac{\gamma}{1 - \gamma}. \quad \text{(C.50)}
\]

From (4.61), we obtain

\[
E[W_c^{(2)}] = \left. \frac{d}{dz} W_c(z) \right|_{z=1}
\]

\[= \frac{1}{A'(1)} U'(1) - \frac{C''(1)}{2C'(1)} - \frac{1}{1 - \gamma}. \quad \text{(C.51)}
\]

where \(U'(1)\) is given in (C.48). Moreover, we have

\[
E[W_c] = E[W_c^{(1)}] + E[W_c^{(2)}]
\]

\[= \frac{1}{A'(1)} U'(1) - \frac{C''(1)}{2C'(1)} - 1. \quad \text{(C.52)}
\]
Appendix D

Determination of the Unknown Values

In order to determine the unknown values \( L(k, 0) \) \((k = 0, 1, \ldots, M - 1)\), we focus our attention on (5.12). We rewrite (5.12) as

\[
L(0, z) = \frac{(z - 1) \sum_{k=0}^{M-1} L(k, 0) z^k \sum_{j=k+1}^{M} g(j) [A(z)]^j z^{M-j}}{z^M - \sum_{n=1}^{M} g(n) [A(z)]^n z^{M-n}}. \tag{D.1}
\]

This expression enables us to determine \( L(0, 0), L(1, 0), \ldots, L(M - 1, 0) \). Whenever the condition \( A'(1) < 1 \) for the existence of the stochastic equilibrium is satisfied, the denominator of (D.1) has exactly \( M \) zeros inside the unit disk of the complex plane, one of which equals unity. Furthermore, under some additional condition, those zeros are all distinct. The proof is given in Appendix D.1. Since \( L(0, z) \) is a PGF, it has no poles inside the unit disk. Thus \( M \) distinct zeros of the denominator must be zeros of the numerator as well. This condition provides us with \( M - 1 \) linear equations with respect to \( L(k, 0) \) \( (k = 0, 1, \ldots, M - 1)\) (no equation is obtained for the zero \( z = 1 \)). Furthermore, we have the \( M \)th equation from the normalizing condition (5.14), which yields

\[
\sum_{k=0}^{M-1} p(k) L(k, 0) = 1 - A'(1), \tag{D.2}
\]

where \( p(k) \) denotes the probability that a randomly chosen slot is the \((k+1)\)st slot and is given in (5.18). Note that (D.2) implies that the probability that the server is idle (i.e., \( \sum_{k=0}^{M-1} p(k) L(k, 0) \)) is given by \( 1 - A'(1) \).

In a summary, the unknown constants \( L(k, 0) \) satisfy

\[
\begin{pmatrix}
    f_0(z_1) & f_1(z_1) & \cdots & f_{M-1}(z_1) \\
    f_0(z_2) & f_1(z_2) & \cdots & f_{M-1}(z_2) \\
    \vdots & \vdots & \ddots & \vdots \\
    f_0(z_{M-1}) & f_1(z_{M-1}) & \cdots & f_{M-1}(z_{M-1}) \\
    f_0(1) & f_1(1) & \cdots & f_{M-1}(1)
\end{pmatrix}
\begin{pmatrix}
    L(0, 0) \\
    L(1, 0) \\
    \vdots \\
    L(M - 2, 0) \\
    L(M - 1, 0)
\end{pmatrix}
= \begin{pmatrix}
    0 \\
    0 \\
    \vdots \\
    0 \\
    c
\end{pmatrix}, \tag{D.3}
\]

where \( z_i \)'s \((i = 1, \ldots, M - 1)\) denote roots of the denominator of (D.1) which are not equal to unity, \( c = G'(1) \{1 - A'_1(1) - A'(1)\} \) and \( f_k(z) \) \( (k = 0, \ldots, M - 1) \) are given by

\[
f_k(z) = z^k \sum_{n=k+1}^{M} g(n) A(z)^n z^{M-n}. \tag{D.4}
\]

It is very hard to show the uniqueness of the solution \( L(k, 0) \) of (D.3), which can be accomplished by showing the determinant of the coefficient matrix in (D.3) is not equal to zero (see [Gail92]). However, we can show the linear independence of \( f_k(z) \) \((k = 0, \ldots, M - 1)\), which implies that the Lebesgue measure of the set of zeros of the determinant of the coefficient matrix in (D.3) is equal to zero [Lee94]. The proof of the linear independence is given in Appendix D.2. Thus we claim that we can obtain the \( L(k, 0) \) by solving (D.3) in most applications.

D.1 Zeros of the Denominator

In this appendix, we show that the denominator of (D.1) i.e.,

\[
S(z) = z^M - \sum_{n=1}^{M} g(n) [A(z)]^n z^{M-n}
\]

has exactly \( M \) zeros inside the unit disk of the complex plane, one of which equals unity when the inequality \( A'(1) < 1 \) holds. The proof is based on Rouché's theorem: If \( d(z) \) and \( h(z) \) are analytic functions of \( z \) inside and on a closed contour \( C \), and \( |h(z)| < |d(z)| \) on \( C \), then \( d(z) \) and \( d(z) - h(z) \) have the same number of zeros inside \( C \).

Let

\[
d(z) = z^M, \tag{D.6}
\]

\[
h(z) = \sum_{n=1}^{M} g(n) [A(z)]^n z^{M-n}. \tag{D.7}
\]

Then \( S(z) = d(z) - h(z) \). Obviously, the functions \( d(z) \) and \( h(z) \) are analytic in a part of the complex plane. Let us rewrite \( h(z) \) as

\[
h(z) = z^M \frac{G(A(z))}{z}, \tag{D.8}
\]

by using (5.4). We set \( z = e^{i\theta} \) \((0 \leq \theta < 2\pi)\) for \( z \) on the unit circle. This yields

\[
|d(z)| = 1, \tag{D.9}
\]

\[
|h(z)| = \left| \frac{G(e^{-i\theta} A(e^{i\theta}))}{z} \right| < 1 \quad \text{for all } \theta \neq 0, \tag{D.10}
\]

Thus we have shown that \( h(z) \) is strictly between \( d(z) \) and \( d(z) - h(z) \) on the boundary of the unit disk, and by Rouché's theorem, \( S(z) \) has exactly \( M \) zeros inside the unit disk, one of which equals unity. The proof of the linear independence of \( f_k(z) \) \((k = 0, \ldots, M - 1)\) is presented in Appendix D.2. Thus we claim that we can obtain the \( L(k, 0) \) by solving (D.3) in most applications.
because \( G(z) \) and \( A(z) \) are PGFs. Hence, \( |h(z)| < |d(z)| \) for all \( z \neq 1 \) on the unit circle. Let us choose the contour \( C \) so as to include \( z = 1 \) as an internal point, which is obviously a zero of \( S(z) \). In particular, we choose the contour \( C \) as
\[
C \triangleq \{ z = e^{\rho i}; 0 < \theta < 2\pi \} \cup \lim_{\epsilon \to 0} C_\epsilon,
\]
where
\[
C_\epsilon \triangleq \{ z = 1 + \epsilon e^{\alpha - i \frac{\pi}{2}} < \alpha < \frac{\pi}{2} \} \quad (D.12)
\]
is a semicircle centered at \( z = 1 \) with radius \( \epsilon \), outside the unit circle. For \( z \in C_\epsilon \), let \( z = 1 + \epsilon e^{\alpha i} \). It follows that
\[
|h(z)|^2 = \left| \sum_{n=1}^{M} g(n) \{A(1 + \epsilon e^{\alpha i})\}^n(1 + \epsilon e^{i \alpha})^{M-n} \right|^2.
\]
(D.13)

On the other hand, we have
\[
|d(z)|^2 = \left| (1 + \epsilon e^{\alpha i})^M \right|^2 = \left| 1 + M \epsilon e^{i \alpha} + o(\epsilon) \right|^2 = 1 + 2M |\epsilon| \cos \alpha + o(\epsilon) \quad (D.14)
\]
Since we assume \( A'(1) < 1 \), we have \( |h(z)|^2 < |d(z)|^2 \) (and therefore \( |h(z)| < |d(z)| \)) on \( C_\epsilon \) for a sufficiently small value of \( \epsilon \), and hence also on the entire contour \( C \).

Thus the functions \( d(z), h(z) \) and the contour \( C \) satisfy the conditions of Rouche’s theorem. It follows that \( d(z) \) and \( d(z) - h(z) = S(z) \) have the same number of zeros inside \( C \). Since the function \( d(z) \) has \( M \) zeros in the unit disk, \( S(z) \) also has \( M \) zeros in the unit disk, one of which equals unity.

When \( h(z) \) has no zeros in the unit disk, \( h(z) \) is analytic. Under this assumption, we can show in a similar manner that
\[
z - e^{2\pi i/M} h(z) \quad (i = 1, \ldots, M)
\]
has exactly one zero \( z_i \) in the unit disk, which is also the zero of \( S(z) \). Furthermore, those \( z_i \)'s \( (i = 1, \ldots, M) \) are all distinct. To prove this, we assume otherwise. Then, without loss of generality, let \( u \) be a multiple zero that corresponds to \( i = i_1 \) and \( i = i_2 \) in (D.15), where \( i_1 \neq i_2 \). Since \( h(z) \neq 0 \) in the unit disk,
\[
\frac{e^{2\pi i/M} h(u)^\frac{1}{M}}{e^{2\pi i/M} h(u)^\frac{1}{M}} = e^{2\pi (i_1 - i_2)/M} = 1
\]
(D.16)
which is a contradiction. Thus, \( S(z) \) has exactly \( M \) zeros, and when \( h(z) \) has no zeros in the unit disk, they are all distinct.

D.2 Linear independency of the \( f_k(z) \)

In this appendix, we show the linear independency of the \( f_k(z) \) \((k = 0, \ldots, M - 1)\), following an approach in [Lee94]. To do so, we assume that \( f_k(z) \) are linearly dependent, i.e., there exist complex numbers \( \beta_0, \beta_1, \ldots, \beta_{M-1} \), not all
\[
\sum_{k=0}^{M-1} \beta_k f_k(z) = 0,
\]
(D.17)
for all \( |z| \leq 1 \). We now rewrite (D.4) to be
\[
f_k(z) = \sum_{i=k}^{M-1} z^i J_{k,i}(z),
\]
(D.18)
where
\[
J_{k,i}(z) = g(M + k - i) A(z)^{M+k-1}.
\]
(D.19)
Substituting (D.18) into (D.17) and rearranging terms yield
\[
\sum_{k=0}^{M-1} \beta_k f_k(z) = \sum_{i=0}^{M-1} z^i \sum_{k=0}^{M-1} \beta_k J_{k,i}(z) = 0.
\]
(D.20)
First we show \( \beta_0 = 0 \). Substituting \( z = 0 \) into (D.20) yields
\[
\sum_{k=0}^{M-1} \beta_k f_k(0) = \beta_0 J_{0,0}(0) = \beta_0 g(M) A(0)^M = 0.
\]
(D.21)
Note here that \( g(M) > 0 \) (by the assumption; see section 5.2). Also, \( A(0) > 0 \), since \( \rho < 1 \). These facts imply that \( \beta_0 = 0 \).

Next we consider \( \beta_1 \). Substituting \( \beta_0 = 0 \) into (D.20), dividing the resulting equation by \( z \) and letting \( z \) go to zero, we have
\[
\lim_{z \to 0} \frac{1}{z} \sum_{k=1}^{M-1} \beta_k f_k(z) = \beta_1 J_{1,1}(0) = \beta_1 g(M) A(0)^{M-1} A(0)^M = 0.
\]
(D.22)
Thus we have \( \beta_1 = 0 \). Substituting \( \beta_1 = 0 \) and repeating the same argument recursively, we conclude that \( \beta_k = 0 \) for \( k = 0, \ldots, M - 1 \). This contradicts our assumption. Hence \( f_k(z) \) \((k = 0, \ldots, M - 1)\) are linearly independent.
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