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Chapter 1

Introduction

1.1 Research background

The two oil crises of the 1970s were turning points in which the world saw to use energy more efficiently. In Japan, since the first oil crisis in 1973, the use of energy has increased remarkably. The energy used in 1970 by the chemical industry represented 29% of the industrial sector which was 5.268 PJ, and in 2007 it increased to 38% which was 6.649 PJ\(^1\). The increment of energy consumption in the Japanese chemical industry has been steadily growing over the past decades, however, the depletion of fossil fuels, more strict environmental regulations, and the tough competition among enterprises in the international market have urged to use energy more efficiently. To secure a further development in the chemical industry, it is crucial to find novel structures and equipment, which can keep the energy consumption at the minimum while manufacturing goods.

Thorough assessment of the energy utilization in the United States showed that the chemical industry is the largest consumer of energy while the second largest is the petroleum refining industry with a use of 24% and 10%, respectively, of the total U.S. manufacturing energy use. Distillation accounts for 57% of the total energy used in the refining and chemical processing industries with approximately 40,000 distillation columns operating in over 200 different processes\(^2\).

The reason why distillation is the major separation technology used in the chemical, petrochemical and refining industries is that it offers some appealing features:

1. It has good flexibility to cope with changes in production
2. It has relatively low capital investment compared with other separation technologies
3. It has low operational risk
4. It is a well known process that has been widely researched.

Unfortunately, the energy efficiency in a commercial distillation column is low with a thermodynamic efficiency of less than 10 percent being typical in conventional columns. Thus, distillation results in energy-intensive equipment, which further entails a high operation cost.
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The low thermodynamic efficiency in conventional distillation is caused by the fact that energy must be supplied to the position in the column with the highest temperature, while energy must be removed from the position in the column with the lowest temperature. In addition, other types of thermodynamic inefficiency results from the mixing of liquid and vapor streams at each stage inside the column. In short, current distillation technologies for conventional columns have three major drawbacks: Large size, high energy consumption, and high operating cost.

1.2 Intensification of distillation columns

To alleviate high costs and energy requirements, process intensification has been suggested as an alternative to the proposal of new equipment structures and operating conditions. Colin Ramshaw, one of the pioneers in process intensification, defined it as a strategy for making dramatic reductions in the size of a chemical plant so as to reach a given production objective\(^3\). However, the benefits of process intensification have extended far beyond the original goal of reducing size. A later review offers a broader definition of process intensification as follows\(^4\):

*Process intensification consists of the development of novel apparatuses and techniques that, compared to those commonly used today, are expected to bring dramatic improvements in manufacturing and processing, substantially decreasing equipment-size/production-capacity ratio, energy consumption, or waste production, and ultimately resulting in cheaper, sustainable technologies.*

In addition, the enforcement of the following seven aspects would guide developments in Process intensification\(^4\):

1. Capital investment reduction
2. Energy use reduction
3. Raw material cost reduction
4. Increased process flexibility & inventory reduction
5. Ever greater emphasis on process safety
6. Increased attention to quality
7. Better environmental performance

Since the first oil crisis, the continuous depletion of fossil fuels along with the need to find energy-efficient sustainable processes have renewed the interest in distillation to find structures and operating conditions that can realize less operating cost and less energy consumption. Some
technologies have been advised to use energy more efficiently in distillation. Among the proposed technologies to intensify distillation columns we can find:

- Thermally coupled distillation
- Distillation with secondary reflux and vaporization (SRV)
- Vapor recompression
- External heat integration
- Heat-integrated distillation column (HIDiC)

Expensive sources of energy from fossil fuels encouraged the research in distillation to use energy more efficiently. Figure 1.1 shows the relation between the oil price (vertical left axis) and the number of research publications in distillation (vertical right axis).

![Figure 1.1. Transition of the oil price and the number of research publications in distillation](image)

The blue dashed line in Figure 1.1 denotes the nominal oil prices while the red dashed line denotes the oil prices adjusted for inflation to December 2011. In addition, the solid lines in Figure 1.1 denote the number of published research papers in distillation from 1946 to 2012. These
numbers were obtained from the database Scopus by entering the key words listed in the figure such as "HIDiC", "vapor recompression", etc. and the keyword "distillation".

From Figure 1.1, it becomes evident that the increase of oil prices increased the interest in intensified distillation columns. Also, the research in distillation has been very extensive with more than 15,000 researches in distillation during the last 50 years according to a quick survey; nevertheless, there are unexploited researches in distillation which are covered in this thesis. The next subsection will cover the aims for this thesis and explain briefly the unexploited areas in the synthesis problem to find optimal sequences of intensified distillation columns.

### 1.3 Aims for this thesis

Although many technologies have been used to modify the structure of conventional columns to increase their thermodynamic efficiency, there are some limitations in effectively implementing them in practice. In this thesis the following issues are covered:

1. Although several researches have found optimal solutions with heat integration between condensers and reboilers, there are few which consider heat integration between the intermediate stages in a distillation column. Moreover, when heat integration between stages has been addressed, the case studies have been based on the assumption of infinite number of stages or assumptions based on experience; therefore, a systematic optimization of the total cost has not been assessed.

2. In current researches, heat integration between stages has been limited to the stages between two predetermined sections (columns) because a large number of combinatorial problems arise in the synthesis problem of optimal distillation sequences. To solve the synthesis problem within a practical scope, an optimization procedure to find the optimal sequence among several columns is needed.

3. To reduce thermodynamic inefficiencies in conventional distillation, complex columns with multiple feeds and product streams have been proposed. However, the pressure of the vapor streams flowing between columns is at the same pressure, which drastically restricts the thermal capability to exchange energy within another part in complex columns. Thus, the synthesis problem to enhance the possibility to exchange energy in complex columns remains unsolved.

4. When compressors are included to find optimal solutions, the optimization criteria has been mainly the minimization of the energy consumption at the reboilers. Consequently, the
economic assessment of compressors in distillation columns has been ambiguous because
the compressor equipment and electricity cost must not be neglected in the final design.

5. In practice, the economic optimization, which comprises the equipment cost and the
operating cost, has been the main criterion to obtain optimal distillation sequences.
However, as environmental restrictions become more severe, the minimization of CO₂
emissions or the toxic impact from chemical releases to the environment had been added as
optimization criteria. In such circumstances, the optimization of individual criterion has
been conveyed; however, the simultaneous optimization of several criteria in a
multi-dimensional space remains to be addressed in distillation.

This thesis aims to deal with the unexploited issues in the synthesis problem of distillation
sequences and to answer the unsolved synthesis problems when multiple optimization criteria are
evaluated simultaneously. Systematic methodologies based on process simulations and optimization
through mathematical programming, are adopted to search for optimal solutions.

The answers to issues 1 through 5 in this research lead to new energy-efficient and economical
solutions, which have not been considered in previous researches. Thus, the proposed distillation
structures and the combination of several energy conservation methods in distillation expand the
feasible region to synthesize optimal distillation sequences leading to new research areas in
distillation.

1.4 Organization of this thesis

The presented thesis covers the unexploited issues in the synthesis problem of intensified
distillation sequences. The organization of this thesis consists of five chapters which are briefly
described next. Chapter 1 states the importance of distillation in the chemical, petrochemical and
process refining industries, some advantages, and disadvantages in distillation. Secondly, the
process intensification, which is a dominant tool in tackling the disadvantages in distillation, is
briefly explained. Finally, the aims of this thesis are explained.

Chapter 2 deals with the intensification of conventional distillation columns through internal and
external heat integration. In addition to heat integration between condensers or reboilers (external
heat integration), heat integration between intermediate stages in a column (internal heat
integration) is considered. Any stage in a rectifying section (heat source stage) can supply energy to
any stage in a stripping section (heat sink stage) of another column. To assess internal and external
heat integration between two columns, a systematic procedure based on rigorous simulations and
mathematical programming is developed. Rigorous simulations are executed for several columns
operating at different pressures, next a superstructure between any two columns is formulated through mathematical programming to find the best internal and external heat integration network, and then a superstructure which comprises all the distillation columns and feasible sequences is generated and solved through mathematical programming to find the best distillation sequence. This two-level optimization algorithm answers the two key points in the synthesis problem of distillation columns with internal heat integration: it finds the best heat integration network, and the best sequence of distillation columns. Finally, to obtain reliable results at a fixed number of stages, the concept of “contribution term” is proposed to estimate the changes of condenser and reboiler duties in a distillation column after internal heat integration. The results of the proposed estimation approach are compared with the exact solution obtained by executing rigorous simulations in order to validate its reliability.

Although heat integration is an alternative way to reduce the energy consumption in distillation, conventional columns entail thermodynamic irreversibility owing to the mixing of streams at different composition inside the column. Thus, thermally coupled distillation has been proposed as an alternative to reduce the irreversibility in conventional distillation. Thermal coupling can be realized in two ways: by removing the condenser in one column and connecting, at the top of that column, a side liquid stream from another column, or by removing the reboiler in one column and connecting, at the bottom of that column, a side vapor stream from another column.

Chapter 3 deals with conventional and thermally coupled columns. In addition, the synthesis problem of optimal compressor-aided distillation columns is addressed. Compressor-aided distillation regards the inclusion of compressors in distillation columns. The use of compressors is possible to recompress the top vapor stream of columns having condenser and the vapor streams linking two thermally coupled columns. Vapor recompression in conventional columns has been little researched while vapor recompression in thermally coupled columns remains unexploited. Vapor recompression of top streams to condensers can be beneficial to realize external heat integration between the recompressed vapor stream and the bottom liquid stream of a reboiler. Thus, a comparison between distillation sequences with internal and external heat integration and distillation sequences with external and/or internal heat integration with vapor recompression is conveyed in conventional columns to study the economic and energy attractiveness in each process intensification technology. Later, the inclusion of compressors in thermally coupled columns is considered. Typically, linking vapor streams between columns are at the same pressure; therefore, the resulting sequence operates at the same pressure, however, this restriction drastically limits the heat exchange in thermally couple distillation because energy is added at the highest temperature and removed at the lowest temperature, thus the pressure change of vapor streams to condensers or between thermally couple columns can exploit the heat integration capability in thermally coupled columns. To obtain compressor-aided optimal sequences, a systematic procedure based on rigorous
simulation and mathematical programming is developed. Rigorous simulations are executed for several conventional or thermally coupled columns operating at different pressure. In case of thermally coupled columns, the flow rate of linking streams is optimized. Next a superstructure which is comprised of columns at several discrete pressures with or without vapor recompression is formulated and solved through mathematical programming to find the best distillation sequence which realizes the minimum total annual cost. This simulation-optimization based algorithm answers the key points in the synthesis problem of compressor-aided distillation columns: it finds the best heat integration network with vapor recompression, and more “flexible” thermally coupled sequences with pressure change. Finally, the concept of “contribution term” developed in Chapter 2 is extended to estimate the changes of internal vapor and liquid flow rates in a distillation column after internal heat integration. This estimation approach is compared with the exact solution from rigorous simulation to validate its accuracy.

The synthesis problem of distillation sequences has primarily adopted the total annual cost as the optimization criteria to find optimal solutions; however, the enforcement of more strict environmental restrictions to lower the CO₂ emission and releases of toxic chemicals has urged the consideration of environmental impact as optimization criterion to find optimal distillation processes. When optimization procedures are taken, only one criterion is optimized. Thus, the simultaneous evaluation of multiple criteria in the synthesis problem has not been comprehensibly exploited.

Chapter 4 comprises conventional and thermally coupled columns as distillation candidates where vapor recompression is possible. Because compressor have expensive equipment and electricity costs, they must be included to perform the economic optimization. On the other hand, recompression of vapor streams can result in attractive solutions to reduce the energy consumption; this situation must be considered to perform the optimization of energy requirement. This chapter deals with multi-objective optimization of compressor-aided distillation sequences to readily assess the trade-off between cost and energy consumption, i.e. the cost increase per unit amount of energy consumption reduced in a distillation sequence. To solve multi-objective optimization problems, one way is to adopt a weighted sum of optimization criteria; however, this approach has two major limitations: it cannot find solutions in non-convex regions, and it cannot generate evenly distributed Pareto fronts. To overcome these limitations, a min-max weighted sum combined with and adaptive algorithm was adopted to find Pareto-optimal solutions. At a later part in the chapter, an extension to the simultaneous optimization of three criteria is carried out: the minimization of total annual cost, human toxicity and CO₂ emissions. To obtain compressor-aided Pareto-optimal solutions, and the trade-off between optimization criteria, a systematic procedure based on rigorous simulation and mathematical programming same as the one in Chapter 3, but consideration of several optimization criteria is developed. The proposed procedure answers the key points in the synthesis problem of
Pareto-optimal distillation sequences: It readily finds the trade-off in conflicting objectives, and it can find well-distributed Pareto optimal solutions in non convex regions of the Pareto front.

Finally, Chapter 5 summarizes the conclusions from chapter 2 through 4, and the main results from this thesis. A comparison between optimal solutions in current synthesis problems and optimal solutions in the presented simulation-optimization based synthesis problems is conducted to prove that this work covers regions not considered by previous synthesis problems and to emphasize that this work can effectively find economic and environmental optimal solutions.
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Chapter 2

Intensification of conventional distillation sequences

2.1 Introduction

Conventional columns (a single feed and two product streams) are dominant in the chemical industry, but they need a large amount of energy resulting in high operating cost. Therefore, recent developments in energy conservation methods have sought out heat integration as an attractive energy-efficient alternative to reduce the energy consumption in conventional distillation although the determination of the best heat integration network is not an easy task. Thus, in this chapter a two-level hierarchical optimization algorithm is proposed to readily synthesize distillation sequences where external and internal heat integration is possible. At each optimization level superstructure representations and mathematical programming formulations are adopted to solve the synthesis problem.

2.2 Internal and external heat integration in conventional columns

The energy conservation method primarily used in the distillation processes has been external heat integration which regards top vapor streams to condensers as heat sources and bottom liquid streams to reboilers as heat sinks. To generate distillation processes with external heat integration, several superstructure-based deterministic approaches\textsuperscript{1,2} and stochastic approaches\textsuperscript{3} have been proposed. In those studies, the total annual cost (TAC) was adopted as the objective function to be minimized.

As another alternative to reduce the energy consumption in distillation, recently studies and development efforts have envisioned internal heat integration which regards vapor in rectifying sections as hot streams and liquid in stripping sections as cold streams. The energy exchange between the rectifying and stripping sections in a distillation column can be accomplished either by changing the pressure between sections,\textsuperscript{4} i.e. Heat Integrated Distillation Column (HIDiC), or by means of side condensers and/or side reboilers.\textsuperscript{5}
Internal heat integration by recompressing a vapor stream between the rectifying and stripping sections has been intensively researched during last two decades and has proven to be an energy-efficient design with less energy consumption, between 30 to 60% compared to its conventional counterparts. Such researches are dominated by simulation-based approaches, for example, those which were applied to the separation of close-boiling binary mixtures, a pilot-scale plant, and ternary mixtures.

The comparison of energy consumption is not enough to show the effectiveness of HIDiC, because the HIDiC needs the high construction cost due to the complex column structure and the high equipment and operation costs in compressors. Thus, TAC has been adopted as the objective function to compare the conventional columns and HIDiCs for close-boiling binary and ternary mixtures. The results showed that HIDiC could reduce the operating cost (utilities and electricity) up to 50%, but increased the fixed cost (vessel, trays, heat exchangers, and compressor) from 10 to 20%. Cabrera-Ruiz et al. studied several ternary mixtures with different feed compositions and volatility ratios between adjacent components based on rigorous simulations in Aspen Plus. After extensive simulations, they concluded that HIDiCs reduced the reboiler duty in most cases, but electricity and compressor cost dominated the operating and fixed cost in several scenarios.

To avoid the use of compressors, Nakaiwa et al. proposed the use of heat exchangers between stages in stripping and rectifying sections operating at different temperatures. This idea was applied to the separation of an ideal ternary mixture by matching the rectifying section of a high pressure column with the stripping section of another lower pressure column; this heat-integrated column was termed as externally heat-integrated double distillation column (EHIDDiC). They performed sensitivity analyses to obtain feasible sequences with minimum TAC and compared EHIDDiC and conventional sequences. They showed that EHIDDiC was the best option for the direct sequence, and external heat integration was the best option for the direct sequence. In the later work, they proposed an internal heat integration network which has three side heat exchangers between the sections in EHIDDiC. Their work proposed a sequential procedure having four steps to minimize the TAC. At the first step, a distillation sequence without internal heat integration was generated. Then, one heat exchanger was set between the top stages of the high and low pressure columns, the second between a middle stage of the high and low pressure columns, and the last one between the bottom stages of the high and low pressure columns. At the third step, the location of the top stage in the high pressure column and that of the bottom stage in the low pressure columns were fixed whereas the other four stages were varied to find the best heat integration network. Finally, for the best network, the heat exchangers area was optimized. This procedure was applied to the two column process separating binary mixture. The results showed that the simplified EHIDDiC realized the lowest TAC. In addition, an extension to ternary mixtures was conveyed by including an internally heat integrated column between the columns of the conventional sequence. The synthesis procedure was based on
process simulations and applied to two case studies. The results showed that energy savings around 17% were attained when the entropy production was the minimum.

Most of the papers reviewed in this section selected the best internal heat integration network by trial-and-error or sequential procedures based on general model simplifications such as ideal mixture and 100% tray efficiency. In this research, a systematic procedure based on MILP formulations combined with rigorous simulations is proposed. In the proposed procedure, economically optimal solutions are derived by considering external and internal heat integration simultaneously. A hierarchical optimization algorithm consisting of three levels is adopted. At the first level, for each pair of columns, the best internal heat exchange structure is obtained. At the second level, the best external heat exchange network is derived by taking into account the external heat exchange between top vapor streams and liquid bottom streams of all the candidate columns. For these two levels, the heat transfer area of each exchanger used for internal heat integration is fixed in advance. Thus, at the third level, the heat transfer area is optimized. The effectiveness of the proposed procedure is verified by comparing the TAC in distillation sequences with and without internal heat integration.

2.3 Heat integration of two columns

In conventional distillation, heat is supplied to the reboiler at the highest temperature, and it is removed from the condenser at the lowest temperature in the column. If the heat can be supplied to the intermediate stages in the stripping section, the heat source can be used at lower temperature. By taking this fact into account, recently, many researches have been done to assess the effectiveness of using side reboilers and side condensers.

There are two main differences between external heat integration and internal heat integration. Because of these differences, systematic problems have been limited to two columns or sections.

The first difference is related with a remarkably increase of heat integration possibilities in internal heat integration, and it is represented in Figure 2.1. In the case of external heat integration, energy is supplied from the condenser in a rectifying section to the reboiler in a stripping section whereas in the case of internal heat integration, energy can be supplied from all the \( M \) stages in a rectifying section to all the \( N \) stages in a stripping section, but excluding the condenser-reboiler heat exchange. When the rectifying section consists of ten stages (\( M = 10 \)) and the stripping section of ten stages (\( N = 10 \)), the possible matches of internal heat integration are 99 though the external heat integration is restricted to one match.
Figure 2.1. Heat integration possibilities: external heat integration (left) and internal heat integration (right)

Figure 2.2 shows a superstructure adopted in this thesis to generate internal heat integration between the rectifying section of column $i$ and the stripping section of column $j$. $M_i$ is the number of stages in the rectifying section of column $i$, and $N_j$ is the number of stages in the stripping section of column $j$. In this research, the stages are numbered downwards from stage 1 (condenser) to $M_i$ in the rectifying section, and from stage 1 (feed) to $N_j$ (reboiler) in the stripping section.

Figure 2.2. Superstructure of internal heat integration

The second difference deals with the effect of changes in condenser and reboiler duties after internal heat integration, and it is represented in Figure 2.3. In the case of external heat integration,
the energy reduced at a condenser and at a reboiler is equal to the energy exchanged by the condenser-reboiler match (Figure 2.3 left side). Contrary, in the case of internal heat integration, the energy reduced at a condenser and at a reboiler is not equal to the energy exchanged by the stage-stage match (Figure 2.3 right side).

In Figure 2.3, \( q \) is the amount of energy exchanged, \( q^c \) is the condenser duty, \( Q' \) is the reboiler duty, and 0 means the value prior to heat integration. The reduction of the condenser and reboiler duties by external heat integration depends on the amount of heat exchanged. However, the reduction of the condenser and reboiler duties by internal heat integration depends on two factors: the location of the heat exchange between stages and the amount of energy exchanged. These two aspects will be covered in detail in the following sections.

\[ Q' = Q'_c - |q| \]
\[ q^c = q'_c^0 - |q| \]

\[ Q' > Q'_c - |q| \]
\[ q^c > q'_c^0 - |q| \]

**Figure 2.3.** External and internal heat integrations

2.4 **Drawback of the CGCC-based approach**

The Column Grand Composite Curve (CGCC) gives a useful insight to enhance the thermodynamic efficiency in a distillation column.\(^1\)\(^8\) It has been used to derive the best combination of stages for internal heat integration.\(^1\(^1\),\(^1\(^9\),\(^2\(^0\) Though it is a valuable tool to estimate the amount of heat exchanged between two columns visually, the result is not accurate. Suppose the case where the amount of heat \( Q_n \) is supplied to stage \( n \) of the stripping section. In the CGCC based approach, the reboiler duty \( Q' \) after the introduction of a side reboiler is calculated by the following equation:

\[ Q' = Q'_0 - Q_n \]  \( \text{(1)} \)

where \( Q'_0 \) is the reboiler duty before the introduction of side reboilers.
Similarly, when the amount of heat $q_m$ is removed from a stage $m$ of the rectifying section, the condenser duty $q^c$ after the introduction of a side condenser is calculated by the following equation:

$$q^c = q^c_0 - q_m$$

(2)

where $q^c_0$ is the condenser duty before the introduction of side condenser.

Figure 2.4 exemplifies the case where internal heat integration between stage $m$ in column $i$ and stage $n$ in column $j$ is realized. In addition, the CGCC for each column and the heat exchanged is shown in a Enthalpy-Temperature diagram.

**Figure 2.4.** Internal heat integration between two columns (left) and its CGCC representation in an Enthalpy-Temperature diagram (right)

The energy balances in Equations 1 and 2 are valid insofar as the column has infinite number of stages and the pinch condition does not occur in the column because the temperature and composition changes approximate to a reversible process, therefore, the energy losses are negligible. When the equipment cost is included in the objective function in addition to the utility cost, the number of stages in each column is treated as a design variable. Hence, the assumption of infinite number of stages is inadequate. When each column takes a finite number of stages, the estimation of $Q^r$ and $q^c$ by Equations 1 and 2 is not longer valid. In the next section, a rigorous simulation-based approach to reliably estimate the relation between the side reboiler or side condenser duty and the reduction of the reboiler and condenser duties is discussed.
2.5 Proposed simulation-based approach

2.5.1 Installation of a single side reboiler or a single side condenser

When a side reboiler is installed in the stripping section, the reboiler duty can be reduced. However, the reduction ratio of the reboiler duty to the unit amount of heat supplied to the side reboiler depends on the design of the column and the location of the side reboiler. In this subsection, a method to estimate the condenser and reboiler duties after the installment of a side reboiler or a side condenser is explained. It is assumed that the feed and product compositions, number of stages and pressure in each section are given in advance. Then, the reboiler and condenser duties before installing any side reboiler or side condenser, $Q'_0$ and $q'_0$, can be calculated by rigorous simulation. When heat $Q_n$ is supplied to the side reboiler installed at stage $n$ of the stripping section, the reboiler duty $Q'$ which satisfies the same given product specification can be calculated through rigorous simulation. The reduction of reboiler duty, $Q'_0 - Q'$, is smaller than $Q_n$. This difference between $Q_n$ and $Q'_0 - Q'$ is named as the reboiler compensation term, $\Delta Q'_n$, and is defined by

$$\Delta Q'_n = Q_n - (Q'_0 - Q')$$

(3)

In the same fashion, when heat $q_m$ is removed from the side condenser installed at stage $m$ of the rectifying section, the condenser compensation term, $\Delta q'_m$, can be calculated by the following equation:

$$\Delta q'_m = q_m - (q'_0 - q')$$

(4)

where $q'$ is the condenser duty, which satisfies the same given product specification, after the side condenser is installed.

For two different design conditions shown in Table 1, $\Delta Q'_n$ and $\Delta q'_m$ are derived as a function of $Q_n$ or $q_m$. The feed and product specifications are also shown in Table 2.1. The results from rigorous simulation are shown in Figure 2.5. The reboiler and condenser duties before internal heat integration by side reboiler or side condenser are for case A 607 kW and 548 kW while for case B 690 kW and 631 kW, respectively.
**Table 2.1.** Feed and product specifications for the case study

<table>
<thead>
<tr>
<th>Feed condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flow rate: 100 kmol/h</td>
</tr>
<tr>
<td>Composition [mol%]:</td>
</tr>
<tr>
<td>N-pentane/N-hexane/N-heptane = 30/30/40</td>
</tr>
<tr>
<td>Temperature: 336 K (Boiling point of the feed mixture)</td>
</tr>
<tr>
<td>Pressure: 101.325 kPa</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Product specifications:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distillate: N-pentane: 98 mol %</td>
</tr>
<tr>
<td>Bottom product: N-pentane: 0.5 mol %</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Number of stages (including reboiler and condenser)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case A: Rectifying section: 60, Stripping section: 90</td>
</tr>
<tr>
<td>Case B: Rectifying section: 10, Stripping section: 10</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Stage where side reboiler or side condenser is installed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case A: Side reboiler: 30, Side condenser: 45</td>
</tr>
<tr>
<td>Case B: Side reboiler: 5, Side condenser: 5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Reflux ratio:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case A: 1.43</td>
</tr>
<tr>
<td>Case B: 1.79</td>
</tr>
</tbody>
</table>

From Figure 2.5, it becomes clear that $\Delta Q'_n$ and $\Delta q'_m$ values are almost zero when the column has a large number of stages. However, these values cannot be neglected at a reasonable design condition such as case B. Moreover, $\Delta Q'_n$ and $\Delta q'_m$ depend on the stage where the side reboiler or side condenser is installed. Figure 2.6 shows $\Delta Q'_n$ for different n stages. The simulation condition is the same as case B in Table 2.1.
From Figure 2.5 it can be observed that as long as the number of stages in each section increases, the compensation term at an intermediate stage \( m \) or \( n \) decrease. Hence the number of stages in each section has large value as in Case A, the compensation terms are nearly zero because the composition and temperature of vapor and liquid flows between adjacent stages is similar. Consequently, thermodynamic irreversibility owing to the energy supplied from stage \( m \) or supplied to stage \( n \) can be negligible. Contrary, a more realistic situation with fixed number of stages (Case B) exhibit thermodynamic irreversibility owing to the energy supplied from stage \( m \) or supplied to stage \( n \) because the composition and temperature difference of vapor and liquid flows between adjacent stages. Thus, the compensation terms in Case B are larger than Case A.

In other words, the thermodynamic irreversibility can be evaluated in terms of energy increase by the compensation terms. Since Case A is an approximation to the minimum reflux condition, the compensation terms are nearly zero.
In order to obtain an explicit mathematical expression which relates \( Q_n \) and \( \Delta Q_n^r \) in the synthesis procedure, each line in Figure 2.6 is approximated by a linear function.

\[
\Delta \hat{Q}_n^r = A_n^r Q_n + B_n^r \delta_n^r \quad (n = 1, 2, \ldots, N)
\]  (5)

where \( A_n^r \) and \( B_n^r \) are the parameters to estimate \( \Delta Q_n^r \). \( \Delta \hat{Q}_n^r \) is the estimated value of \( \Delta Q_n^r \). \( \delta_n^r \) is a 0-1 variable which takes 0 when \( Q_n = 0 \), otherwise \( \delta_n^r = 1 \). \( N \) is the number of stages in the stripping section.

In the similar manner, the relation between \( q_m \) and \( \Delta q_m^c \) is linearized:

\[
\Delta \hat{q}_m^c = A_m^c q_m + B_m^c \delta_m^c \quad (m = 1, 2, \ldots, M)
\]  (6)

where \( A_m^c \) and \( B_m^c \) are the parameters to estimate \( \Delta q_m^c \). \( \Delta \hat{q}_m^c \) is the estimated value of \( \Delta q_m^c \). \( \delta_m^c \) is a 0-1 variable which takes 0 when \( q_m = 0 \), otherwise \( \delta_m^c = 1 \). \( M \) is the number of stages in the rectifying section.
2.5.2 Effect of side reboiler on condenser duty and effect of side condenser on reboiler duty

The installation of a side reboiler affects not only the reboiler duty but also the condenser duty. This effect can be estimated from the total enthalpy balance, which is expressed by

\[ F \cdot h_F + Q'_o = D \cdot h_D + B \cdot h_B + q'_o \]  
before internal heat integration, and

\[ F \cdot h_F + Q' + Q_n = D \cdot h_D + B \cdot h_B + q' \]  
after a side reboiler is installed at stage \( n \) in the stripping section. Here, \( F, D, \) and \( B \) are flow rate for the feed, distillate and bottom product, respectively, and \( h_F, h_D, \) and \( h_B \) are the enthalpies for the feed, distillate and bottom flows, respectively.

Since the feed condition and the product specifications are not changed, it can be assumed that the enthalpy terms of feed, distillate and bottom flows after internal heat integration are the same as those before the introduction of a side reboiler.

From Equations 3, 7 and 8, the following relation can be derived.

\[ q' - q'_o = Q_n + (Q' - Q'_o) = Q_n + (\Delta Q'_n - Q_n) \]

\[ = \Delta Q'_n \]  
Equation 9 indicates that the effect of side reboiler on the condenser duty can be given by the compensation term \( \Delta Q'_n \) calculated in Equation 3. In a similar procedure, the following equation can be derived to express the effect of side condenser on the reboiler duty.

\[ Q' - Q'_o = \Delta q'_m \]  

2.5.3 Installation of multiple side reboilers and/or side condensers

When realizing internal heat integration, the heat can be supplied to multiple stages in the stripping section, and the heat can be removed from multiple stages in the rectifying section. Thus, the effect of multiple side reboilers on the reduction of reboiler duty, and that of multiple side condensers on the reduction of condenser duty are discussed in this subsection. As mentioned in the previous subsection, the introduction of side condenser also affects the reboiler duty. Hence, the reboiler duty \( Q' \) and the
condenser duty $q^c$ for the case where multiple side reboilers and side condensers are installed depend on the locations of those side reboilers and side condensers as well as the amount of heat supplied to or removed from each stage. As general forms, they are expressed by the following equations:

$$Q^r = f^r(Q_1, Q_2, ..., Q_N, q_1, q_2, ..., q_M)$$  \hspace{1cm} (11)

$$q^c = f^c(Q_1, Q_2, ..., Q_N, q_1, q_2, ..., q_M)$$  \hspace{1cm} (12)

Figure 2.7 is a conceptual representation of Equations 11 and 12 where multiple side condensers and side reboilers are installed in a distillation column. The blue arrows denote the energy removed from the rectifying section and the red arrows denote the energy supplied to the stripping section.

![Figure 2.7. Conceptual representation of the installation of multiple side condensers and side reboilers](image-url)

The overall compensation terms of the reboiler and condenser for the case where multiple side reboilers and side condensers are installed, $\Delta Q^r$ and $\Delta q^c$, are defined by the following equations:

$$\Delta Q^r = \sum_{n=1}^{N} Q_n - (Q_0^r - Q^r)$$  \hspace{1cm} (13)

$$\Delta q^c = \sum_{m=1}^{M} q_m - (q_0^c - q^c)$$  \hspace{1cm} (14)

Since $Q^r$ and $q^c$ are expressed by Equations 11 and 12, $\Delta Q^r$ and $\Delta q^c$ are also functions of $Q_1$, $Q_2$, ..., $Q_N$, $q_1$, ..., $q_M$. Thus, the rigorous simulation of distillation column is requested to derive the exact values of $\Delta Q^r$ and $\Delta q^c$ for each case of heat supplies and removals. To avoid such a
situation, $\Delta Q^r$ and $\Delta q^c$ are estimated from $\{\Delta \hat{Q}_n^r\}$ and $\{\Delta \hat{q}_m^c\}$ which are obtained by the rigorous simulation for individual assignment of side reboiler or side condenser.

$$
\Delta \hat{Q}^r = \Delta \hat{q}^c = \sum_{n=1}^{N} \Delta Q_n^r + \sum_{m=1}^{M} \Delta q_m^c
$$

$$
\cong \sum_{n=1}^{N} \left( A_n^r Q_n^r + B_n^r \delta_n^r \right) + \sum_{m=1}^{M} \left( A_m^c q_m^c + B_m^c \delta_m^c \right)
$$

where $\Delta \hat{Q}^r$ and $\Delta \hat{q}^c$ are approximated values of $\Delta Q^r$ and $\Delta q^c$, respectively.

### 2.5.4 Effect of side condenser on the reflux ratio and effect of side reboiler on the reboil ratio

If energy is supplied from a rectifying section, some of the vapor will condensate at the stage where a side condenser is installed. Similarly, if energy is supplied to a stripping section, some of the liquid will boil at the stage where a side reboiler is installed. As a consequence, the vapor flow towards the top of a rectifying section and the liquid flow towards the bottom of a stripping section will decrease resulting in changes in the reflux ratio and reboil ratio.

The enthalpy balance at the condenser in a rectifying section is expressed by

$$
q_0^c = V_0^c (H_C - h_D)
$$

before internal heat integration, and

$$
q^c = V^c (H_C - h_D)
$$

after side condensers and side reboilers are installed. Here $V^c$ denotes the vapor flow rate towards the condenser after the heat integration, and $V_0^c$ is that before the internal heat integration. $H_C$ is the enthalpy for vapor entering the condenser.

When the column is operated so as to satisfy the product specification, $H_C$, and $h_D$ after internal heat integration are same as those before the heat integration. If this assumption is valid, the changes in the reflux ratio after the installation of side condensers and side reboilers can readily be estimated by using the concept of compensation terms. From Equations 14, 16 and 17, the reflux ratio before heat integration, $R_0^r$, and after heat integration, $R^r$, can be derived:
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\[ R_0^c = \frac{V_0^c}{D} - 1 = \frac{q_0^c}{(H_c - h_d)D} - 1 \]  
(18)

\[ R^c = \frac{V^c}{D} - 1 = \frac{q^c}{(H_c - h_d)D} - 1 = \frac{q_0^c + \Delta q^c - \sum_{n=1}^{M} q_n}{(H_c - h_d)D} - 1 \]  
(19)

\[ = R_0^c - \frac{\sum_{n=1}^{M} q_n}{(H_c - h_d)D} + \frac{\Delta q^c}{(H_c - h_d)D} \]

Equation 19 shows that the changes of the reflux ratio by the heat integration is calculated if the overall compensation term, \( \Delta q^c \), can be estimated.

The enthalpy balance around the reboiler can be expressed by the following equation:

\[(V' + B)h_R + Q' = V' H_B + Bh_B \]  
(20)

where \( H_B \) and \( h_R \) are the enthalpy terms for vapor leaving the reboiler and the liquid entering the reboiler, respectively. \( V' \) is the vapor flow rate from the reboiler to the column.

By assuming that \( h_R = h_B \), the reboil ratio before heat integration, \( R_0^r \), and after heat integration, \( R^r \), can be derived:

\[ R_0^r = \frac{V_0^r}{B} = \frac{Q_0^r}{(H_B - h_B)B} \]  
(21)

\[ R^r = \frac{V^r}{B} = \frac{Q^r}{(H_B - h_B)B} = \frac{Q_0^r - \sum_{n=1}^{N} Q_n + \Delta Q'}{(H_B - h_B)B} \]  
(22)

\[ = R_0^r - \frac{\sum_{n=1}^{N} Q_n}{(H_B - h_B)B} + \frac{\Delta Q'}{(H_B - h_B)B} \]

where \( V_0^r \) is the vapor flow rate from the reboiler to the column before heat integration.

Equation 22 shows that the changes of the reboil ratio by the heat integration is calculated if the overall compensation term, \( \Delta Q' \), can be estimated.

### 2.6 Validation of the simulation-based approach

To validate the accuracy of Equation 15, the case B in Table 2.1 is used again as an example. Table 2.2 shows several scenarios of multiple heating and cooling. Multiple side reboilers are installed in
cases 1 to 3, multiple side condensers are installed in cases 4 to 6, and the both side reboilers and side condensers are installed in cases 7 to 9.

The simulation results are summarized in Table 2.3. Case 0 in Table 2.3 is the case with no side reboiler nor side condenser are installed. Since $Q'_0 = Q'$ and $q'_0 = q'$ for Case 0, the values of the compensation terms calculated from Equations 13 and 14 are zero. Figure 2.8 shows the comparison among the exact value of the reboiler duty, $Q'$, the estimated value using Equation 15, $Q'_0 - \sum Q_n + \Delta Q'$, and the estimated value used in CGCC-based method, $Q'_0 - \sum Q_n$, for every case. For the cases where side reboilers and/or condensers are installed close to the feed stage, the estimated values from the CGCC-based method show large errors whereas the results estimated by using Equation 15 show good approximations. The deviations of the values obtained by our proposed estimation method from those obtained by rigorous simulations (exact solution) are between -0.2% (case 3) and 6.5% (case 4). When compensation terms are not considered, the deviations are between 2% (case 2) and 44% (case 9).

Table 2.2. Example cases of side heating and/or side cooling

<table>
<thead>
<tr>
<th>Case</th>
<th>Stage in the rectifying section</th>
<th>Stage in the stripping section</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>1</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>2</td>
<td>150</td>
<td>100</td>
</tr>
<tr>
<td>3</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>4</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>7</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>8</td>
<td>75</td>
<td>100</td>
</tr>
<tr>
<td>9</td>
<td>250</td>
<td>250</td>
</tr>
</tbody>
</table>

The values in the table are in kW.
Table 2.3. Estimation of reboiler and condenser duties

<table>
<thead>
<tr>
<th>Case</th>
<th>$\sum q_m$</th>
<th>$q^i$</th>
<th>$\Delta q^i$</th>
<th>$\Delta \hat{q}^i$</th>
<th>$\sum Q_n$</th>
<th>$Q'$</th>
<th>$\Delta Q'$</th>
<th>$\Delta \hat{Q}'$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>631</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>690</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>400</td>
<td>267</td>
<td>36</td>
<td>22</td>
<td>0</td>
<td>726</td>
<td>36</td>
<td>22</td>
</tr>
<tr>
<td>2</td>
<td>300</td>
<td>344</td>
<td>13</td>
<td>9</td>
<td>0</td>
<td>703</td>
<td>13</td>
<td>9</td>
</tr>
<tr>
<td>3</td>
<td>300</td>
<td>369</td>
<td>38</td>
<td>40</td>
<td>0</td>
<td>729</td>
<td>39</td>
<td>40</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>733</td>
<td>102</td>
<td>81</td>
<td>450</td>
<td>343</td>
<td>103</td>
<td>81</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>683</td>
<td>52</td>
<td>44</td>
<td>300</td>
<td>442</td>
<td>52</td>
<td>44</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>743</td>
<td>112</td>
<td>106</td>
<td>450</td>
<td>352</td>
<td>112</td>
<td>106</td>
</tr>
<tr>
<td>7</td>
<td>400</td>
<td>294</td>
<td>63</td>
<td>51</td>
<td>400</td>
<td>353</td>
<td>63</td>
<td>51</td>
</tr>
<tr>
<td>8</td>
<td>350</td>
<td>455</td>
<td>174</td>
<td>150</td>
<td>450</td>
<td>414</td>
<td>174</td>
<td>150</td>
</tr>
<tr>
<td>9</td>
<td>500</td>
<td>234</td>
<td>103</td>
<td>101</td>
<td>300</td>
<td>493</td>
<td>103</td>
<td>101</td>
</tr>
</tbody>
</table>

The values in the table are in kW

Figure 2.8. Comparison of reboiler heat duties for the three different approaches
2.7 Internal heat integration between two columns

In this section, heat integration of two columns is taken up, and the problem of deciding the optimal heat integration is formulated as a mixed integer linear programming (MILP) problem. It is assumed that the feed and product conditions are given in advance, and that the columns are properly designed to satisfy those conditions.

In order to simplify the explanation, it is assumed that the rectifying section of column $i$ is regarded as heat source and the stripping section of column $j$ is regarded as heat sink as shown in Figure 2.2. The purpose of this section is to show a general MILP formulation, which derive the best internal heat integration structure.

The connectivity restrictions to generate the matches between stages is determined by the following equation

\[
\sum_{m=1}^{M_i} Y_{m,n}^{i,j} \leq 1 \quad (m = 1, 2, ..., M_i) 
\]

\[
\sum_{m=1}^{M_i} Y_{m,n}^{i,j} \leq 1 \quad (n = 1, 2, ..., N_j) 
\]

\[
Y_{m,n}^{i,j} \leq \sum_{m=1}^{M_i} \sum_{n=1}^{N_j} Y_{m,n}^{i,j} 
\]

where $Y_{m,n}^{i,j}$ is a binary variable that becomes one if rectifying stage $m$ of column $i$ and stripping stage $n$ of column $j$ is heat integrated and zero otherwise. Equations 23 and 24 restrict that the energy removed from one stage in the rectifying section can only be supplied to one stage in the stripping section, and vice versa. $Y_{m,n}^{i,j}$ is the binary variable which become one if heat exchange between columns $i$ and $j$ is realized, and zero otherwise.

The match coming after $(m, n)$ can be $(m-1, n+1)$, $(m+1, n-1)$, $(m+2, n+3)$ or so. Such crossed linking streams, however, have practical difficulties. Therefore, in this research, the match after $(m, n)$ is restricted to $(m+1, n+1)$. To avoid crossed matches, Equation 26 is introduced to warrant the matches in a cascade way.

\[
Y_{m,n}^{i,j} \geq Y_{m+1,n+1}^{i,j} \quad (m = 1, ..., M_i - 1 ; n = 1, ..., N_j - 1) 
\]

Suppose the case where $Y_{1,1}^{i,j} = 0$ and $Y_{4,4}^{i,j} = 1$. In this case, $Y_{3,4}^{i,j} = Y_{2,4}^{i,j} = Y_{1,2}^{i,j} = 1$ and other $Y_{n,n}^{i,j} = 0$.

The driving force to generate feasible matches depends on the temperature difference between the stages in the rectifying section of column $i$ and the stages in the stripping section of column $j$. Hence feasible matches between stages can take only real positive, Equation 27 denotes the mathematical
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expression to calculate the logarithmic mean temperature difference, LMTD. The LMTD for an infeasible match is set equal to zero to eliminate it as candidate match in the MILP problem

$$LMTD_{m,n}^{i,j} = \begin{cases} 
\frac{(T_{i,m+1}^j - t_{n}^j) - (T_{m}^i - t_{n+1}^j)}{\ln \left(\frac{T_{i,m+1}^j - t_{n}^j}{T_{m}^i - t_{n+1}^j}\right)} & \text{for } T_{i,m+1}^j - t_{n+1}^j > 0 \\
T_{m}^i - t_{n+1}^j & \text{for } T_{m}^i - t_{n+1}^j > 0 \\
0 & \text{otherwise}
\end{cases}$$

(27)

where $LMTD_{m,n}^{i,j}$ is the LMTD for the match between the stage $m$ in the rectifying section of column $i$ and stage $n$ in the stripping section of column $j$. $T_{m}^i$ is the temperature of the vapor stream at stage $m$ in the rectifying section of column $i$, and $t_{n}^j$ is the temperature of the liquid stream at stage $n$ in the stripping section of column $j$. Figure 2.9 shows a detailed representation for the heat exchange between a heat sources stage and a heat sink stage.

If a match between stages of different columns has a value of $LMTD$ less than a minimum temperature difference, $\Delta T^\text{ext}$, $LMTD_{m,n}^{i,j}$ is set to zero. Thus, some values of LMTD are forced to be zero before performing the optimization. This feature is expressed by the following equation:

$$LMTD_{m,n}^{i,j} = 0 \quad \text{if } LMTD_{m,n}^{i,j} < \Delta T^\text{int}$$

(28)

Finally, the amount of energy transferred between stages is constrained by the energy balance for every match as shown in Equation 29.
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\[ Q_{m,n}^{i,j} = A^{\text{int}} U^{\text{int}} \cdot \text{LMTD}_{m,n} \cdot Y_{m,n}^{i,j} \leq 0 \quad (m = 1, \ldots, M_i; n = 1, \ldots, N_j) \]  

(29)

where \( A^{\text{int}} \) is the area for the side heat exchanger, and \( U^{\text{int}} \) is the overall heat transfer coefficient. In this study, these values are assumed to be constant to assure the problem is linear.

The optimization problem, which maximizes the energy exchanged for all the possible matches between two columns, is shown in Equation 30. It is constrained by Equations 23 through 29, and 31 through 35 and it is formulated as follows:

\[
\max \, z = Q_{\text{opt}}^{i,j} - \alpha S^{i,j}
\]

(30)

\[
Q^{i,j} = \sum_{m=1}^{M_i} \sum_{n=1}^{N_j} Q_{m,n}^{i,j}
\]

(31)

\[
S^{i,j} = \sum_{m=1}^{M_i} \sum_{n=1}^{N_j} Y_{m,n}^{i,j}
\]

(32)

\[
\sum_{m=1}^{M_i} \sum_{n=1}^{N_j} Q_{m,n}^{i,j} \leq Q_{\text{UP}}
\]

(33)

\[
\Delta Q_{\text{opt}}^{i,j} = \sum_{n=1}^{N_j} \Delta \hat{Q}_{n}^{r,j}
\]

(34)

\[
Q_{\text{opt}}^{i,j} = \sum_{m=1}^{M_i} \sum_{n=1}^{N_j} Q_{m,n}^{i,j} - \Delta Q_{\text{opt}}^{i,j}
\]

(35)

where \( Q_{\text{opt}}^{i,j} \) is the net reduction of the reboiler duty of column \( j \) resulted from heat integration between the rectifying section of column \( i \) and the stripping section of column \( j \), and \( S^{i,j} \) is the number of the side heat exchangers. \( \alpha \) is a penalization parameter to avoid a large number of side heat condensers/reboilers in the optimal solution. \( Q^{i,j} \) is the amount of energy exchanged between the two columns, and \( Q_{\text{UP}} \) is the upper bound of the amount of energy exchanged by internal heat integration. It is used to explicitly evaluate the effect of internal heat integration between the two columns. \( \Delta \hat{Q}_{n}^{r,j} \) is the estimated value of \( \Delta Q_{n}^{r,j} \) for column \( j \). \( \Delta Q_{\text{opt}}^{i,j} \) is the reboiler compensation term of the column \( j \) when there is heat integration between the rectifying section of column \( i \) and the stripping section of column \( j \).

Though the condenser duty is not included in the objective function, the following data related to the condenser duty are also obtained for the pair of columns \( i \) and \( j \) by solving the above problem.
\[
\Delta q_{i,j}^{opt} = \sum_{m=1}^{M_i} \Delta q_{m}^{i,j}
\]

(36)

\[
q_{opt}^{i,j} = \sum_{m=1}^{M_i} \sum_{n=1}^{N_j} Q_{m,n}^{i,j} - \Delta q_{opt}^{i,j}
\]

(37)

where \(\Delta q_{i,j}^{opt}\) is the condenser compensation term of the column \(i\) when there is heat integration between the rectifying section of column \(i\) and the stripping section of column \(j\). \(\Delta q_{m}^{i,j}\) is the estimated value of \(\Delta q_{m}^{i,j}\) for column \(i\). \(q_{opt}^{i,j}\) is the net reduction of condenser duty of column \(i\) resulted from heat integration between the rectifying section of column \(i\) and the stripping section of column \(j\).

These values are calculated from the optimization results, and are used in the synthesis procedure explained in section 2.9.

2.8 Synthesis of the optimal sequence among columns

Although previous researches have proposed procedures to obtain the best internal heat integration network only between two sections or columns, the synthesis problem to obtain the best distillation sequence among several columns remains unsolved.

The first step in solving the synthesis problem is to define all candidate distillation sequences. In this work, a superstructure-based approach is adopted to enumerate them. The superstructure of distillation sequences separating a three-component mixture is shown in Figure 2.10. The mixture consists of \(A\), \(B\), and \(C\), being \(A\) the most volatile component. The superstructure generated in this work is a state task network representation. Each ellipse in Figure 2.10 is a state having information of the composition and physical conditions. When the amount of feed and its composition as well as the composition of every product are given, the amount of each product can be calculated from material balance equations. Some states in Figure 2.10 have more than one inlet and/or outlet flows. It is assumed that the number of inlet to and outlet from the state is restricted to one or zero for the finally derived structure, i.e., flow split is not permitted. By introducing this assumption, the conditions of intermediate states such as \(AB\) or \(BC\) in Figure 2.10 are uniquely determined. It is assumed that each state is liquid at its saturated temperature and that the compression and decompression cost of liquid is negligible. Thus, liquids with the same composition are expressed by one state even if the pressure is different. Task \(A/BC, (P_i)\) means that mixture \(ABC\) is separated into \(A\) and \(BC\) by a conventional column operated at pressure \(P_i\). The fixed cost and the operating cost depend on the operating
pressure. Thus, the columns with different pressures are treated as different tasks even if the feed and product states are the same.

![Figure 2.10. Superstructure of a three-component separation problem](image)

### 2.9 Hierarchical optimization algorithm

In the proposed synthesis procedure, the optimal heat integrated distillation sequence is derived by a hierarchical optimization algorithm. The entire synthesis procedure consists of the following steps:

1) Given the feed and product specifications, the intermediate states conditions are calculated. The pressures, which can be adopted by each column, are discrete. Then, the superstructure such as shown in Figure 2.10 is obtained.

2) For each task, the design and operating conditions are calculated by executing rigorous simulations. At this step, heat integration is not considered.

3) For each task, effects of side reboiler and side condenser on the reboiler and condenser duties are calculated by executing rigorous simulations. The results are summarized as shown in Equation 15.
4) Decide the area of each side heat exchanger (\(A_{\text{int}}^i\) in Equation 29) and the upper bound for internal heat integration (\(Q_{\text{UP}}\) in Equation 33).

5) For every combination of two tasks, the MILP problem explained in section 2.3 is solved, and the values in Equations 34 to 37 are calculated.

6) The synthesis problem to obtain the best sequence is formulated as an MILP problem, and solved by using commercial optimization package. The detail of this step is explained in the next section.

7) Steps 4 through 6 are repeated for new values of \(A_{\text{int}}^i\) and \(Q_{\text{UP}}\) till there is not further improvement of the TAC.

2.9.1 Formulation of the synthesis problem

From step 5) in the synthesis procedure explained above, the best combination of stages for internal heat integration is calculated for each pair of tasks, i.e. the maximum reduction of reboiler duty, \(Q_{\text{opt}}^{i,j}\), and the total heat transfer area used for internal heat integration. By calculating these values in advance, the synthesis procedure developed for the distillation sequences with external heat integration can be implemented with minor modifications of a proposed procedure. Thus, in this section, the resulting MILP formulation is derived to include internal heat integration as a possibility.

The connectivity constraints between columns to generate feasible sequences are given by

\[
\sum_{i \in \text{FEED}} Y_{\text{ext}}^i = 1
\]

\[
\sum_{i \in \text{COLF}_s} Y_{\text{ext}}^i - \sum_{i \in \text{COLP}_s} Y_{\text{ext}}^i = 0 \quad s \in ST
\]

where \(Y_{\text{ext}}^i\) is a binary variable assigned to each task in the superstructure of Figure 2.10. If task \(i\) (column \(i\)) is selected, \(Y_{\text{ext}}^i\) becomes one; zero otherwise. \(\text{FEED}\) denotes the set of tasks whose input stream is the original feed state. \(\text{COLF}_s\) and \(\text{COLP}_s\) are the set of columns, which have state \(s\) as an output and as an input, respectively. \(\text{ST}\) is the set of states, excepting the feed and product states. Equations 38 and 39 mean that the split of a stream is not permitted.

If task \(i\) is not used in the sequence, the internal heat integration between task \(i\) and other task cannot be executed. This constraint is expressed by
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\[ \sum_{j} Y^{i,j}_i \leq Y^i_{ext} \]  \hfill (40)

\[ \sum_{j} Y^{i,j}_j \leq Y^j_{ext} \]  \hfill (41)

In this research, it is assumed that the heat supply to a stripping section of a column from two or more columns, and the heat supply from a rectifying section of a column to two or more columns are prohibited.

When internal heat integration is not considered, the energy balance equations at the reboiler and condenser of task \( i \) are expressed by the following equations:

\[ \sum_{j \in CU} Q^{i,j}_{ext} + \sum_{j \in TK} Q^{i,j}_{ext} = q^{i,j}_0 \cdot Y^i_{ext} \quad i \in TK \]  \hfill (42)

\[ \sum_{i \in HU} Q^{i,j}_{ext} + \sum_{i \in TK} Q^{i,j}_{ext} = Q^{i,j}_0 \cdot Y^j_{ext} \quad j \in TK \]  \hfill (43)

where \( HU \) and \( CU \) are the sets of heating and cooling utilities, respectively. \( Q^{i,j}_{ext} \) is the amount of heat exchanged between the top vapor stream of task \( i \) and the bottom liquid stream of task \( j \). For simplicity, the heating utility is regarded as a task having a top vapor stream, and the cooling utility as a task having a bottom liquid stream. \( q^{i,j}_0 \) and \( Q^{i,j}_0 \) are condenser and reboiler duties of task \( i \) and \( j \) for the case where neither internal nor external heat integration is considered. Finally, \( TK \) is set of tasks in the superstructure.

By introducing the internal heat integration as a possibility, the above equations are modified into the following equations:

\[ \sum_{j \in CU} Q^{i,j}_{ext} + \sum_{j \in TK} Q^{i,j}_{ext} + \sum_{j \in TK} q^{i,j}_{opt} \cdot Y^{i,j} - \sum_{j \in TK} \Delta Q^{i,j}_{opt} \cdot Y^{i,j} = q^{i,j}_0 \cdot Y^i_{ext} \quad i \in TK \]  \hfill (44)

\[ \sum_{i \in HU} Q^{i,j}_{ext} + \sum_{i \in TK} Q^{i,j}_{ext} + \sum_{i \in TK} q^{i,j}_{opt} \cdot Y^{i,j} - \sum_{i \in TK} \Delta Q^{i,j}_{opt} \cdot Y^{i,j} = Q^{i,j}_0 \cdot Y^j_{ext} \quad j \in TK \]  \hfill (45)

It should be noted that \( \Delta q^{i,j}_{opt}, q^{i,j}_{opt}, \Delta Q^{i,j}_{opt}, Q^{i,j}_{opt} \) in Equations 34 through 37 are the optimization results at the first optimization level, and they are input as constant parameters at this second optimization level, the difference between the conventional problem and newly proposed problem is the introduction of 0-1 variables, \( Y^{i,j} \), to link internal heat integration at the first optimization level and external heat integration at the second optimization level. Thus, by little modifications of the conventional optimization algorithm, the optimization problem which minimize the total annual cost can be formulated as:

\[ \min \ TAC = \frac{FC}{PT} + OH \cdot OC \]  \hfill (46)
where $PT$ is the payout time and $OH$ is the annual operation hours. $TAC$, $FC$ and $OC$ are the values for the total annual cost, fixed and operating costs, which are given by

$$ FC = \sum_{i=TK} \left( C_{col}^i + C_{tray}^i \right) y_{i,ext}^i + \sum_{i,j=TK} CS_{i,j}^{i,j} y_{i,j}^{i,j} + \sum_{i,j=HU} C_{ext}^{i,j} Q_{ext}^{i,j} + \sum_{i,j=CU} C_{ext}^{i,j} Q_{ext}^{i,j} $$

$$ OC = \sum_{i=HU, j=TK} C_{heat}^{i,j} Q_{ext}^{i,j} + \sum_{i=TK, j=CU} C_{cool}^{i,j} Q_{ext}^{i,j} $$

(47)

where $C_{col}^i$ and $C_{tray}^i$ are the column cost and tray cost of task $i$, respectively. $CS_{i,j}^{i,j}$ is the cost for all the side heat exchangers for internal heat integration between a rectifying section of task $i$ and the stripping section of task $j$. $C_{col}^i$, $C_{tray}^i$, and $CS_{i,j}^{i,j}$ have been calculated in advance at the first optimization step, which is explained at section 2.7. $C_{ext}^{i,j}$ is the cost of an external heat exchanger per unit amount of heat exchanged between task $i$ and task $j$. $C_{heat}^i$ and $C_{cool}^j$ are the costs of heating utility $i$ and cooling utility $j$, respectively. The equipment cost was calculated according to Turton et al.\textsuperscript{22}

### 2.10 Separation of a ternary mixture

The CGCC-based approach and the rigorous simulation-based approach are compared by solving the hierarchical optimization algorithm presented in section 2.8 through the case study in Table 2.1. The aim of this comparison is to assess the deviation in the results between both approaches and to determine whether or not the CGCC-based approach is alike to generate reliable solutions.

Since the components in the case study do not exhibit azeotropic behavior or any major nonlinearity, the Chao-Seader correlation\textsuperscript{23} for the liquid phase and the Redlich-Kwong equation\textsuperscript{24} of state for the vapor phase were used. The specifications for all the states are shown in Table 2.4, where DS denotes the distillate stream and BS the bottom stream.
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Table 2.4. Specifications for all the states in the case study  [mol%]

<table>
<thead>
<tr>
<th>Component</th>
<th>Feed</th>
<th>DS</th>
<th>BS</th>
<th>DS</th>
<th>BS</th>
<th>DS</th>
<th>BS</th>
</tr>
</thead>
<tbody>
<tr>
<td>N-pentane, (A)</td>
<td>10</td>
<td>*</td>
<td>*</td>
<td>99</td>
<td>1</td>
<td>98</td>
<td>*</td>
</tr>
<tr>
<td>N-hexane, (B)</td>
<td>60</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>98</td>
<td>98</td>
</tr>
<tr>
<td>N-heptane, (C)</td>
<td>30</td>
<td>1</td>
<td>99</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
</tbody>
</table>

*Depend on tasks

Table 2.5 shows additional data for the utilities and overall heat transfer coefficients for the heat exchangers.

Table 2.5. Data for utilities and heat transfer coefficients

<table>
<thead>
<tr>
<th>Utility</th>
<th>Temperature [K]</th>
<th>Cost [$/MWh]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chilled Water†, (CHW)</td>
<td>278</td>
<td>14.40</td>
</tr>
<tr>
<td>Cooling Water†, (CW)</td>
<td>305</td>
<td>0.914</td>
</tr>
<tr>
<td>Steam at 446 kPa, (S1)</td>
<td>420</td>
<td>11.17</td>
</tr>
<tr>
<td>Steam at 1135 kPa, (S2)</td>
<td>459</td>
<td>18.93</td>
</tr>
<tr>
<td>Steam at 3202 kPa, (S3)</td>
<td>511</td>
<td>29.43</td>
</tr>
</tbody>
</table>

Heat transfer coefficients [kW/(m²K)]

Condenser: 0.6, Reboiler: 1, Heat exchanger: 0.5
† 20 K Rise

All the sequences in the superstructure in Figure 2.10 were simulated at three different pressures: 101, 303, and 506 kPa. The tray efficiency is assumed to be 80%. The Penalization parameter $\alpha$ in Equation 30 is set to 1.0. The payout time is 10 years and the annual operation hours is 8000.
2.10.1 Results and discussion

The hierarchical optimization algorithm was executed in the IBM OPL ILOG by using CPLEX. The optimal solutions are shown in Figure 2.11. All of them correspond to the direct sequence.

Figure 2.11a is the best sequence without heat integration. The first column operates at higher pressure to avoid using chilled water as cooling utility. Figure 2.11b is the optimal solution with internal and external heat integration obtained by the proposed algorithm. The column separating B from C supplied energy to the first column. At five stages, internal heat exchange is executed. The reboiler duty in the first column is drastically reduced because heat is supplied from the second column. Thus, the amount of heat supplied by utility is only 7 kW. The reboiler heat duty of the second column is larger than that of Figure 2.11a. This is due to the higher pressure and the compensation terms by the heat removal from the rectifying section. The rigorous simulation, which satisfies the product specification, is executed for the structure in Figure 2.11b. The result is shown in Figure 2.11c. The differences of reboiler heat duties between Figures 2.11b and 2.11c are 13 % for first column and 1 % for second column.

For the sake of comparison, the CGCC-based method was applied to this case study. Figure 2.11d shows the optimal solution with internal and external heat integration obtained by the CGCC-based method. The column separating A from BC operates at higher pressure and supplies energy to the second column. Though the result seems to be reasonable, this method has failed to estimate the condenser and reboiler duties, i.e. the desired products cannot be obtained by the reboiler and condenser duties obtained by the method. Figure 2.11e shown the feasible operating condition assuming that the number of stages of both columns and the location and the amount heat integration are the same as those in Figure 2.11d. The reboiler duty in both columns is considerably higher than that calculated by the CGCC-based method. The result shown that the sequence obtained by the CGCC based method should be carefully checked when applying real problems.
Figure 2.11. Optimal solutions: a) best sequence without heat integration, b) best sequence with internal heat integration (proposed method), c) feasible sequence obtained by rigorous simulation of 7b, d) best sequence obtained by CGCC-based method, and e) feasible sequence obtained by rigorous simulation of 7d.

blue: internal heat integration, black: utility
Table 2.6 shows the TAC, FC and OC for the solutions reported in Figure 2.11. In addition, the economic and energy savings for the sequences in the figure are compared with a base case, which is the direct sequence at 101 kPa without heat integration.

From the results in Table 2.6 it can be observed that the TAC cannot be reduced so much even by considering heat integration. This is because the cost of utilities. For the case of Figure 2.11a, low pressure steam can be used for both columns, though middle pressure steam is requested at the second column of the cases of Figures 2.11b and 2.11c. However, the energy consumption is drastically reduced by adopting the internal and external heat integration. The CGCC-based method is likely to underestimating the TAC because it could not update the condenser and reboiler duties increase resulted from internal heat integration.

### Table 2.6 Economic and energy savings for the optimal sequences

<table>
<thead>
<tr>
<th></th>
<th>TAC [k$/y]</th>
<th>FC/PT [k$/y]</th>
<th>OH-OC [k$/y]</th>
<th>Economic savings [%]</th>
<th>Energy consumption [kW]</th>
<th>Energy savings [%]</th>
<th>A\textsubscript{opt} \textsuperscript{†}</th>
<th>R\textsuperscript{*} [-]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base case</td>
<td>322</td>
<td>115</td>
<td>207</td>
<td>1462</td>
<td>1462</td>
<td>...</td>
<td>1.716</td>
<td>2.154</td>
</tr>
<tr>
<td>Figure 2.11a</td>
<td>278</td>
<td>129</td>
<td>149</td>
<td>14</td>
<td>1548</td>
<td>-6</td>
<td>2.344</td>
<td>2.154</td>
</tr>
<tr>
<td>Figure 2.11b</td>
<td>277</td>
<td>129</td>
<td>148</td>
<td>14</td>
<td>938</td>
<td>36</td>
<td>2.344</td>
<td>0.143</td>
</tr>
<tr>
<td>Figure 2.11c</td>
<td>279</td>
<td>130</td>
<td>149</td>
<td>13</td>
<td>941</td>
<td>36</td>
<td>2.456</td>
<td>0.048</td>
</tr>
<tr>
<td>Figure 2.11d</td>
<td>226</td>
<td>125</td>
<td>101</td>
<td>30</td>
<td>1048</td>
<td>28</td>
<td>-0.05\textsuperscript{**}</td>
<td>2.154</td>
</tr>
<tr>
<td>Figure 2.11e</td>
<td>320</td>
<td>179</td>
<td>142</td>
<td>1</td>
<td>1469</td>
<td>0</td>
<td>1.036</td>
<td>2.949</td>
</tr>
</tbody>
</table>

\( A\text{\textsubscript{opt}} \) is the optimal value of \( A\text{\textsubscript{opt}} \) in Equation 29.

\( R\textsuperscript{*} \) is the first line in the column defines the value of the reflux ratio for the first column, and the second line the value for the second column.

\( \text{**} \) The estimated reflux ratio according to Equation 19 yields to an infeasible value.
From the results in Figure 2.11 and Table 2.6, it can be observed that sequences with internal heat integration are better than sequences without internal heat integration, however, the solutions obtained from the CGCC-based approach underestimate the TAC because it could not update the condenser and reboiler duties increase resulted from internal heat integration. Because of this, the solutions from both approaches differed.

Internal heat integration realized by side heat exchangers between columns was the most attractive alternative to reduce fixed and operating cost in a distillation sequence. The economic saving was 14%, and the energy saving was 36% for the direct sequence.

2.11. Conclusions

A hierarchical optimization algorithm was proposed to synthesize distillation sequences were internal and external heat integration are possibilities to reduce the energy consumption and cost in distillation.

Two optimization levels were proposed and represented by superstructures. At the first level, all the possibilities for heat integration between the rectifying section of one column and the stripping section of another were comprised while at the second level, all the possible distillation sequences of columns were included.

To deal with all the inherent nonlinearities and nonconvexities in distillation, rigorous simulations were executed, and to obtain optimal heat integration networks and sequences, a mixed integer linear programming (MILP) problem was formulated at each optimization level.

The concept of contribution terms was adopted to estimate the changes in condenser and reboiler duties after internal heat integration so as to obtain the best distillation sequence with the updated values. This approach was able to readily synthesize the best internal heat integrated network between columns as well as to estimate the final condenser and reboiler duties in the distillation sequence.

A case study to separate a ternary mixture was taken. The results showed that the use of side heat exchangers could effectively attain economic savings around 14% and energy savings up to 36%. Furthermore, the use of side heat exchangers could outperform typical external heat integration in terms of TAC and energy consumption.

To determine the reliability of the Column Grand Composite Curve (CGCC), a comparison with our presented approach was assessed. The CGCC approach underestimated the actual total annual cost because it was not able to cope with the changes in the condenser and reboiler duty. When the result from the CGCC was executed according our proposed method, the new result yielded to a sub-optimal solution.
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The presented methodology can be extended to multicomponent mixtures because it solves one of the main limitations in internal heat integration, which is to find the best sequence of columns; therefore, our future research effort will be in this direction.

Chapter nomenclature

\[ A'_n \quad (A''_n) = \text{slope in the estimation equation of reboiler (condenser) compensation term} \quad [-] \]
\[ A'^{\text{int}} = \text{area for the side heat exchanger} \quad [\text{m}^2] \]
\[ B = \text{flow rate of bottom product} \quad [\text{kmol/s}] \]
\[ B'_n \quad (B''_n) = \text{intercept in the estimation equation of reboiler (condenser) compensation term} \quad [\text{kW}] \]
\[ C^{i}_{\text{col}} = \text{column cost of task } i \quad [\text{k$}] \]
\[ C^{i}_{\text{tray}} = \text{tray cost of task } i \quad [\text{k$}] \]
\[ C^{i}_{\text{heat}} = \text{cost of heating utility } i \quad [\text{k$/kWh}] \]
\[ C^{j}_{\text{cool}} = \text{cost of cooling utility } j \quad [\text{k$/kWh}] \]
\[ CS^{i:j} = \text{total cost for all the side heat exchangers for internal heat integration between the rectifying section of task } i \text{ and stripping section of task } j \quad [\text{k$}] \]
\[ C^{i:j}_{\text{ext}} = \text{heat exchanger cost per unit amount of heat exchanged between the rectifying section of task } i \text{ and stripping section of task } j \quad [\text{k$/kW}] \]
\[ D = \text{distillate flow rate} \quad [\text{kmol/s}] \]
\[ COLF_s, (COLP_s) = \text{set of columns which have state } s \text{ as an output (as an input)} \quad [-] \]
\[ CU = \text{set of cold utilities} \quad [-] \]
\[ F = \text{feed flow rate} \quad [\text{kmol/s}] \]
\[ FC = \text{fixed cost} \quad [\text{k$}] \]
\[ FEED = \text{set of tasks whose input stream is the original feed state} \quad [-] \]
\[ h_k = \text{enthalpy of the liquid feed } (k = F), \text{distillate } (k = D), \text{bottom product } (k = B) \text{ and to the reboiler } (k = R) \quad [\text{kJ/kmol}] \]
\[ H_k = \text{enthalpy of the vapor to the condenser } (k = C) \text{ and from the reboiler } (k = B) \quad [\text{kJ/kmol}] \]
\[ HU = \text{set of hot utilities} \quad [-] \]
\[ L' = \text{liquid flow rate returning to the column} \quad [\text{kmol/s}] \]
\[ \text{LMTD}^{i:j}_{m,n} = \text{LMTD for the match between the stage } m \text{ in the rectifying section of column } i \text{ and} \]
stage $n$ in the stripping section of column $j$ [K]

$M (M_i) =$ number of stages in a rectifying section (of column $i$) [-]

$N (N_j) =$ number of stages in a stripping section (of column $j$) [-]

$OC =$ operating cost [k$/h] 

$OH =$ annual operation hours [h/y] 

$P_i =$ $i$-th pressure level [kPa] 

$PT =$ payout time [y] 

$q^c =$ condenser heat duty after heat integration [kW] 

$q_0^c$ ($q_0^c,j$) = condenser heat duty before heat integration (for task $i$) [kW] 

$q_m =$ amount of heat removed from stage $m$ of rectifying section [kW] 

$q_{opt}^c =$ net reduction of condenser duty of column $i$ resulted from heat integration between the rectifying section of column $i$ and the stripping section of column $j$ [kW] 

$\Delta q^c =$ overall compensation term of condenser [kW] 

$\Delta q_m^c =$ condenser compensation term defined by Eq. (4) [kW] 

$\Delta q_{opt}^c =$ condenser compensation term of the column $i$ for the internal heat integration between the rectifying section of column $i$ and the stripping section of column $j$ [kW] 

$\Delta \hat{q}^c =$ estimated value of $\Delta q^c$ [kW] 

$\Delta \hat{q}_m^c$ ($\Delta \hat{q}_m^c,j$) = estimated value of $\Delta q_m^c$ (for column $i$) [kW] 

$Q^r =$ reboiler heat duty after heat integration [kW] 

$Q_0^r$ ($Q_0^r,j$) = reboiler heat duty before heat integration (for task $j$) [kW] 

$Q_n =$ amount of heat supplied to stage $n$ of stripping section [kW] 

$Q^{ij} =$ total amount of heat transferred from column $i$ to column $j$ [kW] 

$Q_{int}^c =$ amount of heat exchanged between the top vapor stream of task $i$ and the bottom liquid stream of task $j$ [kW] 

$Q_{mn}^c =$ amount of heat transferred from stage $m$ of column $i$ to stage $n$ of column $j$ [kW] 

$Q_{opt}^r =$ net reduction of the reboiler duty of column $j$ resulted from heat integration between the rectifying section of column $i$ and the stripping section of column $j$ [kW] 

$Q_{UP} =$ upper bound of the amount of energy exchanged by internal heat integration [kW] 

$\Delta Q^r =$ overall compensation term of reboiler [kW] 

$\Delta Q_n^r =$ reboiler compensation term defined by Eq. (3) [kW] 

$\Delta \hat{Q}^r =$ estimated value of $\Delta Q^r$ [kW] 

$\Delta \hat{Q}_n^r$ ($\Delta \hat{Q}_n^r,j$) = estimated value of $\Delta Q_n^r$ (for column $j$) [kW]
\[ \Delta Q^i_{ij} \] = reboiler compensation term of the column \( j \) for the internal heat integration between the rectifying section of column \( i \) and the stripping section of column \( j \) \[ \text{[kW]} \]

\[ R^c \ (R^r) = \text{reflux ratio after (before) heat integration} \ \ [\text{-}] \]

\[ R^c \ (R^r) = \text{reboil ratio after (before) heat integration} \ \ [\text{-}] \]

\[ S^i_{ij} = \text{number of side heat exchangers} \ \ [\text{-}] \]

\( ST = \text{set of all states} \ [\text{-}] \)

\( t_m^j = \text{temperature of liquid stream at stage} \ n \ in \ the \ stripping \ section \ of \ column \ j \ [\text{K}] \)

\( T_m^i = \text{temperature of vapor stream at stage} \ m \ in \ the \ rectifying \ section \ of \ column \ i \ [\text{K}] \)

\[ \Delta T^\text{int} = \text{minimum temperature difference for heat exchange} \ [\text{K}] \]

\[ TAC = \text{total annual cost} \ [\text{kS/y}] \]

\( TK = \text{set of tasks} \ [\text{-}] \)

\[ U^\text{int} = \text{overall heat transfer coefficient} \ [\text{kW/(m}^2{\text{K}})]. \]

\[ V^c \ (V^r) = \text{vapor flow rate to the condenser after (before) heat integration} \ [\text{kmol/s}] \]

\[ V^c \ (V^r) = \text{vapor flow rate from the reboiler to the column after (before) heat integration} \ [\text{kmol/s}] \]

\( Y^i_{m,n} = \text{binary variable that becomes one if rectifying stage} \ m \ of \ column \ i \ and \ stripping \ stage \ n \ of \ column \ j \ is \ heat \ integrated} \ [\text{-}] \)

\( Y^i_{m,n} = \text{binary variable which become one if heat exchange between columns} \ i \ and \ j \ is \ realized} \ [-] \)

\( Y^d_{ext} = \text{binary variable assigned to task} \ i \). \text{It becomes one when task} \ i \ is \ selected} \ [\text{-}] \)

\( z = \text{performance index to be optimized} \ [\text{kW}] \)

**Greek letters**

\( \delta^i_m, \delta^c_m \) = binary variable in estimation equations of compensation terms \ [\text{-}] \)

\( \alpha = \text{penalization parameter to avoid a large number of side heat condensers/reboilers} \ [-] \)
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Chapter 3

Intensification of compressor-aided distillation sequences

3.1 Introduction

In this Thesis, compressor-aided distillation refers to the inclusion of compressors in the distillation synthesis problem. A compressor can be added in conventional columns between the rectifying and stripping sections in a single column. Such a condition results in the heat integrated distillation column (HIDiC) which has been intensively researched in recent years. Another way to include a compressor in conventional columns is at the top vapor stream before it is fed to the condenser. Though the use of compressors is attractive from the viewpoint of energy conservation, the expensive equipment cost and electricity cost associated with compressors have limited its implementation in real practice.

In addition to conventional columns, there are thermally coupled columns (multiple feed and product streams with or without a condenser or a reboiler) which have increasingly been implemented in the chemical industry because they are thermodynamically more efficient than conventional columns. Sequences of conventional columns exhibit thermodynamic irreversibility owing to the mixing of streams at some stages in the column\(^1\). At those intermediate stages the molar fraction of a middle component is higher than that in the condenser or reboiler. Petlyuk et al.\(^1\) mentioned that this inefficiency could be reduced by introducing sloppy separations and thermal coupling between columns. In thermal coupling a liquid side stream from a column is fed to the top of the other column to remove the condenser, and/or a vapor side stream from a column is fed to the bottom of the other column to remove the reboiler. Typically, the pressure between thermally coupled columns is kept the same, which can result in two disadvantages:

1. The temperature difference between the reboiler and the condenser increases because more than three components are separated. This feature reduces the possibility of the external heat integration with other columns
2. It is difficult to execute the internal heat integration within the thermally coupled columns because the two columns are operated at the same pressure.
The thermally coupled columns are not “thermally flexible” from the viewpoint of heat integration. Thus, to increase the thermal flexibility in conventional and thermally coupled columns and to generate even more energy-efficient sequences, in this chapter an optimization method to synthesize distillation sequences with internal and external heat integration by means of vapor recompression is proposed.

3.2 Vapor recompression in conventional and thermally coupled columns

Rev et al.\(^2\) showed that in most cases heat integrated sequences are more energy efficient than the Petlyuk column which represents one of the most researched thermally coupled columns. They mentioned that the Petlyuk column was a better alternative only over a small range of relative volatility ratio, feed composition, and price structure. However, they did not include configurations that are partially coupled or thermodynamically equivalent to the Petlyuk column in their comparisons.

The dividing-wall distillation column is thermodynamically equivalent to the Petlyuk column on the condition that no heat transfer is allowed across the dividing wall. However, Suphanit et al.\(^3\) suggested that more energy efficient columns can be generated if heat transfer occurs within a certain part of the wall. Their analysis was based on simulations in HYSYS and CGCC calculations. Their results showed that heat transfer was very limited in the wall and the potential savings for hot utilities were between 4 and 7%.

Usually, the pressures of thermally coupled columns are the same because vapor flow between columns exists. If the pressures of two columns can be selected arbitrarily, more flexible designs with heat integration can be realized. Although less researched, one alternative is vapor recompression to reduce the energy consumption in distillation columns. A vapor stream is recompressed to a higher pressure to increase its temperature, and thereby heat integration becomes possible. Vapor recompression has been primarily applied to distillation of binary mixtures with close boiling points. Fitzmorris and Mah\(^4\) proposed a simulation procedure to explore the thermodynamic efficiency of vapor recompression of the top stream and the vapor stream connecting the rectifying and stripping sections in an ethylene-ethane distillation column. Their results showed that vapor recompression is a valid alternative to reduce energy requirements. Oliveira et al.\(^5\) proposed a simulation procedure for an ethanol-water distillation column with vapor recompression. Their results suggested that vapor recompression was effective in saving energy. It also could be environmentally more attractive than conventional distillation since it uses the own fluids of the column. Finally, our past research\(^6\) focused on the recompression of vapor side streams in thermally coupled columns for a ternary mixture. Our results showed that the pressure change of vapor streams between thermally coupled columns could
yield energy savings. However, the use of compressors made them economically unappealing: the compressor cost exceeded the energy cost savings under some circumstances.

If vapor flows from a low pressure column or a low pressure section of a column to a high pressure column or section, the use of compressors is enforced between them. As a result, a compressor-aided distillation process is realized. Contrarily, if vapor flows from a high pressure column or section to a low pressure column or section, such pressure change is enforced through a throttling valve and the use of a compressor is not enforced. In this case, a compressor-free distillation is realized.

All the papers reviewed in this chapter dealt only with vapor recompression in a single conventional column or thermally coupled columns operating at the same pressure. They have not treated the synthesis problem of the distillation sequence. The aim of this chapter is to propose a systematic procedure based on rigorous simulations and mixed integer linear programming formulations which generate economically optimal sequences of columns by considering vapor recompression, pressure change and internal heat integration simultaneously. A hierarchical optimization algorithm similar to the one in Chapter 2 is proposed.

### 3.3 Heat integration in conventional and thermally coupled columns

According to the location of compressor, the heat integration of a conventional column can be classified to two types. Figure 3.1 (left) shows the case where the compressor is assigned between the stripping and rectifying sections. In this case, the internal heat integration between the stripping section and the rectifying section of a column can be possible, and the derived structure is HIDiC. The dotted lines in the figure represent the possible heat exchange matches. Superstructure for internal heat integration is conceptually the same as the one in Figure 2.2. The difference is that the stripping and rectifying sections belong to the same column. Figure 3.1 (right) shows the case where the compressor is assigned to the top of the column. In this case, the top vapor is regarded as the heat source and the bottom liquid is regarded as the heat sink.

In the figures, $M_i$ is the number of stages in the rectifying section and $N_i$ is the number of stages in the stripping section of column $i$. In this research, the stages are numbered downwards from stage 1 (condenser or top stage) to $M_i$ in the rectifying section, and from stage 1 (feed) to $N_i$ (reboiler or bottom stage) in the stripping section.
Figure 3.1. Superstructure for heat integration in conventional columns: HIDiC (left), vapor recompression (right).

Figure 3.2 shows vapor recompression in thermally coupled distillation sequences. The figure shows a superstructure to generate heat integration between the rectifying section of thermally coupled column $i$ and the stripping section of thermally coupled column $j$.

Figure 3.2. Superstructure for heat integration in thermally coupled columns: Compressor-aided sequence (left), vapor recompression (right).
When the pressures of two columns in Figure 3.2 are the same, the temperature of the rectifying section of column $i$ is lower than that of column $j$, and the temperature of the rectifying section of column $j$ is lower than that of the stripping section of column $j$. To realize heat integration between the rectifying section of column $i$ and the stripping section of column $j$, the temperature of the stages in the rectifying section of column $i$ has to be higher than that of stages in the stripping section in column $j$. To realize such a condition, the superstructure on the left hand side in Figure 3.2 needs a compressor to increase the temperature of column $i$. For the superstructure at the right hand side of Figure 3.2, a compressor is used to elevate the pressure and temperature of the top vapor stream of column $i$, and the pressurized vapor is used for heat integration.

The Petlyuk column is a fully thermally coupled column that requires lower energy than conventional distillation sequences\cite{7, 8}. The dividing wall column is thermodynamically equivalent to the Petlyuk column when all the sections are operated at the same pressure. When pressure change is permitted, the Petlyuk column is more flexible than the dividing wall column. Thus, in this research, the Petlyuk column configuration is adopted as a candidate sequence.

Agrawal and Fidkowski pointed out that the thermally coupled columns become more operable by reducing the number of interconnections\cite{9}. Thus, the partially coupled Petlyuk column with a reboiler in the first column (PPV), and the partial Petlyuk column with a condenser in the first column (PPL) are considered as candidates. The sequence on the right side in the Figure 3.2 corresponds to the PPL thermally coupled column.

The external and internal heat integration in thermally coupled columns have not been discussed by thoroughly researchers. Thus, the candidate columns in a sequence are limited to those shown in Figure 3.3 for the separation of a ternary mixture where A the most volatile component.

**Figure 3.3.** Petlyuk-type thermally coupled distillation columns to separate a ternary mixture.
If pressure change is allowed in the thermally coupled columns shown in Figure 3.3, pumps are required to flow liquid streams from low to high pressure, and compressors are required to flow vapor streams from low to high pressure. This situation is exemplified in Figure 3.4.

![Figure 3.4](image)

**Figure 3.4.** Thermally coupled distillation columns with pressure change.

In Figure 3.4, LP denotes low pressure, and HP denotes high pressure. Compressors are depicted by trapeziums. When liquid or vapor flows from high to low pressure columns pumps nor compressors are not needed, but throttling valves to drop the pressure.

### 3.4 Determination of the number of stages for thermally coupled columns

In the proposed synthesis method, the number of stages for each column is optimized in advance without taking the heat integration into account. In this section the procedure for deciding the number of stages for thermally coupled columns is explained.

For thermally coupled columns, flow rates between the columns can be used as design variables. Thus, compared with conventional columns, the design variables which can be utilized for optimization increases, and the design problem becomes much complicated. In this research, the
number of stages of each column is decided in advance by using an analogy between conventional and thermally coupled columns. Figure 3.5 (a) shows a sloppy split sequence consisting of three conventional columns, and Figure 3.5 (b) shows a decomposed structure of a Petlyuk column, which is shown in Figure 3.5 (c). The design procedure consists of the following steps:

1) For SS sequence in Figure 3.5, it is assumed that the bottom molar composition of section 4 is the same as the distillate of section 5. Under that assumption, the flow rate and its composition are calculated for every stream in the sequence. It is also assumed that the column can take one of the discretized pressures.

2) At step 1), the input and output condition of each column are determined. Thus, the three columns are optimized independently. The rigorous simulation using a process simulator is used to optimize the design condition. Here, the operating pressure of each column is assumed to be the reference pressure, e.g., 304 kPa.

3) The number of stages of each section of thermally coupled columns is determined by using the analogy with the SS sequence, i.e. the sections having the same figure in Figure 3.5 are assumed to have the same number of stages.

4) The rigorous simulation is executed for thermally coupled columns to derive the condition, which minimizes the total energy consumption at the reboilers. Here, the flow rates of thermal linking streams are regarded as optimization variables. The operating pressure is assumed to be at a reference pressure, e.g., 304 kPa. The optimization procedure proposed by Hernandez and Jimenez[^10] is adopted to obtain the optimal linking flows.

5) The pressures of two columns composing the thermally coupled column are selected from the available pressures, and the reflux ratio, which satisfies the product specification, is derived. It is calculated by assuming that the flow rates of thermal linking streams are constant at the optimal value obtained in step 4). The assumption of fixing the flow rates of liquid and/or vapor streams between thermally coupled columns can drastically reduce the computation time for optimization.

6) Step 5 is repeated for every combination of the pressures of two columns.
The section analogy is applied to other types of thermally coupled columns, though the section analogy of the SS sequence and the Petlyuk column is shown in Figure 3.5. Furthermore, without losing generality, this section analogy can be applied to cases of more than three components so long as a feasible design of conventional columns exists.

Figure 3.5. Analogy between a sloppy split (SS) sequence (a) and a Petlyuk column (c). The center is the decomposed expression of a Petlyuk column

3.5 Rigorous simulation of vapor recompression

A distillation module in commercial process simulators does not have vapor recompression as a possibility. Thus, the simulation of the vapor recompression part, which is operated at higher pressure (HP) and depicted by the solid lines in Figure 3.6, is executed separately from the main part, which is operated at lower pressure (LP) and depicted by the dotted lines in the same figure. The flow rate and composition of a vapor stream leaving column \(i\), which are obtained by the rigorous simulation, and the pressures before and after the compressor are used to calculate vapor recompression work duty, \(W_{VR}^i\), the condenser heat duty, \(q_{c}^i\), the temperature after vapor recompression, \(T_{vap}^i\), and temperature of the liquid leaving the condenser, \(T_{liq}^i\).
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Figure 3.6. Schematic representation of vapor recompression

3.6 Internal heat integration between two sections or columns

In this section the problem of synthesizing optimal distillation sequences with internal and external heat integration will be formulated as a mixed integer linear programming (MILP) problem.

When rectifying sections whose stages are regarded as heat sources and stripping sections whose stages are regarded as heat sinks are given in a set of columns, an internal heat integration network can be obtained. In this subsection, a general MILP formulation is the same as the one in Chapter 2. Therefore, when internal heat integration is realized in a distillation column, changes on the condenser and reboiler duties are estimated as proved in Chapter 2.

If the use of compressors is possible in the synthesis problem, its equipment cost and electricity cost must be included to derive the best distillation sequence. Thus, the calculation of the compressor equipment cost is covered in detail.

Thermally coupled columns can have vapor streams between two columns. A compressor is required when the pressure of the feeding column is lower than that of the receiving column and such cost must not be neglected because compressors entail high equipment and electricity costs. Consider column $i$ and column $j$ to be the first and second columns (sections) which form thermally coupled columns in Figure 3.2. When the pressure of column $j$ is higher than that of column $i$, the vapor flow from column $i$ to column $j$ must be compressed. This compressor work duty is expressed by $W_{comp}^{i,j}$, and is calculated using the flow rate, composition, temperature and pressure difference. When the pressure of column $i$ is equal to or lower than column $j$, $W_{comp}^{i,j}$ is set equal to zero. Here, it should be noted that the flow rates between the columns are determined in advance as explained at section 3.4 when the types of thermally coupled column and the pressures of two columns are selected.
The derived compressor work duty is used to calculate the compressor cost $C_{i,j}^{\text{comp}}$ as reported by Turton et al.\textsuperscript{11}

$$C_{i,j}^{\text{comp}} = f \left( W_{i,j}^{\text{comp}}, \phi_{\text{comp}} \right) \quad (i, j) \in \text{CA} \tag{1}$$

where $\phi_{\text{comp}}$ is a set of parameters such as a compressor type, construction materials, and pressure factor. $\text{CA}$ is the set of the pair of columns, which compose a thermally coupled task. Two types of isentropic compressors were investigated in this work: rotary-type compressors, whose work duty is between 18 and 450 kW, and centrifugal-type compressors whose work duty is between 450 and 3000 kW.

The work duty for recompression $W_{i,R}^{i}$, obtained in section 3.5, is used to calculate the compressor cost of vapor recompression for column $i$, $C_{i,R}^{i}$. The cost function of the compressor installed for vapor recompression is generally described by

$$C_{i,R}^{i} = f \left( W_{i,R}^{i}, \phi_{\text{comp}} \right) \quad i \in \text{VR} \subset \text{TK} \tag{2}$$

where $\text{VR}$ is the set of tasks with vapor recompression. It is a subset of the set of all tasks, $\text{TK}$.

### 3.7 Superstructure considering thermally coupling columns and vapor recompression

In order to use the latent heat of the top vapor stream in a distillation column as heating medium of its bottom stream, a compressor is used to increase the pressure of the top vapor stream. In HIDiC, a compressor is used to increase the pressure of the entire rectifying section. For both cases, a compressor is used in one distillation column. For multi-column systems, pumps are used to increase the pressure, because the equipment and operating costs of pumps are remarkably less than those of compressors. Thus, the use of compressors to realize heat integration has not been proposed so far for multi-column systems such as the thermally coupled columns.

In this chapter the synthesis problem of separating ternary mixtures is discussed. To solve the synthesis problem, firstly, it is necessary to define all candidate distillation sequences to separate a given mixture. In this research, a superstructure-based approach is adopted to enumerate the candidate sequences to perform a given separation.

A superstructure, which comprises conventional and thermally coupled distillation columns separating a three-component mixture is shown in Figure 3.7. Here, a sequence consisting of three conventional columns (SS sequence in Figure 3.5a) and thermally coupled sequences PET, PPV and PPL in Figure 3.3 are selected as candidates for the final structure. The mixture consists of A, B, and
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C, being A the most volatile component. The superstructure generated is a state task network representation. Each ellipse in Figure 3.7 is a state having information of the composition and physical conditions. When the amount of feed and its composition as well as the composition of every product are given, the amount of each product can be calculated from material balance equations.

States AB and BC are intermediate states of the SS sequence. The output flow rate and composition of the first column of SS is obtained by setting the molar composition of the heavy component, C, in the distillate and the molar composition of the light component, A, in the bottom stream. The enforcement of these two specifications for the intermediate streams, and the assumption of no flow split of intermediate states uniquely defines states AB and BC in Figure 3.7. It is assumed that each state is liquid at its saturated temperature and that the compression and decompression cost of liquid is negligible. Thus, liquids with the same composition are expressed by one state even if the pressure is different. It is also possible to include states as saturated vapor. In such cases, as the compression cost of vapor cannot be neglected, the vapor at different pressure should be treated as different state even if the composition and the flow rate are the same.

Task AB/BC, \((P_i)\) means that mixture ABC is separated into state AB and state BC by a conventional column operated at pressure \(P_i\). The fixed cost and the operating cost depend on the operating pressure. Thus, the columns with different pressures are treated as different tasks even if the feed and product states are the same.

For thermally coupled columns, each column is treated as a task, and the columns operated at different pressures are regarded as different tasks. For example, PET\(_1\), \((P_i)\) means the first column of Petlyuk column operated at pressure \(P_i\), and PET\(_2\), \((P_i)\) means the second column of Petlyuk column operated at pressure \(P_i\). PPV and PPL indicate the column structures shown in Figure 3.3. A pair of first and second columns is hereafter called “an aggregated task.” The pressures of the first and second columns in a sequence are not necessarily the same. If the pressure of the first and/or second column is different, such sequences are treated as different aggregated tasks even when the inlet and outlet states are the same. When a vapor stream flows from a low pressure column to a high pressure column, the use of a compressor is enforced, and when a vapor stream flows from a high pressure column to a low pressure column, compressor is not necessary.

A/B/C, in Figure 3.7 denotes an aggregated state consisting of the liquid and vapor streams linking two thermally coupled columns. The condition of an aggregated state depends on the selection of the thermally coupled columns in an aggregated task.
In the proposed synthesis procedure, the optimal heat integrated distillation sequence is derived by a hierarchical optimization algorithm similar to the one explained in Chapter 2. The entire synthesis procedure consists of the following steps:

1) For given feed and product conditions, the intermediate states conditions are calculated. The pressures, which can be adopted by each column, are decided. Using this information, the superstructure such as shown in Figure 3.7 is generated.

2) For each task of conventional column, the design and operating conditions are calculated by executing rigorous simulations. At this step, heat integration is not considered.
3) For thermally coupled columns, the number of stages in the first and second columns is optimized using the procedure shown in Section 3.4. Then, the vapor and liquid linking flows are optimized at a reference pressure.

4) For thermally coupled columns, select a pair of tasks to generate an aggregated task. For each of the aggregated tasks, the design and operating conditions are calculated by executing rigorous simulations. At this step, heat integration is not considered.

5) For each task, effects of side reboiler and side condenser on the reboiler and condenser duties are calculated by executing rigorous simulations. The results are summarized as shown in Equation 15 in Chapter 2. For aggregated tasks, the liquid and vapor flow rates of the side streams linking two columns are assumed to be constant.

6) The work duty and the compressor cost for vapor recompression in a task of conventional column, and in an aggregated task of thermally coupled columns is calculated according with the procedures in sections 3.5 and 3.6.

7) Decide the area of each side heat exchanger, $A^{int}$, and the upper bound for internal heat integration, $Q_{UP}$.

8) For every combination of two tasks, the MILP problem explained in chapter 2 is solved to derive the optimal structure of internal heat integration. The changes in reboiler and condenser duties are calculated using the compensation terms calculated at step 5.

9) The synthesis problem to obtain the best sequence is formulated as an MILP problem, and solved by using a commercial optimization package. The detail of this step is explained in the next subsection.

10) Steps 7 through 9 are repeated for new values of $A^{int}$ and $Q_{UP}$ till there is not further improvement of the objective function.

### 3.8.1 Formulation of the synthesis problem with vapor recompression

From step 8 in the synthesis procedure explained above, the best combination of stages, which maximizes internal heat integration, is calculated for each pair of tasks. When internal heat integration is realized, the condenser and reboiler duties as well as the internal vapor and liquid flow will change. With the estimated values of the vapor flows, the compressor work duty and compressor equipment cost can be obtained. By calculating the values of the heat duties, work duty and compressor cost, in advance, the synthesis procedure developed for the distillation sequences with external heat integration proposed by Andrecovich and Westerberg can be implemented with
minor modifications to also consider internal heat integration and vapor recompression. Thus, in this section, the resulting MILP formulation is derived to include internal heat integration and vapor recompression as possibilities.

The connectivity constraints between columns to generate feasible sequences are given by

$$\sum_{i \in \text{FEED}} Y^i_{\text{ext}} = 1$$

(3)

$$\sum_{i \in \text{COLF}_s} Y^i_{\text{ext}} - \sum_{i \in \text{COLP}_s} Y^i_{\text{ext}} = 0 \quad s \in \text{ST}$$

(4)

where $Y^i_{\text{ext}}$ is a binary variable assigned to each task in the superstructure of Figure 3.7. If task $i$ is selected, $Y^i_{\text{ext}}$ becomes one; zero otherwise. \text{FEED} denotes the set of tasks whose input stream is the original feed state. \text{COLF}_s and \text{COLP}_s are the set of tasks, which have state $s$ as an output and as an input, respectively. \text{ST} is the set of states, excepting the feed and product states. Here, aggregated states are included in \text{ST}. Equations 3 and 4 mean that the split of a stream is not permitted.

If task $i$ is not used in the sequence, the internal heat integration between task $i$ and other task cannot be executed. This constraint is expressed by

$$\sum_{j \in \text{TK}} Y^{i,j}_{\text{opt}} \leq Y^i_{\text{ext}} \quad i \in \text{TK}$$

(5)

$$\sum_{i \in \text{TK}} Y^{i,j}_{\text{opt}} \leq Y^j_{\text{ext}} \quad j \in \text{TK}$$

(6)

In this research, it is assumed that the heat supply to a stripping section of a column from two or more columns, and the heat supply from a rectifying section of a column to two or more columns are prohibited.

When internal heat integration is not considered, the energy balance equations at the reboiler and condenser of task $i$ are expressed by the following equations:

$$\sum_{j \in \text{CU}} Q^c_{i,j} + \sum_{j \in \text{TK}} Q^c_{i,j} = q^c_0 \cdot Y^i_{\text{ext}} \quad i \in \text{TK}$$

(7)

$$\sum_{i \in \text{HU}} Q^r_{i,j} + \sum_{i \in \text{TK}} Q^r_{i,j} = Q^r_0 \cdot Y^j_{\text{ext}} \quad j \in \text{TK}$$

(8)

where \text{HU} and \text{CU} are the sets of heating and cooling utilities, respectively. $Q^c_{i,j}$ and $Q^r_{i,j}$ are condenser and reboiler duties of task $i$ and $j$ for the case where neither internal nor external heat integration is considered. Finally, \text{TK} is set of tasks in the superstructure.

By introducing the internal heat integration and vapor recompression as possibilities, the above equations are modified into the following equations:

$$\sum_{j \in \text{CU}} Q^c_{i,j} + \sum_{j \in \text{TK}} Q^c_{i,j} + \sum_{j \in \text{TK}} Q^{i,j}_{\text{ext}} + \sum_{j \in \text{TK}} q^{i,j}_{\text{opt}} \cdot Y^{i,j}_{\text{ext}} = q^c_0 \cdot Y^i_{\text{ext}} \quad i \in \text{TK}$$

(9)
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\[ \sum_{i \in \text{HU}} Q_{i \text{ext}}^{i,j} + \sum_{i \in \text{VR}} Q_{\text{ext}}^{i,j} + \sum_{i \in \text{TK}} Q_{\text{ext}}^{i,j} + \sum_{i \in \text{TK}} Q_{\text{opt}}^{i,j} \cdot Y_{i,j}^{i,j} = Q_{0 \text{ext}}^{i,j} \cdot Y_{\text{ext}}^{i,j} \quad j \in TK \]  

(10)

where \( Q_{\text{opt}}^{i,j} \) and \( Q_{\text{ext}}^{i,j} \) are the net reductions of condenser duty of column \( i \) and the reboiler duty of column \( j \) resulting from the heat integration between the rectifying section of column \( i \) and the stripping section of column \( j \), respectively. It should be noted that \( Q_{\text{opt}}^{i,j} \) and \( Q_{\text{ext}}^{i,j} \) are obtained as the optimization results at step 7 of the synthesis procedure, and they are input as constant parameters at step 8. The difference between the conventional problem and newly proposed problem is the introduction of 0-1 variables, \( Y_{i,j}^{i,j} \), to link internal heat integration at the first optimization level and external heat integration at the second optimization level.

The inclusion of compressors in the synthesis problem results in a different optimization problem than the one in Chapter 2. Vapor recompression increases heat exchange possibilities between tasks because vapor at higher pressure is available. Equations 9 and 10 include terms, which represent the energy exchange possibilities when vapor recompression is adopted.

When pressure change in aggregated tasks is possible, Equations 11 and 12 are necessary to depict the existence of a compressor in a vapor stream from a low pressure column to a higher pressure column.

\[ \sum_{j \in TKP_s} Y_{i,\text{comp}}^{i,j} - Y_{\text{ext}}^{i} = 0 \quad i \in TKF_s, s \in STc \]  

(11)

\[ \sum_{i \in TKF_s} Y_{i,\text{comp}}^{i,j} - Y_{\text{ext}}^{j} = 0 \quad j \in TKP_s, s \in STc \]  

(12)

where \( Y_{i,\text{comp}}^{i,j} \) is a variable that indicates the use of aggregated task, which consists of task \( i \) and task \( j \). \( STc \) is the set of aggregated states. \( TKF_s \) (\( TKP_s \)) is a set of tasks whose output (input) stream connects with aggregated state \( s \). Since \( Y_{i,\text{comp}}^{i,j} \) is determined by binary variables \( Y_{i}^{i} \) and \( Y_{\text{ext}}^{j} \), there is no need to define \( Y_{i,\text{comp}}^{i,j} \) as a binary variable; it can be defined as a continuous variable between zero and one instead. This definition effectively works to reduce the number of binary variables.

Thus, by little modifications of the conventional optimization algorithm, the optimization problem which minimize the total annual cost, TAC, can be formulated as:

\[ \min \ TAC = \frac{FC}{PT} + OH \cdot OC \]  

(28)

where \( PT \) is the payout time and \( OH \) is the annual operation hours. \( TAC, FC \) and \( OC \) are the values for the total annual cost, fixed and operating costs, which are given by
where \( C_{\text{col}}^i \) and \( C_{\text{tray}}^i \) are column cost and tray cost of task \( i \), respectively. \( CS^{i,j} \) is the cost for all the side heat exchangers for internal heat integration between a rectifying section of task \( i \) and the stripping section of task \( j \). \( C_{\text{VR}}^i \) is the cost of the installed compressor to realize vapor recompression. \( C_{\text{comp}}^{i,j} \) is the cost of the compressor installed between the task \( i \) and \( j \) which compose an aggregated task. \( C_{\text{col}}^i \), \( C_{\text{tray}}^i \), \( C_{\text{VR}}^i \), \( CS^{i,j} \) and \( C_{\text{comp}}^{i,j} \) have been calculated in advance at step 7 of the synthesis procedure. \( W_{\text{VR}}^i \) and \( W_{\text{comp}}^{i,j} \) are the compressor work duty to realize vapor recompression of top the vapor stream in task \( i \) and the side vapor streams in thermally coupled columns (task \( i \) and \( j \)). \( C_{\text{ext}}^i \) is the unit cost of external heat exchanger to execute unit amount of heat exchange. \( C_{\text{heat}}^i \), \( C_{\text{cool}}^i \), and \( C_{\text{elec}} \) are the costs of heating utility \( i \), cooling utility \( j \), and electricity respectively. The equipment cost was calculated according to Turton et al.\textsuperscript{11}

### 3.9 Separation of a ternary mixture

The hierarchical optimization algorithm presented in section 3.8 is applied to find the best distillation sequence of conventional or thermally coupled columns through the case study of separating ternary components, Benzene (A), Toluene (B) and M-xylene (C). The feed and product specifications are shown in Table 3.1. Since the components in the case study does not exhibit azeotropic behavior, but the mixture is not ideal, the NRTL Equation\textsuperscript{13} for the liquid phase and the Redlich-Kwong equation of state\textsuperscript{14} for the vapor phase were used. Table 3.2 shows additional data for the utilities and overall heat transfer coefficients for the heat exchangers.
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Table 3.1. Specifications of case study

<table>
<thead>
<tr>
<th>Feed condition</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Flow rate: 160 kmol/h</td>
<td></td>
</tr>
<tr>
<td>Composition [mol%]:</td>
<td></td>
</tr>
<tr>
<td>Benzene/Toluene/M-xylene = 50/19/31</td>
<td></td>
</tr>
<tr>
<td>Temperature: 369 K (Boiling point of the feed mixture)</td>
<td></td>
</tr>
<tr>
<td>Pressure: 101 kPa</td>
<td></td>
</tr>
<tr>
<td>Product specifications:</td>
<td></td>
</tr>
<tr>
<td>Benzene (A): 99 mol %</td>
<td></td>
</tr>
<tr>
<td>Toluene (B): 92 mol %</td>
<td></td>
</tr>
<tr>
<td>M-xylene (C): 99 mol %</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.2. Data for utilities and heat transfer coefficients

<table>
<thead>
<tr>
<th>Utility</th>
<th>Temperature [K]</th>
<th>Cost [$/MWh]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chilled Water†, (CHW)</td>
<td>278</td>
<td>14.40</td>
</tr>
<tr>
<td>Cooling Water†, (CW)</td>
<td>305</td>
<td>0.914</td>
</tr>
<tr>
<td>Steam at 446 kPa, (S1)</td>
<td>420</td>
<td>11.17</td>
</tr>
<tr>
<td>Steam at 1135 kPa, (S2)</td>
<td>459</td>
<td>18.93</td>
</tr>
<tr>
<td>Steam at 3202 kPa, (S3)</td>
<td>511</td>
<td>29.43</td>
</tr>
</tbody>
</table>

Heat transfer coefficients [kW/(m²K)]
- Condenser: 0.6, Reboiler: 1, Heat exchanger: 0.5

† 20 K Rise

In this case study, the compositions of states A, B and C are assumed to be (99/1/0), (4/92/4) and (0/1/99), respectively, where the number in the parentheses are mole fractions of Benzene, Toluene and M-xylene, respectively. From these values, the flow rates of states A, B and C can be calculated. The compositions of states AB and BC are determined by assuming the molar composition of C in the distillate and that of A in the bottom stream. AB was assumed to be (88/11/0.5), and BC (1/28/71). The flow rates of states AB and BC are also calculated from these data.
3.9.1 Decision of number of stages of each column

The input and output condition of all the columns composing the SS sequence are decided. Thus, the each column is optimized using rigorous simulation so as to determine the number of stages of each column. The results are summarized in Table 3.3. To derive these data, the pressure is assumed to be 101 kPa, and the tray efficiency is assumed to be 80 %. The payout time is 10 years and the annual operation hours are 8000 hours.

By using data in Table 3.3, the flow rates between the columns composing a thermally coupled column are optimized.

Table 3.3. Number of stages and reflux ratios at 101kPa

<table>
<thead>
<tr>
<th>First column</th>
<th>Number of stages of rectifying section: 10</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number of stages of stripping section: 12</td>
</tr>
<tr>
<td></td>
<td>Reflux ratio: 0.528</td>
</tr>
<tr>
<td>Second column</td>
<td>Number of stages of rectifying section: 9</td>
</tr>
<tr>
<td>separating Benzene</td>
<td>Number of stages of stripping section: 11</td>
</tr>
<tr>
<td>from Toluene</td>
<td>Reflux ratio: 0.706</td>
</tr>
<tr>
<td>Third column</td>
<td>Number of stages of rectifying section: 12</td>
</tr>
<tr>
<td>separating Toluene</td>
<td>Number of stages of stripping section: 10</td>
</tr>
<tr>
<td>from M-xylene</td>
<td>Reflux ratio: 2.825</td>
</tr>
</tbody>
</table>

3.9.2 Derivation of the compensation terms

In order to estimate the condenser and reboiler duties after the internal heat integration, the compensation term given by Equation 15 in Chapter 2 is derived for each of the three columns of the SS sequence. Here, the result for the first column operating at 101 kPa is summarized.

Table 3.4 shows several scenarios of multiple heating and cooling. Multiple side reboilers are installed in cases 1 to 3, multiple side condensers are installed in cases 4 to 6, and the both side reboilers and side condensers are installed in cases 7 to 9.
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The results are summarized in Table 3.5 for the estimation of the condenser and reboiler duties. In Table 3.5, $q_m$ is the amount of heat removed from stage $m$ of rectifying section, $q_c$ is the condenser heat duty after heat integration, $\Delta q^c$ is the overall compensation term of condenser which is defined by Equation 14 in Chapter 2, $\hat{\Delta q}^c$ is the estimated value of $\Delta q^c$ given by Equation 15 in Chapter 2, $Q_n$ is the amount of heat supplied to stage $n$ of stripping section, $Q^r$ is the reboiler heat duty after heat integration, $\Delta Q^r$ is the overall compensation term of reboiler which is defined by Equation 13 in Chapter 2, and $\hat{\Delta Q}^r$ is the estimated value of $\Delta Q^r$ given by Equation 15 in Chapter 2.

In Table 3.6 the calculated values of flow rates in top and bottom vapor and liquid streams and their estimation values are shown. Case 0 in Tables 3.5 and 3.6 is the case in which no side reboiler nor side condenser are installed.

### Table 3.4. Example cases of side heating and/or side cooling

<table>
<thead>
<tr>
<th>Case</th>
<th>Stage in the rectifying section</th>
<th>Stage in the stripping section</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>100 100 100 100</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>50 100 50</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>100 100 100</td>
<td>50 50 50 50 50 50</td>
</tr>
<tr>
<td>4</td>
<td>100 100</td>
<td>150 200 150</td>
</tr>
<tr>
<td>5</td>
<td>150 100 100</td>
<td>150 150 150</td>
</tr>
<tr>
<td>6</td>
<td>150 100 100</td>
<td>150 150 150</td>
</tr>
<tr>
<td>7</td>
<td>150 100 100 100</td>
<td>150 150 150 150</td>
</tr>
<tr>
<td>8</td>
<td>50 50 50 50</td>
<td>150 150 150 150</td>
</tr>
<tr>
<td>9</td>
<td>200 200 100</td>
<td>100 200 200</td>
</tr>
</tbody>
</table>

The values in the table are in kW
### Table 3.5. Estimation of reboiler and condenser duties

<table>
<thead>
<tr>
<th>Case</th>
<th>$\sum q_m$</th>
<th>$q^\ast$</th>
<th>$\Delta q^\ast$</th>
<th>$\Delta q^\ast$</th>
<th>$\sum Q_n$</th>
<th>$Q^\ast$</th>
<th>$\Delta Q^\ast$</th>
<th>$\Delta Q^\ast$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>1231</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1290</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>400</td>
<td>843</td>
<td>12</td>
<td>12</td>
<td>0</td>
<td>1323</td>
<td>12</td>
<td>11</td>
</tr>
<tr>
<td>2</td>
<td>200</td>
<td>1064</td>
<td>33</td>
<td>30</td>
<td>0</td>
<td>1346</td>
<td>56</td>
<td>58</td>
</tr>
<tr>
<td>3</td>
<td>300</td>
<td>987</td>
<td>56</td>
<td>58</td>
<td>0</td>
<td>1346</td>
<td>56</td>
<td>58</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>1239</td>
<td>8</td>
<td>9</td>
<td>300</td>
<td>998</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>1284</td>
<td>53</td>
<td>41</td>
<td>500</td>
<td>843</td>
<td>53</td>
<td>41</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>1299</td>
<td>68</td>
<td>65</td>
<td>450</td>
<td>908</td>
<td>68</td>
<td>65</td>
</tr>
<tr>
<td>7</td>
<td>450</td>
<td>906</td>
<td>125</td>
<td>106</td>
<td>750</td>
<td>665</td>
<td>125</td>
<td>106</td>
</tr>
<tr>
<td>8</td>
<td>250</td>
<td>1095</td>
<td>114</td>
<td>89</td>
<td>600</td>
<td>805</td>
<td>115</td>
<td>89</td>
</tr>
<tr>
<td>9</td>
<td>500</td>
<td>828</td>
<td>97</td>
<td>72</td>
<td>500</td>
<td>887</td>
<td>97</td>
<td>72</td>
</tr>
</tbody>
</table>

* The heat duties are in kW

### Table 3.6. Estimation of internal vapor and liquid flows

<table>
<thead>
<tr>
<th>Case</th>
<th>Vapor flow rate to the condenser</th>
<th>Estimated value of vapor flow rate to the condenser</th>
<th>Liquid flow rate returned to the top of the column</th>
<th>Estimated value of liquid flow rate returned to the top of the column</th>
<th>Vapor flow rate from the reboiler to the column</th>
<th>Estimated value of vapor flow rate from the reboiler to the column</th>
<th>Liquid flow rate to the reboiler</th>
<th>Estimated value of liquid flow rate to the reboiler</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>137.3</td>
<td>137.4</td>
<td>48.2</td>
<td>47.5</td>
<td>140.0</td>
<td>128.1</td>
<td>210.1</td>
<td>198.2</td>
</tr>
<tr>
<td>1</td>
<td>94.1</td>
<td>94.1</td>
<td>4.6</td>
<td>4.2</td>
<td>141.4</td>
<td>129.2</td>
<td>211.9</td>
<td>199.3</td>
</tr>
<tr>
<td>2</td>
<td>117.6</td>
<td>118.4</td>
<td>20.4</td>
<td>28.5</td>
<td>142.5</td>
<td>131.0</td>
<td>213.3</td>
<td>201.2</td>
</tr>
<tr>
<td>3</td>
<td>110.4</td>
<td>110.4</td>
<td>21.5</td>
<td>20.5</td>
<td>146.2</td>
<td>133.8</td>
<td>217.4</td>
<td>204.0</td>
</tr>
<tr>
<td>4</td>
<td>138.2</td>
<td>138.4</td>
<td>48.1</td>
<td>48.5</td>
<td>109.1</td>
<td>99.1</td>
<td>179.0</td>
<td>169.2</td>
</tr>
<tr>
<td>5</td>
<td>142.9</td>
<td>141.9</td>
<td>51.5</td>
<td>52.1</td>
<td>92.5</td>
<td>82.5</td>
<td>161.1</td>
<td>152.7</td>
</tr>
<tr>
<td>6</td>
<td>144.3</td>
<td>144.6</td>
<td>53.1</td>
<td>54.8</td>
<td>99.1</td>
<td>89.8</td>
<td>167.9</td>
<td>160.0</td>
</tr>
<tr>
<td>7</td>
<td>101.4</td>
<td>99.0</td>
<td>13.3</td>
<td>9.1</td>
<td>74.3</td>
<td>64.1</td>
<td>146.2</td>
<td>134.3</td>
</tr>
<tr>
<td>8</td>
<td>121.8</td>
<td>119.4</td>
<td>29.5</td>
<td>29.5</td>
<td>88.3</td>
<td>77.3</td>
<td>156.1</td>
<td>147.5</td>
</tr>
<tr>
<td>9</td>
<td>90.6</td>
<td>89.6</td>
<td>0.9</td>
<td>-0.3$^\dagger$</td>
<td>95.7</td>
<td>85.6</td>
<td>166.1</td>
<td>155.7</td>
</tr>
</tbody>
</table>

* The flow rates are in kmol/h

$^\dagger$ The estimation method yields to an infeasible result.
Our proposed method to estimate the changes in condenser and reboiler duties after internal heat integration proved to be reliable. The average deviation between the values obtained from rigorous simulations (exact solution) and the estimation was -4.2%. In most cases, the proposed equations underestimated the exact solution, however, the obtained values result in a tight lower bound for the exact solution.

### 3.9.3 Internal and external heat integration in conventional columns

All the sequences in the superstructure in Figure 3.7 were simulated at three different pressures, 101, 202 and 303 kPa. Tray efficiency is assumed to be 80%. Penalization parameter, $\alpha$, in Equation 30 of Chapter 2 is set to 1.0. The hierarchical optimization algorithm was executed in the IBM OPL ILOG by using CPLEX to separate the ternary mixture.

Figure 3.8a is the best SS sequence which can realize external heat integration between columns, the column separating B from C operates a higher pressure and supplies energy to the column separating A from B. Figure 3.8b is the feasible result of Figure 3.8a when validated through rigorous simulations. Figure 3.8c is the best sequence with internal and external heat integration for a minimum $LMDT$ of 10K. The internal heat integration is executed at the stages indicated by the same “X” in the figure. In addition, at the bottom of the figure, the quantitative data of internal heat exchange network are displayed. Internal heat integration is realized between the rectifying section of the columns separating AB from BC supplies energy to the stripping section of the column separating A from B while external heat integration is executed between the condensers in the column separating B from C and the other columns. Figure 3.8d is the feasible result of Figure 3.8c when validated through rigorous simulations. Figure 3.8c and 3.8d show some differences in the internal heat exchange networks because the proposed approach yields to a solution more optimistic than the actual feasible solution 3.8d. This means that the proposed approach underestimates the feasible optimal solution, but still it is a good result because the solution in Figure 3.8c is a tight lower bound.
Figure 3.8. Optimal heat integrated distillation sequences for the BTX mixture:

a) sequence with external heat integration (proposed method),
b) feasible sequence obtained by rigorous simulation of solution a,
c) sequence with external and internal heat integration (proposed method), and
d) feasible sequence obtained by rigorous simulation of solution c.

red: external heat integration, blue: internal heat integration, black: utility
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For the sake of comparison, the proposed method and the exact solution from rigorous simulations are shown in Table 3.7. When only external heat integration is possible, the results of both approaches did not show large differences. When internal and external heat integration are possible, the results of both approaches show some differences especially in the column separating B from C. Since solution 3.8c underestimates the actual feasible solution, the values of the reflux ratio in the proposed method yielded to a negative value.

Table 3.7 Economic and energy savings for the optimal sequences

<table>
<thead>
<tr>
<th>TAC [k$/y]</th>
<th>FC/PT [k$/y]</th>
<th>OH·OC [k$/y]</th>
<th>Economic savings [%]</th>
<th>Energy consumption [kW]</th>
<th>Energy savings [%]</th>
<th>$A_{opt}^{int}$</th>
<th>$R^c$ [-]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base case</td>
<td>534.2</td>
<td>216.7</td>
<td>317.5</td>
<td>3292</td>
<td>---</td>
<td>0.528</td>
<td>0.706</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3.309</td>
<td>0.528</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.528</td>
<td></td>
</tr>
<tr>
<td>Figure 3.8a</td>
<td>456.4</td>
<td>161.0</td>
<td>295.4</td>
<td>2514</td>
<td>24</td>
<td>0.704</td>
<td>3.307</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3.528</td>
<td></td>
</tr>
<tr>
<td>Figure 3.8b</td>
<td>458.0</td>
<td>161.8</td>
<td>296.2</td>
<td>2513</td>
<td>24</td>
<td>0.706</td>
<td>3.282</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.528</td>
<td></td>
</tr>
<tr>
<td>Figure 3.8c</td>
<td>420.3</td>
<td>170.4</td>
<td>249.9</td>
<td>1743</td>
<td>47</td>
<td>-0.39**</td>
<td>-0.71**</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.610</td>
<td></td>
</tr>
<tr>
<td>Figure 3.8d</td>
<td>451.1</td>
<td>167.6</td>
<td>283.5</td>
<td>1931</td>
<td>41</td>
<td>0.137</td>
<td>0.004</td>
</tr>
</tbody>
</table>

$A_{opt}^{int}$ is the optimal value of $A^{int}$ in Equation 29 of Chapter 2.

* Each line in the column $R^c$ defines the value of the reflux ratio for the first, second, and third column, respectively.

** The estimated reflux ratio according to Equation 19 in Chapter 2 yields to an infeasible value

From the presented results, a combination of external and internal heat integration in conventional columns can be an attractive solution to reduce the fixed and operation cost in distillation. Furthermore, compressors are not necessary to achieve internal heat integration. The use of
compressors in conventional and thermally coupled distillation columns is carried out in the next subsection.

3.9.4 External heat integration and vapor recompression in conventional and thermally coupled columns

Although conventional columns have employ energy conservation methods to reduce their energy consumption, they entail thermodynamic irreversibility due to the mixing of intermediate components. Therefore in this subsection, we deal with the synthesis problem to find optimal distillation columns by adopting vapor recompression in top vapor streams of conventional and thermally coupled columns as well as pressure change between thermally coupled columns.

The optimization algorithm was executed in the IBM OPL ILOG by using CPLEX to separate the ternary mixture. Figure 3.9 shows the optimal solutions of the proposed approach for conventional and thermally coupled columns while Figure 3.10 shows the optimal feasible results from the exact solution obtain through rigorous simulations.

Figure 3.9a is the optimal solution, which can realize the minimum $TAC$, it is a PPV sequence operating at 101 kPa. Figures 3.9b through 3.9d are suboptimal solutions when additional constraints are enforced. Figure 3.9b shows the best compressor free thermally coupled column (CF-TCD$S$), which is a PPV sequence whose first column operates at higher pressure and the second at lower pressure. To obtain this solution, only the aggregated tasks in the superstructure shown in Figure 3.7 were included, and the work duty, $W_{comp}^{i,j}$ for $i = j$ was set to a large value to avoid the selection of aggregated tasks where the first and second column operate at the same pressure. Figure 3.9c shows the best sequence having compressor in the structure (CA-TCD$S$). It is a PET sequence whose first column operates at higher pressure and the second at lower pressure. Therefore, a compressor in the lower part of the second column is necessary to link the vapor stream. To obtain this solution, only the aggregated tasks in the superstructure shown in Figure 3.7 were included, and the summation of the work duty $W_{comp}^{i,j}$ for all the aggregated tasks was enforced to take a positive value. Figures 3.9a through 3.9c did not realize external heat integration even though pressure change was enforced. Finally, Figure 3.9d is the best sequence with vapor recompression. To obtain this solution, all the tasks in Figure 3.7 were included in the superstructure and the summation of the work duty for vapor recompression, $W_{VR}^{i}$, in all the tasks was enforced to take a positive value. The top vapor stream in the column separating AB from BC was recompressed up for 303 kPa, which
resulted in heat integration with the reboiler of the column separating A from B. In addition, external heat integration between columns separating B from C and AB from BC was realized.

Figure 3.9. Optimal distillation sequences obtain from the proposed method:

a) sequence with the minimum TAC,
b) best compressor-free thermally coupled sequence
c) best compressor-aided thermally coupled sequence
d) best sequence when vapor recompression is enforced.

red: external heat integration, purple: work duty, black: utility
Figure 3.10. Optimal distillation sequences obtain from rigorous simulations: 

a) sequence with the minimum TAC,
b) best compressor-free thermally coupled sequence
c) best compressor-aided thermally coupled sequence
d) best sequence when vapor recompression is enforced. 

red: external heat integration, purple: work duty, black: utility
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Each of the results in Figure 3.10 is calculated assuming that the structure of the process is the same as the corresponding structure in Figure 3.9. The results show higher energy consumption than those in Figure 3.9 for each case, which result in higher operating cost. For the case of sequences in Figure 3.9d and 3.10d, the heat integration network is different. Figure 3.9d is the result after solving the synthesis problem while Figure 3.10d is the closest feasible solution obtained from rigorous simulation based on the results shown in Figure 3.9d. Figure 3.10d realized vapor recompression in the column separating AB from BC and external heat integration between columns AB/BC and A/B, and columns B/C and AB/BC.

| Table 3.8 Economic and energy savings for the optimal sequences |
|-------------------|----------------|----------------|-----------------|----------------|----------------|
| Base case        | 534.2          | 216.7          | 317.5           | ---               | 3292               | ---               |
| PET at 101 kPa   | 376.9          | 87.2           | 289.7           | 29                | 1 830               | 44                |
| Figure 3.9a      | 360.6          | 162.5          | 198.1           | 32                | 2 057               | 38                |
| Figure 3.10a     | 360.6          | 162.5          | 198.1           | 32                | 2 057               | 38                |
| Figure 3.9b      | 415.1          | 145.8          | 269.3           | 22                | 1 989               | 40                |
| Figure 3.10b     | 412.8          | 136.4          | 276.4           | 23                | 2 002               | 39                |
| Figure 3.9c      | 455.1          | 111.7          | 343.4           | 14                | 2 166               | 34                |
| Figure 3.10c     | 469.1          | 114.3          | 354.8           | 12                | 2 238               | 32                |
| Figure 3.9d      | 472.6          | 203.2          | 269.4           | 11                | 1 900               | 42                |
| Figure 3.10d     | 514.4          | 227.1          | 287.3           | 4                 | 1 989               | 40                |
For the sake of comparison, the results of the proposed method and the exact solution from rigorous simulations are summarized in Table 3.8. Although the results of both approaches are different, the TAC and energy consumption of the sequences validated with rigorous simulations are not very different from those obtained by the proposed method. Figures 3.9d and 3.10d show changes in the TAC because the compressor equipment cost and work duty is larger for the later. However, the difference in the energy consumption was not large. For the results presented in this subsection, the solutions obtained by the proposed method are reliable and offer a tight lower bound for a feasible solution.

In addition, the work duty was converted into energy by multiplying its value by 3 because this number is an empirical coefficient that considers the cost electricity in Japan.\textsuperscript{16,17}

### 3.9.5 Internal and external heat integration in thermally coupled distillation columns

In the previous section, CA-TCDS and CF-TCDS were not better alternatives than conventional thermally coupled columns which keep the same pressure in columns (sections) with linking vapor streams. Even when the pressures of two columns are changed, the optimal results are the structures with neither external nor internal heat integration. Therefore, now the synthesis problem of thermally coupled distillation columns, which can realize internal heat integration, is covered in this subsection. For this aim, the superstructure in Figures 3.2 (left side) is solved through the hierarchical optimization procedure proposed in section 3.8.

The hierarchical optimization procedure for CF-TCDS and CA-TCDS with internal heat integration under several values of the LMTD, $Q_{UP}$, and $A^\text{in}$ was executed. However, there was not a solution with lower cost than the optimal thermally coupled solution in Figure 3.9a. For comparison purposes, Figure 3.11 shows the best CA-TCDS with internal heat integration obtained by the proposed approach and the solution obtained through rigorous simulations.

Both sequences in Figure 3.11 are the PPV sequence whose first column operates a higher pressure and the second at lower pressure. Therefore, a compressor in the upper part of the first column is necessary to link the vapor stream. At the bottom of the figure, the detailed heat exchange network for the CA-TCDS is shown. This arrangement effectively reduced the amount of energy from hot utilities, but instead it used electricity and a compressor, which resulted in a more expensive fixed and operating cost than the best CA-TCDS without internal heat integration. Table 3.9 shows a comparison between the solutions in Figure 3.11 in terms of economic and energy savings.
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**Figure 3.11.** Best CA-TCDS with internal heat integration:
a) sequence obtained through the proposed approach, and
b) sequence obtained through rigorous simulations.
red: external heat integration, purple: work duty, black: utility

<table>
<thead>
<tr>
<th>Table 3.9 Economic and energy savings for the optimal sequences</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>TAC</strong></td>
</tr>
<tr>
<td>[k$/y]$</td>
</tr>
<tr>
<td>Base case</td>
</tr>
<tr>
<td>Figure 3.12a</td>
</tr>
<tr>
<td>Figure 3.12b</td>
</tr>
</tbody>
</table>

$A_{\text{int}}^\dagger$ is the optimal value of $A_{\text{int}}$ in Equation 29 of Chapter 2.

* Each line in the column $R^*$ defines the value of the reflux ratio for the first, second, and third column, respectively.
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The comparison between the solutions shows that the proposed approach underestimates the feasible design, especially in terms of energy consumption at the reboilers. In the next section, the main conclusions of this chapter are presented.

3.10 Discussion of results

Conventional columns with compressor-free internal heat integration realized the highest economic and energy savings followed by thermally coupled distillation columns without heat integration. When the use of compressors was enforced, less economic and energy savings were attained. This behavior is because the selected pressure range for these sequences was rather narrow.

From the presented results in Tables 3.7 through Table 3.9, thermally coupled columns are economically more appealing than conventional columns with external heat integration, however, when internal heat integration is enforced; the highest energy savings can be realized.

For the presented BTX mixture, pressure change in thermally coupled columns does not represent an attractive solution to realize external heat integration.

The results from rigorous simulations were useful to determine the reliability of the proposed approach. Similar results from the rigorous simulations were obtained; however, the proposed approach underestimated the feasible solution in most of the presented sequences.

In some cases, the estimation of the reflux ratio after internal heat integration resulted in negative values, this means, the proposed approach represents an optimistic situation with minimum energy consumption. To avoid negative values in the estimation of reflux ratio, this estimation must be included in the optimization mathematical programming problem and to restrict the reflux ratio to positive numbers. If the last statement is enforced, even better solutions might be obtained, which means tighter lower bounds to the synthesis problem can be obtained.

3.11 Conclusions

A hierarchical optimization algorithm was proposed to synthesize compressor aided distillation sequences where internal heat integration, external heat integration and vapor recompression are possibilities to reduce the energy consumption and cost in distillation.

A hierarchical optimization procedure similar to the one presented in Chapter 2 was proposed and represented by superstructures. At the first level, all the possibilities for internal and external heat integration between the rectifying section of one column and the stripping section of another were
comprised while at the second level, external heat integration and vapor recompression for all the possible distillation sequences of columns were included.

The concept of contribution terms was extended to estimate the internal flows in a distillation column at the top and the bottom.

A case study to separate a ternary mixture was taken. The results showed that the use of thermally coupled columns could effectively attain economic savings up to 32% and energy savings around 40%. However, the highest energy savings (47%) were attained by the sloppy split sequence (SS) when internal and external heat integration were adopted simultaneously, and such combination could outperform typical external heat integration in terms of TAC and energy consumption.

As the number of components in the original mixture, and the possible energy conservation methods increase, the complexity of the problem can drastically increase. In addition, as the number of optimal solutions increase, only the economic assessment lacks of reliability, specially for sequences where compressors are added. Therefore the next chapter will deal with not only economic optimization, but also with the assessment of more than one objective function by formulating multi-objective optimization problems.

**Chapter nomenclature**

\[ A^{in} \] = area for the side heat exchanger \[ [m^2] \] 
\[ B_i' \] = flow rate of bottom product of column \( i \) (or task \( i \)) \[ [kmol/s] \] 
\[ C_{col}^{i} \] = column cost of task \( i \) \[ [k\$] \] 
\[ C_{tray}^{i} \] = tray cost of task \( i \) \[ [k\$] \] 
\[ C_{heat}^{i} \] = cost of heating utility \( i \) \[ [k$/kWh] \] 
\[ C_{cool}^{j} \] = cost of cooling utility \( j \) \[ [k$/kWh] \] 
\[ C_{elec} \] = cost of electricity \[ [k$/kWh] \] 
\[ C_{VR}^{i} \] = compressor cost to realize vapor recompression in streams to condensers of column \( i \) (or task \( i \)) \[ [k\$] \] 
\[ C_{comp}^{i,j} \] = compressor cost which is installed to flow a vapor stream from column \( i \) (or task \( i \)) to column \( j \) (or task \( j \)) \[ [k\$] \] 
\[ C_{ext}^{i,j} \] = heat exchanger cost per unit amount of heat exchanged between the rectifying section of task \( i \) and stripping section of task \( j \) \[ [k$/kW] \] 
\[ CA \] = set of the pair of columns which compose a thermally coupled task \[ [ - ] \] 
\[ COLF_s \ (COLP_s) \] = set of columns which have state \( s \) as an output (as an input) \[ [ - ] \]
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\[ CS^{i,j} = \text{total cost for all the side heat exchangers for internal heat integration between the rectifying section of task } i \text{ and stripping section of task } j \ [\text{k$}] \]

\[ CU = \text{set of cold utilities } \ [\text{-}] \]

\[ D^i = \text{distillate flow rate of column } i \ (\text{or task } i) \ [\text{kmol/s}] \]

\[ F^i = \text{feed flow rate of column } i \ (\text{or task } i) \ [\text{kmol/s}] \]

\[ FC = \text{fixed cost } \ [\text{k$}] \]

\[ FEED = \text{set of tasks whose input stream is the original feed state } \ [\text{-}] \]

\[ HU = \text{set of hot utilities } \ [\text{-}] \]

\[ M_i = \text{number of stages in a rectifying section of column } i \ [\text{-}] \]

\[ N_j = \text{number of stages in a stripping section of column } j \ [\text{-}] \]

\[ OC = \text{operating cost } \ [\text{k$/h}] \]

\[ OH = \text{annual operation hours } \ [\text{h/y}] \]

\[ P_i = i\text{-th pressure level } \ [\text{kPa}] \]

\[ PT = \text{payout time } \ [\text{y}] \]

\[ q^c = \text{condenser heat duty after heat integration } \ [\text{kW}] \]

\[ q_0^{c,i} = \text{condenser heat duty before heat integration for task } i \ [\text{kW}] \]

\[ q_m = \text{amount of heat removed from stage } m \text{ of rectifying section } \ [\text{kW}] \]

\[ q_{\text{opt}}^{i,j} = \text{net reduction of condenser duty of column } i \text{ resulted from heat integration between the rectifying section of column } i \text{ and the stripping section of column } j \ [\text{kW}] \]

\[ \Delta q^c = \text{overall compensation term of condenser } \ [\text{kW}] \]

\[ \hat{\Delta q}^c = \text{estimated value of } \Delta q^c \ [\text{kW}] \]

\[ Q^r = \text{reboiler heat duty after heat integration } \ [\text{kW}] \]

\[ Q_0^{r,j} = \text{reboiler heat duty before heat integration for task } j \ [\text{kW}] \]

\[ Q_n = \text{amount of heat supplied to stage } n \text{ of stripping section } \ [\text{kW}] \]

\[ Q_{\text{ext}}^{i,j} = \text{amount of heat exchanged between the top vapor stream of task } i \text{ and the bottom liquid stream of task } j \ [\text{kW}] \]

\[ Q_{\text{opt}}^{i,j} = \text{net reduction of the reboiler duty of column } j \text{ resulted from heat integration between the rectifying section of column } i \text{ and the stripping section of column } j \ [\text{kW}] \]

\[ Q_{UP} = \text{upper bound of the amount of energy exchanged by internal heat integration } \ [\text{kW}] \]

\[ \Delta Q^r = \text{overall compensation term of reboiler } \ [\text{kW}] \]

\[ \hat{\Delta Q}^r = \text{estimated value of } \Delta Q^r \ [\text{kW}] \]

\[ ST = \text{set of all states } \ [\text{-}] \]
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\(STc = \text{set of aggregated states} \quad [\cdot]
\)

\(TKF_{s} \ (TK_{ps}) = \text{set of task whose output (input) flow connects an aggregated state} \ s \quad [\cdot]
\)

\(TAC = \text{total annual cost} \quad [\text{k$$/y}]
\)

\(TK = \text{set of tasks} \quad [\cdot]
\)

\(VR = \text{set of tasks with vapor recompression} \quad [\cdot]
\)

\(W_{comp}^{i,j} = \text{compressor work duty for the stream from column} \ i \ (\text{or task} \ i) \ \text{to the column} \ j \ (\text{or task} \ j) \quad \text{in a thermally coupled column or an aggregated task} \quad [\text{kW}]
\)

\(W_{vr}^{i} = \text{compressor work duty to increase the pressure of a stream to a condenser in column} \ i \ (\text{or task} \ i) \quad [\text{kW}]
\)

\(Y_{i,j} \quad \text{binary variable which become one if heat exchange between tasks} \ i \ \text{and} \ j \ \text{is realized} \quad [\cdot]
\)

\(Y_{comp}^{i,j} \quad \text{binary variable which become one if a compressor exists between tasks} \ i \ \text{and} \ j \quad [\cdot]
\)

\(Y_{ext}^{i} \quad \text{binary variable assigned to task} \ i. \ \text{It becomes one when task} \ i \ \text{is selected} \quad [\cdot]
\)

\textbf{Greek letters}

\(\delta_{n}^{c}, \ \delta_{m}^{c} = \text{binary variable in estimation equations of compensation terms} \quad [\cdot]
\)

\(\phi_{comp} \quad \text{parameters to calculate the compressor cost} \quad [\cdot]
\)

\textbf{Reference literature}
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Chapter 4

Multi-objective optimization of intensified distillation sequences

4.1 Introduction

Multi-objective optimization (MOO), also known as multi-criteria optimization, refers to finding values of decision variables, which correspond to and provide the optimum of more than one objective\(^1\). Unlike in single objective optimization, which gives a unique solution, MOO can obtain several optimal solutions when two or more objectives conflict each other. Hence, MOO uses special optimization techniques for considering two or more objectives and analyzing the results obtained. To optimize the design and operation of industrial processes, economic assessment has been generally used as the optimization criterion. This strategy is natural for commercial enterprises. However, the economic criterion changes with time and sometimes optimization criteria contradict each other or are not directly related each other. For example, minimizing an environmental stress resulted from CO\(_2\) emissions or minimizing the releases of toxic materials are optimization criteria, which usually conflict with optimizing the economic assessment. The optimization results obtained for different objectives may suggest us essential points of the problem and innovative alternatives. Thus, MOO has gained remarkably importance in the last years because the diversity is requested to the management of the commercial enterprises.

In the case of distillation sequences, minimizing the sum of equipment and operating costs has primarily been chosen as the optimization criterion. However, as environmental restrictions are getting stricter and the price of fossil fuel becomes more uncertain, it becomes more important to design distillation processes by taking several criteria into account. For example, compressors have high fixed cost but can drastically reduce the energy requirements. Thus, even if a structure without compressors is selected as the optimal structure, which minimizes the total annual cost at current energy price, the structure with compressors may be selected in near future when the energy price is drastically increased. In addition, from the environmental viewpoints, the amount of CO\(_2\) emissions may be restricted. In such a case, the structure with less CO\(_2\) emission must be selected even if the total annual cost is higher.
From such situations, there has been an ambiguous economic and environmental interpretation when compressors are included in distillation sequences. Therefore, this chapter aims to derive a meaningful interpretation of vapor recompression in conventional columns, and at the vapor streams from low to high pressure section of thermally coupled columns. Both the total annual cost and the energy consumption are selected as the objective functions, and are optimized simultaneously using the multi-objective optimization technique to separate ternary, four-component, and five-component mixtures. Furthermore, three-objective problem, which minimize the total annual cost, CO₂ emissions and the release of toxic chemicals in the production of anhydrous ethanol from lignocellulosic materials, is discussed.

### 4.2 Synthesis of conventional and thermally coupled sequences

Caballero and Grossmann² proposed a superstructure representation based on short-cut methods to synthesize conventional (a single feed, two product streams, a condenser, and a reboiler) and complex (several feeds and product streams with or without a condenser or a reboiler) distillation sequences with heat integration. Their representation formulated the problem as a generalized disjunctive programming (GDP) problem, and then the derived problem was solved as a reformulated MINLP problem. Their results showed that the best sequence did not have heat integration when the pressure was kept constant; however, the best sequence had heat integration when pressure change in conventional columns was possible. In either case, the resulting sequence, which minimizes the total annual cost (TAC) was a combination of conventional and complex columns. Yiqing et al.³ utilized a simulated annealing optimization technique based on short-cut methods and pinch analysis to synthesize conventional and thermally coupled distillation sequences with heat integration. The pressure selection was embedded in the short-cut methods, but columns with thermal coupling were operated at the same pressure. Their results showed that a combination of conventional and thermally coupled heat integrated columns yielded the best sequence, which minimized the TAC.

In the following sections, a systematic procedure for synthesizing the optimal distillation sequences is proposed. The proposed procedure explicitly includes many types of thermally coupled distillation columns as candidate sequences, and the vapor recompression of streams to condensers is allowed so as to effectively use the sensible heat of the vapor.
4.2.1 Superstructure generation

Figure 4.1 shows all sub-sequences adopted in this research. The conventional column (CC) is shown in Figure 4.1a, and a structure having a sloppy split (SS) is in Figure 4.1b. The other figures show thermally coupled columns: the Petlyuk column (PET) in Figure 4.1c, the partial Petlyuk column with a reboiler in the first column (PPV) in Figure 4.1d, the partial Petlyuk column with a condenser in the first column (PPL) in Figure 4.1e, a partially coupled sequence with vapor side stream to the second column (PCV) in Figure 4.1f, and the partially coupled sequence with liquid side stream to the second column (PCL) in Figure 4.1g.

The feed streams in Figure 4.1 are not restricted to a ternary mixture. L represents the light component or a set of light components, M represents the middle component or a set of middle components, and H represents the heavy component or a set of heavy components. The final separation structure is the combination of those structures.

![Figure 4.1](image.png)

**Figure 4.1.** Candidate sub-sequences investigated in the research

In addition to the Petlyuk column and its partially coupled alternatives, Agrawal and Fidkowski pointed out that the thermally coupled columns become more operable by reducing the number of
interconnections and adopting unidirectional vapor streams. Thus, the partially coupled sequences (PPV and PPL) and the unidirectional vapor connection sequences (PCV and PCL) are explicitly included in candidate sub-sequences. Complex sequences that can separate a mixture into four or more products (e.g., four-component Petlyuk column) are not treated in this research.

The same mathematical model can express PPV and PCL when the first and second columns operate at the same pressure. These two structures, however, show different separation performance and column cost when the two columns operate at different pressures. Thus, PPV and PCL are treated as different sub-sequences. For the same reason, PPL and PCV are also treated as different sub-sequences.

To enhance the heat integration among the columns, the pressures of two columns in a sub-sequence are not necessarily the same. When the pressures of two columns are different, pumps, compressors and/or valves are installed between them. As the fixed and operating costs of compressors cannot be neglected, they are added to the TAC.

The first step in solving the synthesis problem is to define all candidate distillation sequences. In this chapter as well, a superstructure-based approach is adopted to enumerate them. The complexity of the superstructure greatly depends on the number of candidate sequences and the number of components to be separated. Here, candidate sequences are limited to the combination of sub-sequences shown in Figure 4.1.

The superstructure of distillation sequences separating a four-component mixture is shown in Figure 4.2, where each rectangle represents a sub-sequence in Figure 4.1 and ellipses are the feed, intermediate products and final products. The mixture consists of A, B, C, and D, with A the most volatile component. A/BCD means that mixture ABCD is separated into A and BCD by a conventional column, while AB/C/D means that ABCD is separated into AB, C, and D by a complex sub-sequence in Figure 4.1.

The superstructure generated in this section is a state task network representation. Each ellipse is a state having information of the composition and physical conditions. When the amount of feed and its composition as well as the composition of every product are given, the amount of each product can be calculated from material balance equations. Some states in Figure 4.2 have more than one inlet and/or outlet flows. It is assumed that the number of inlet to and outlet from the state is restricted to one or zero for the finally derived structure, i.e., flow split is not permitted. By introducing this assumption, the conditions of intermediate states such as ABC or BCD in Figure 4.2 are uniquely determined. It is assumed that each state is liquid at its saturated temperature and that the compression and decompression cost of liquid is negligible. Thus, liquids with the same composition are expressed by one state even if the pressure is different. It is also possible to include states as saturated vapor. In such cases, as the compression cost of vapor cannot be neglected, the vapor at different pressure should be treated as different task even if the composition and the flow rate are the same.
Figure 4.2. Superstructure of a four-component separation problem

The fixed cost and the operating cost depend on the operating pressure. Thus, the columns with different pressures are treated as different tasks even if the feed and product states are the same. A thin rectangle in Figure 4.2 shows a set of simple tasks executed by conventional columns, CC. Tasks executed by sub-sequences in Figure 4.1b through 4.1g are hereafter called aggregated tasks. A set of aggregated tasks having the same inlet and outlet states is expressed by a thick rectangle in Figure 4.2. In this work, the pressures of the first and second columns in a sub-sequence are not necessarily the same. If the pressure of some columns is different, such sub-sequences are treated as different aggregated tasks even when the inlet and outlet states are the same. To avoid complexity, the set of aggregated tasks with the same feed and product states is expressed by one rectangle in Figure 4.2.

An aggregated task is a compacted representation of two or three tasks and intermediate states. Suppose that SS in Figure 4.1 can be used to separate ABCD into AB/C/D. In this case, the aggregated task AB/C/D can be decomposed into three tasks and two intermediate states as shown in Figure 4.3a. It is assumed that each column in the sequence can take one of the predetermined discrete pressures.

The columns with different pressures are treated as different tasks. Thus, each rectangle in Figure 4.3a is a set of tasks. When PET, PPV or PPL in Figure 4.1 is adopted, the aggregated task AB/C/D
can be decomposed into two tasks and one aggregated intermediate state as shown in Figure 4.3b. The aggregated state depicted by a bold ellipse is a virtual state consisting of the liquid and vapor streams linking two columns into a thermally coupled column. Similarly, the aggregated task AB/C/D for PCV and PCL is decomposed to those shown in Figure 4.3c and Figure 4.3d, respectively.

Figure 4.3. Decomposition of aggregated tasks

4.3 Determination of the number of stages in tasks

The calculation the number of stages in a conventional column (CC) and the structure having a sloppy split (SS) can be done by the proposed methodology explained in Chapter 3. For aggregated tasks made of thermally coupled columns, the calculation of the number of stages is based on the section analogy proposed in Chapter 3. This section analogy is applied to other aggregated tasks made of thermally coupled columns. An example of the analogy between SS and two thermally coupled
columns is illustrated in Figure 4.4. Without losing generality, this section analogy is also applied to more than three-component cases so long as a feasible design of SS exists.

The exemplified analogy in Figure 4.4 can be extended to all the thermally coupled columns in Figure 4.1. Moreover, when the sections can be moved from one column to another, different thermally coupled columns can be originated. Figure 4.5 shows the difference between the PPL and PCV for aggregated tasks.
Moving section 6 of the aggregated task PPL from the second column to the first column generates the PCV aggregated task. If the pressure is kept constant in both aggregated tasks, they are thermodynamically equivalent even though the direction of the vapor stream is opposite in each aggregated task. In the PPL aggregated task, vapor flows from the second column to the first column while in the PCV aggregated task, vapor flows from the first column to the second column.

Contrary, if pressure change is allowed as in Figure 4.5, the PPL and PCV aggregated tasks are not thermodynamically equivalent anymore because section 6 operates at a different pressure in each case. Furthermore, to warranty a feasible sequence, vapor and liquid streams must flow from high pressure (sections in purple) to low pressure (sections in white), therefore, compressors, pumps and throttling valves are necessary. Because the equipment cost and electricity cost of compressors cannot be neglected in the synthesis problem, they must be included as decision variables. The compressors in Figure 4.5 are represented by purple trapeziums. In this case, the PPL aggregated task is a compressor-free thermally coupled column while the PCV aggregated task is a compressor-aided thermally coupled column. The same assertion is valid for the PPV and PCL aggregated tasks.

In summary, pressure change results in different thermally coupled columns which are not thermodynamically equivalent, thus, they must be treated as different tasks and be optimized independently from each other during the rigorous simulation step, which is explained in the next section.

### 4.4 Rigorous simulation of distillation sub-sequences

A short-cut simulation has been widely used to derive information on condenser and reboiler duties as well as the vapor flow rate in the column, which can be used to estimate the cost and energy requirements of each task²,³. Since the results based on short-cut simulations are not accurate for non-ideal cases, rigorous models are necessary to obtain reliable results. However, when rigorous models are directly embedded in the synthesis formulation⁷, crucial difficulties in solving MINLP problems arise due to nonlinearity and non-convexity of the formulated model. Therefore, their implementations have been mostly restricted to ideal or nearly ideal mixtures. In our proposed method, rigorous simulations are executed to derive the number of stages and to derive the column conditions, and the derived data are used in the synthesis problem formulated as an MILP problem. Thus, more accurate input data can be obtained compared with the short-cut methods, and less time is consumed compared with MINLP formulation.

For simple tasks executed by CC and aggregated tasks executed by SS, data such as the reboiler and condenser heat duties have been optimized after determining the number of stages. For an aggregated task made of thermally coupled columns, the number of stages of each column has been determined
by using the analogy with SS as shown in Figure 4.4. The flow rates of thermal linking streams are optimized as proposed in section 3.4 at the reference pressure. Then, additional simulations at several discrete pressures are executed by fixing the flow rates of thermal linking streams at the optimal value.

### 4.5 Mathematical formulation

The MILP formulation proposed in this work is based on the transportation problem presented by Andrecovich and Westerberg\(^4\). The advantage of the proposed formulation is that the following data for each task can be obtained by the prior execution of rigorous simulations:

1. **Design parameters:**
   - Condenser duty, reboiler duty, number of stages, and column diameter.
   - Compressor work duty.
   - Compressor cost.
   - Heat exchangers cost.
2. **Flow rate and composition of each input and output streams,** and
3. **Top and bottom temperatures.**

Although these data can be obtained from short-cut methods, rigorous simulations supply more realistic values especially in non-ideal cases. Rigorous simulations of each column implicitly deal with all the non-linearity such as complex thermodynamics and non-convexities such as stage-by-stage bilinear products of flow rate and composition. Thus, at the synthesis stage, the problem can be expressed by an MILP problem, which can be solved easily compared with a non-linear, non-convex MINLP problem, which requires strong and sophisticated mathematical skills and might fail to warranty global optimality. The combination of rigorous simulations and MILP optimization is easier to perform, and can derive the global optimal solution in shorter computation time.

#### 4.5.1 Vapor recompression and external heat integration in sub-sequences

The constraints and the objective function are explained here. The connectivity constraints between columns to generate feasible sequences are given by

\[
\sum_{i \in FEED} Y^i_{ext} = 1
\]  

(1)
\[ \sum_{i \in TK_F} Y^i_{ext} - \sum_{i \in TK_P} Y^i_{ext} = 0 \quad s \in ST \cup ST_c \]  

(2)

where \( Y^i_{ext} \) is a binary variable assigned to each task. If task \( i \) is selected, \( Y^i_{ext} \) takes one; otherwise it takes zero. \textit{FEED} denotes the set of tasks whose input stream is the original feed mixture. \( ST \) is the set of all states, excepting the feed and product states. \( ST_c \) is the set of all aggregated states. \( TK_F \) and \( TK_P \) are the set of tasks, which have state \( s \) or aggregated state \( s \) as an output and as an input, respectively.

The energy balance constraints to satisfy the energy demand at the condensers and at the reboilers are described by

\[ \sum_{i \in TK} Q^{i,j}_{ext} + \sum_{i \in HU} Q^{i,j}_{ext} = Q^{i,j}_{0} Y^j_{ext} \quad j \in TK \]  

(3)

\[ \sum_{j \in TK} Q^{i,j}_{ext} + \sum_{j \in CU} Q^{i,j}_{ext} = q^{i,j}_{0} Y^i_{ext} \quad i \in TK \]  

(4)

where \( TK \) is the set of all the tasks in the superstructure and \( Q^{i,j}_{ext} \) is the amount of heat exchanged between the top vapor of task \( i \) (or hot utility \( i \)) and the bottom liquid of task \( j \) (or cold utility \( j \)). An infeasible match \((i, j)\) is avoided by assigning a very large value, such as \( 1e6 \), to its heat exchange cost.

Finally, the following equations are necessary to express the existence of a compressor in a vapor stream from a low pressure column to a higher pressure column.

\[ \sum_{j \in TK_P} Y^{i,j}_{comp} - Y^i_{ext} = 0 \quad i \in TK_F, s \in ST_c \]  

(5)

\[ \sum_{i \in TK_P} Y^{i,j}_{comp} - Y^j_{ext} = 0 \quad j \in TK_P, s \in ST_c \]  

(6)

where \( Y^{i,j}_{comp} \) is a variable that indicates the use of aggregated task, which consists of task \( i \) and task \( j \).

Since \( Y^{i,j}_{comp} \) is determined by binary variables \( Y^i_{ext} \) and \( Y^j_{ext} \), there is no need to define \( Y^{i,j}_{comp} \) as a binary variable; it can be defined as a continuous variable between zero and one instead. This definition effectively works to reduce the number of binary variables.

Here, two types of objective functions are introduced: the total annual cost, \( TAC \), and the energy consumption, \( EC \). The optimization problem, which minimizes the total annual cost, \( TAC \), can be formulated as:

\[ \min \quad TAC = \frac{FC}{PT} + OH \cdot OC \]  

(7)

where \( PT \) is the payout time and \( OH \) is the annual operation hours. \( TAC, FC \) and \( OC \) are the values for the total annual cost, fixed and operating costs, which are given by
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\[ FC = \sum_{i \in TK} (C_{col}^i + C_{tray}^i + C_{VR}^i) Y_{ext}^i + \sum_{i, j \in TK} C_{i,j}^{ext} Q_{i,j}^{ext} + \sum_{i \in HU} C_{i}^{ext} Q_{i}^{ext} + \sum_{i \in TK} C_{i,j}^{ext} Q_{i,j}^{ext} + \sum_{i \in TK} C_{i}^{ext} Q_{i}^{ext} \]
\[ + \sum_{i \in STc} \sum_{j \in TK, j \in CU} C_{i,j}^{comp} Y_{comp}^{i,j} \]

\[ OC = \sum_{i \in HU} C_{i}^{heat} Q_{i}^{heat} + \sum_{i \in TK} C_{i}^{cool} Q_{i}^{cool} + C_{elec} \left( \sum_{j \in TK} W_{iVR, j} Y_{VR, j} + \sum_{j \in TK} W_{i,j} Y_{comp}^{i,j} \right) \]

where \( C_{col}^i \), \( C_{tray}^i \), and \( C_{VR}^i \) are the column cost, tray cost, and cost of the installed compressor to realize vapor recompression of task \( i \), respectively. \( C_{comp}^{i,j} \) is the cost of the compressor installed between the task \( i \) and \( j \) made of thermally coupled columns. \( C_{col}^i \), \( C_{tray}^i \), \( C_{VR}^i \), and \( C_{comp}^{i,j} \) have been calculated in advance at the first optimization step which is explained at section 2.7. \( W_{iVR}^i \) and \( W_{comp}^{i,j} \) are the compressor work duty to realize vapor recompression of top the vapor stream in task \( i \) and the side vapor streams in thermally coupled columns (task \( i \) and \( j \)). \( C_{ext}^i \) is the unit cost of external heat exchanger to execute unit amount of heat exchange. \( C_{heat}^i \), \( C_{cool}^i \), and \( C_{elec} \) are the costs of heating utility \( i \), cooling utility \( j \), and electricity respectively. The equipment cost was calculated according to Turton et al.\(^8\).

Compressors have a negative impact on the fixed and operating costs because of their expensive hardware and electricity costs, but they also have a positive impact through reducing the amount of energy used at the reboilers. Thus, a second objective function that explicitly evaluates the energy consumption of a sequence is added to evaluate the positive and negative impacts of compressors.

\[ EC = \sum_{i \in TK} Q_{i}^{ext} + 3 \left( \sum_{j \in TK} W_{iVR, j} Y_{VR, j} + \sum_{d \in IDc, j \in TKF} W_{comp}^{i,j} Y_{comp}^{i,j} \right) \]

where \( EC \) is the value of the energy consumption in distillation sequences. The first term of the right-hand side of Equation 9 is the amount of heat used at the reboilers and the second term is the work duty at the compressors. The work duty is converted into energy by multiplying its value by 3, which is an empirical coefficient estimated from electricity efficiency in Japan\(^9\) because the conversion factor for the compressor duty was determined as 2.85 in 2005 by taking the power...
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generation efficiency in Japan according to the Ministry of Economy, Trade and Industry of Japan.\textsuperscript{10} The energy removed from tasks by cold utilities is not included in EC.

The final formulation of the problem is to minimize Equations 7 and/or 9 under the constraint of Equations 1 to 6. The decision variables are $\{Y_{\text{ext}}^i\}$, and $\{Q_{\text{ext}}^{i,j}\}$.

4.6 Multi-objective optimization

Multi-objective optimization problems (MOO) involve two or more objective functions, which depend on many decision variables and constraints. Equation 9 presents a general description of a multi-objective optimization problem with two objectives: $f_1(X)$ and $f_2(X)$ where $X$ is the vector of decision variables for a general problem.

$$\begin{align*}
\min_X f_1(X) \\
\min_X f_2(X) \\
s.t.
X^{lo} \leq X \leq X^{up} \\
h(X) = 0 \\
g(X) \leq 0
\end{align*}$$

(9)

where the superscripts $lo$ and $up$ denote the lower and upper bound, respectively, for the decision variables. The lower and upper bounds can be continuous, integer or binary variables. The equality constraints $h(X) = 0$ result from mass or energy balances, etc. The inequality constraints $g(X) \leq 0$ result from equipment, material, operating conditions, purity specifications and other configurations.

The two objectives, $f_1(X)$ and $f_2(X)$, are often conflicting. In such cases, there will be many optimal solutions to Equation 9. All these solutions are equally good because of one of them is better than the rest in at least one objective. This implies that the worsening of one objective improves the optimal solution another objective. The solutions of an MOO problem are known as Pareto-optimal solutions, which are defined as follows:

The set: $X^p$, $f_1(X^p)$ and $f_2(X^p)$ is said to be a Pareto-optimal solution for the two-objective problem in Equation 9, if and only if, there is no other feasible $X$ such that $f_1(X) \leq f_1(X^p)$ and $f_2(X) \leq f_2(X^p)$ with strict inequality valid for at least one objective.\textsuperscript{1}
Although there are several methods for solving multi-objective optimization problems, the most robust approach involves normalizing each term in the objective function. One way to delimit objective functions between zero and one is by normalizing them as shown in Equation 10

$$f_k^*(X) = \frac{f_k(X) - f_k^*}{f_k^N - f_k^*}, \quad k = 1..n$$

where $n$ is the number of objective functions, therefore, in a two-objective function $n=2$. The superscript $^*$ and $N$ denote the utopia and the Nadir points. The utopia point of the $k$-th objective function is defined by optimizing the objective function $f_k$ while the Nadir point of $f_k$ is defined by the maximum value of $f_k$ when optimizing each of the other objectives. The mathematic definition of the utopia and Nadir point is shown in Equation 11.

$$f_k^* = \min_{X_k} f_k(X)$$
$$f_k^N = \max_{k \neq k'} \{\min_{X_{k'}} f_{k'}(X)\}$$

After normalizing the objective functions, the problem to solve several objectives simultaneously arises. There are several multi-objective optimization techniques, which are reported in literature references. However, in this chapter we will focus on a particular type of techniques termed as Weighted Sums (WS), which is widely used in solving MOO. The WS approach weights the objective functions with a parameter. Equation 12 gives a general description for the WS approach.

$$\min_{X} WF = \sum_{k=1}^{n} w_k f_k(X)$$

s.t.

$$X_{lo} \leq X \leq X_{up}$$
$$h(X) = 0$$
$$g(X) \leq 0$$
$$\sum_{k=1}^{n} w_k = 1$$

where $WF$ is the weighted objective function, which comprises several optimization criteria, and $w_k$ is a weighting parameter given by the user.

Although the WS approach is widely used to solve multi-objective optimization problems, it has two drawbacks. These are:

1. It cannot find Pareto-optimal solutions in concave regions despite the weighting parameters are varied.
2. The Pareto-optimal solutions are not evenly distributed in the solution space. In other words, the Pareto front is not well represented by the derived Pareto-optimal solutions.
To overcome these important limitations in the WS approach, an adaptive algorithm which finds Pareto-optimal solutions in concave regions and better distribution of such solutions along the Pareto front was proposed. The adaptive weighted sum (AWS) performs a refinement between Pareto-optimal solutions as long as the distance between them is larger than a given criterion. Below the steps in the AWS are explained in detail for two-objective optimization problem.

1. Normalize the two objective functions according to Equation 10.

2. Perform multi-objective optimization using the usual weighted-sum approach. The uniform step size of the weighting factor \( w_k \) is adopted, and \( w_k \) at the \( i \)-th optimization is calculated by

\[
 w_1 = i/n_{\text{initial}}, \quad w_2 = 1 - w_1 \quad (i = 1, 2, ..., n_{\text{initial}})
\]

where \( n_{\text{initial}} \) is the number of initial divisions.

3. Rank the solution obtained at step 2 in ascending order of the first objective function. Then, compute the Euclidean distance between the neighboring solutions. If the Euclidian distance between two adjoining solutions is larger than a prescribed distance (\( \varepsilon \)), then the pair of solutions is recorded. If there are no recorded solutions, go to step 9.

4. Determine the number of further refinements between each of solutions recorded at step 3. The region among the two adjoining solutions is called a “segment.” The length of a segment is the Euclidian distance derived in step 3. The longer the segment length is, the more it needs to be refined. The number of refinement of segment \( i \), \( n_i \), is determined based on the length of the segment:

\[
 n_i = \text{round} \left( C \frac{l_i}{l_{\text{avg}}} \right)
\]

where \( l_i \) is the length of the \( i \)-th segment, \( l_{\text{avg}} \) is the average length of all the segments, and \( C \) is a constant of the algorithm. The function ‘\( \text{round} \)’ rounds off to the nearest integer.

5. If \( n_i \) is less than or equal to one, no further refinement is conducted in the segment. For other segments whose number of further refinements is greater than one, go to the following step.

6. Determine the offset distances from the two end points of each segment. First, a linearized secant line is made by connecting the end points, \( P_1 \) and \( P_2 \), as shown in Figure 4.6a. Then, the user selects the offset distance, \( \delta \), along the linearized Pareto front. The distance \( \delta \) determines
the final density of the distribution in the Pareto front, because it becomes the maximum segment length during the last phase of the algorithm. In order to find the offset distances parallel to the objective axes, the angle $\theta$ in Figure 4.6b is computed as:

$$\theta = \tan^{-1} \left( \frac{P_{1T}^\top - P_{2T}^\top}{P_{1R}^\top - P_{2R}^\top} \right)$$

(15)

where $P_{1T}^\top$ and $P_{2T}^\top$ are the values of end points, $P_1$ and $P_2$, of the $f_1(X)$ axes, respectively. Then, $\delta_1$ and $\delta_2$ are determined with $\delta$ and $\theta$ as follows:

$$\delta_1 = \delta \cos \theta \quad \text{and} \quad \delta_2 = \delta \sin \theta$$

(16)

7. Impose additional inequality constraints in Equation 17, and conduct the optimization with the weighted-sum method given by Equation 12. As shown in Figure 4.6c, the feasible region defined by the distance of $\delta_1$ and $\delta_2$ in the direction of $f_1(X)$ and $f_2(X)$ is narrower than the original region defined by $P_1$ and $P_2$.

$$\min_{X} WF = w_1f_1(X) + (1-w_1)f_2(X)$$

s.t.

$$f_1(X) \leq P_{1T}^\top - \delta_1$$
$$f_2(X) \leq P_{2T}^\top - \delta_2$$
$$X^{lo} \leq X \leq X^{up}$$
$$h(X) = 0$$
$$g(X) \leq 0$$
$$0 \leq w_1 \leq 1$$

(17)

The number of necessary refinements is determined from Equation 13 by replacing $n_{initial}$ with the $n_i$ calculated at step 4.

8. Step 7 is repeated every segment recorded at step 3, and return to step 3.

9. Compute the length of the segments between all the neighboring solutions. Delete nearly overlapping solutions. If all the segment lengths are less than a prescribed maximum length, $\delta J$, terminate the optimization procedure.
Although the aforementioned AWS gives a better Pareto front, it requires in many cases several refinements which make this approach time consuming because the MOO has to be solved several times. In addition, this approach has not been extended to solve three or more objectives and requires setting several criteria such as $n_{\text{initial}}$, $\epsilon$, $C$, and $\delta J$.

Another alternative to obtain Pareto-optimal solutions and a better distributed Pareto front without needing any further refinements or iterative procedures is by adopting a min-max weighted sum (MMWS). A general description of MMWS is shown in Equation 18

$$\min_{X} WF = \max_{k} \left\{ w_k f_k(X) \right\} + \rho \sum_{k=1}^{n} w_k f_k(X)$$

subject to

$$X^{lo} \leq X \leq X^{up}$$

$$h(X) = 0$$

$$g(X) \leq 0$$

$$\sum_{k=1}^{n} w_k = 1$$

(18)

where $\rho$ is a parameter typically between $10^{-2}$ and $10^{-4}$.

For the sake of clarity, a comparison between WS, AWS and the MMWS objective functions are compared through a simple case study which has three Pareto-optimal solutions in a non-convex Pareto front as depicted in Figure 4.7.

![Figure 4.6. Offset distances in the adaptive weighted sum](image)
Simple algebraic calculations were done for the objective functions and the Pareto-optimal solutions under several weights are shown in Table 4.1. In addition, the length variance in the solutions is shown.

<table>
<thead>
<tr>
<th>Weight</th>
<th>WS</th>
<th>AWS*</th>
<th>MMWS</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.99</td>
<td>$P_1$</td>
<td>$P_1$</td>
<td>$P_1$</td>
</tr>
<tr>
<td>0.9</td>
<td>$P_1$</td>
<td>$P_1$</td>
<td>$P_1$</td>
</tr>
<tr>
<td>0.7</td>
<td>$P_1$</td>
<td>$P_1$</td>
<td>$P_1$</td>
</tr>
<tr>
<td>0.5</td>
<td>$P_1$</td>
<td>$P_2$</td>
<td>$P_2$</td>
</tr>
<tr>
<td>0.4</td>
<td>$P_3$</td>
<td>$P_2$</td>
<td>$P_2$</td>
</tr>
<tr>
<td>0.3</td>
<td>$P_3$</td>
<td>$P_3$</td>
<td>$P_3$</td>
</tr>
<tr>
<td>0.1</td>
<td>$P_3$</td>
<td>$P_3$</td>
<td>$P_3$</td>
</tr>
<tr>
<td>0.01</td>
<td>$P_3$</td>
<td>$P_3$</td>
<td>$P_3$</td>
</tr>
<tr>
<td>$l_{avg}$ [-]</td>
<td>0.86</td>
<td>0.44</td>
<td>0.44</td>
</tr>
<tr>
<td>Length variance, $10^{-4}$ [-]</td>
<td>---</td>
<td>2.63</td>
<td>2.63</td>
</tr>
</tbody>
</table>

* After one refinement

From the results in Table 4.1, it can be seen that the MMWS and the AWS objective function after one refinement obtained the same solutions. Thus, the MMWS is better than the WS to obtain Pareto-optimal solutions. Because the WS approach was able to find two Pareto-optimal solutions,
its $l_{avg}$ is calculated as the distance between point $P_1$ and $P_3$ while its variance cannot be calculated. Because the AWS and MMWS approaches were able to find the three Pareto-optimal solutions, its $l_{avg}$ is calculated as the distance between point $P_1$ and $P_2$, defined as $l_1$ and the distance between $P_2$ and $P_3$, defined as $l_2$, divided by two while its variance is calculated from the distances $l_1$ and $l_2$.

In the following part of this chapter, the MMWS which can readily find Pareto-optimal solutions in non-convex regions is combined with the adaptive algorithm presented by Kim and de Weck\textsuperscript{12} which can find a better density of the distribution in the Pareto front to generate an adaptive min-max weighted sum (AMMWS) approach. Equation 19 represents the AMMWS to optimize two objective functions.

$$
\begin{align*}
\min_{X} WF &= \max \left\{ w_1 \bar{f}_1(X), (1-w_1) \bar{f}_2(X) \right\} + \rho \sum_{k=1}^{n} w_i \bar{f}_k(X) + (1-w_i) \bar{f}_2(X) \\
\text{s.t.} \\
\bar{f}_1(X) &\leq P_1^k - \delta_1 \\
\bar{f}_2(X) &\leq P_2^k - \delta_2 \\
X_{lo} &\leq X \leq X_{up} \\
h(X) &= 0 \\
g(X) &\leq 0 \\
0 &\leq w_i \leq 1 
\end{align*}
$$

The typical WS, the proposed AWS\textsuperscript{12}, the typical MMWS\textsuperscript{11} and our proposed AMMWS will be considered in solving several MOO. Later, a comparison between these approaches will be done to assess which alternative represents better the Pareto front in more complex and bigger optimization problems.

### 4.7 Optimization of two objectives in distillation sequences

This section presents two case studies to synthesize distillation sequences where heat integration and compressor addition are possible. The MILP problems were formulated with the above-mentioned method and solved by IBM ILOG OPL\textsuperscript{®} under the following conditions: 10 years of payout time and 8000 hours of operation per year. Table 4.2 shows a list of utilities and heat transfer coefficients used in the case studies. The data presented in Table 4.2 is equivalent to the data for utilities and heat transfer coefficients presented in Chapters 2 and 3, but ammonia is also considered as cooling utility.
Comparisons among the optimal sequences on the Pareto front were addressed from the viewpoint of the TAC, and EC, and their savings compared with a base case by solving Equation 20

$$\min_{i \in \mathbb{N}} U_2 = \max \left\{ wTAC_i, (1-w)EC_i \right\} + \rho \left( wTAC_i + (1-w)EC_i \right)$$

(20)

where $U_2$ is the weighted objective function, which combines the two optimization criteria. $\overline{TAC_i}$ is the normalized TAC for the selected sequence $i$ and $\overline{EC_i}$ is the normalized EC for the selected sequence $i$.

$\overline{TAC_i}$ and $\overline{EC_i}$ are expressed by the following equations

$$\overline{TAC_i} = \frac{TAC_i - TAC^*}{TAC^N - TAC^*}$$

(21)

$$\overline{EC_i} = \frac{EC_i - EC^*}{EC^N - EC^*}$$

(22)

where $TAC^*$ and $TAC^N$ are utopia point and Nadir point of TAC, and $EC^*$ and $EC^N$ are utopia point and Nadir point of EC, respectively.

### Table 4.2. Data for utilities and heat exchange coefficients for all the examples

<table>
<thead>
<tr>
<th>Utility</th>
<th>Temperature [K]</th>
<th>Cost [$/MWh]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ammonia, (AM)</td>
<td>255</td>
<td>51.32</td>
</tr>
<tr>
<td>Chilled Water†, (CHW)</td>
<td>278</td>
<td>14.40</td>
</tr>
<tr>
<td>Cooling Water†, (CW)</td>
<td>305</td>
<td>0.914</td>
</tr>
<tr>
<td>Steam at 446 kPa, (S1)</td>
<td>420</td>
<td>11.17</td>
</tr>
<tr>
<td>Steam at 1135 kPa, (S2)</td>
<td>459</td>
<td>18.93</td>
</tr>
<tr>
<td>Steam at 3202 kPa, (S3)</td>
<td>511</td>
<td>29.43</td>
</tr>
</tbody>
</table>

Heat transfer coefficients [kW/(m²K)]

- Condenser: 0.6, Reboiler: 1, Heat exchanger: 0.5

† 20 K Rise
4.7.1. Case study 1: Separation of a ternary mixture

A ternary mixture of Cyclopentane, Benzene, and Toluene is investigated in the first case study. This mixture has relative volatility close to 3 between adjacent components and does not exhibit azeotropic behavior or any major nonlinearity, which implies their separation is not difficult. Therefore, the thermodynamic model was the Wilson equation\textsuperscript{13} to calculate the activity coefficients in the liquid phase, and the Redlich-Kwong equation\textsuperscript{14} to calculate the fugacity coefficients in the vapor phase. In this case study all the sequences shown in Figure 4.1 were simulated at three different pressures: 122, 304, and 507 kPa. The linking flows of thermally coupled sub-sequences were optimized at 304 kPa, and recompression of vapor streams was done at 304 and 507 kPa. The feed flow rate is 100 kmol/h, while the specifications for all the states are shown in Table 4.3. In order to clarify the difference of intermediate states obtained by a conventional column and a sloppy split column, the intermediate states obtained by a sloppy split column is shown by using lower cases, i.e., Ab and bC are intermediate states of SS sequence. The conventional column separating A and B from C will have states AB and C while the sloppy split separating AB and BC will have states Ab and bC.

<table>
<thead>
<tr>
<th></th>
<th>ABC</th>
<th>AB</th>
<th>BC</th>
<th>Ab</th>
<th>bC</th>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cyclopentane (A)</td>
<td>10</td>
<td>*</td>
<td>1</td>
<td>*</td>
<td>1</td>
<td>96</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>Benzene (B)</td>
<td>60</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>92</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>Toluene (C)</td>
<td>30</td>
<td>1</td>
<td>*</td>
<td>1</td>
<td>*</td>
<td>*</td>
<td>96</td>
<td></td>
</tr>
</tbody>
</table>

*Not restricted

For this example, the WS, AWS, MMWS and AMMWS obtained the same global optimal solution, which minimized both TAC and EC as shown in Figure 4.8a. The optimal structure is a sloppy split sequence with vapor recompression in every column resulting in self-integration (X1 in the figure). In addition, it can be observed that cooling utilities are not used. External heat integration between condensers and reboilers is represented by X2, X3 and X4 in the same figure. Figure 4.8b is the suboptimal solution with vapor recompression of side and top streams. It is the PPL sequence and it adopts vapor recompression resulting in heat integration within the thermally coupled column (X1 in the figure). The Petlyuk column operating at 122 kPa in Figure 4.8c is the best sequence without vapor recompression or heat integration. When the optimal solution is drastically penalized with
high cost and high energy consumption, it can be removed from the Pareto front so as to find suboptimal solutions as those in Figures 4.8b and 4.8c.

For the sake of simplicity, hereinafter, the amount of energy exchanged between condensers and reboilers is indicated only once at either one of the heat exchangers denoted by X and a consecutive number.

**Figure 4.8.** Solutions for case study 1: a) optimal solution, b) suboptimal solution with vapor recompression, and c) Petlyuk sequence at 121 kPa.

red: external heat integration, purple: work duty, black: utility

Where there are more than one condenser and/or reboiler, the adopted configuration placed them in parallel. It is a conceptual representation of the heat integration network; however, detailed
calculations are necessary at a later design stage to compare if a parallel configuration is better than a series configuration.

The global optimal solution and two suboptimal solutions were compared with the base case (sloppy split sequence without heat integration or vapor recompression at 122 kPa), and the results are shown in Table 4.4.

<table>
<thead>
<tr>
<th>Solution</th>
<th>TAC [k$/y]</th>
<th>Economic savings [%]</th>
<th>EC [kW]</th>
<th>Energy savings [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base Case</td>
<td>389.1</td>
<td>---</td>
<td>1 476</td>
<td>---</td>
</tr>
<tr>
<td>Figure 4.8a</td>
<td>229.4</td>
<td>41.0</td>
<td>666</td>
<td>54.9</td>
</tr>
<tr>
<td>Figure 4.8b</td>
<td>275.6</td>
<td>29.2</td>
<td>924</td>
<td>37.4</td>
</tr>
<tr>
<td>Figure 4.8c (PET)</td>
<td>310.5</td>
<td>20.2</td>
<td>1 014</td>
<td>31.3</td>
</tr>
</tbody>
</table>

For case study 1, a wide pressure range was assigned to the problem. Thus, the heat integration by changing the vapor pressure is effectively adopted in the optimal solution. In addition, the optimization results show that the thermally coupled columns shown in Figure 4.1d to 4.1g are more likely to realize heat integration than the Petlyuk column when pressure change is possible.

4.7.2. Case study 2: Four-Component mixture of Acetone, Ethanol, 1-Propanol and 1-Butanol

The second case study involves a mixture of Acetone (A), Ethanol (B), 1-Propanol (C), and 1-Butanol (D). This mixture is more difficult to separate because the relative volatility between acetone and ethanol is close to one. Furthermore, there is a quaternary azeotrope at pressures higher than 456 kPa, and a binary azeotrope between acetone and ethanol at pressures higher than 233 kPa. To avoid azeotropic behavior, the candidate columns were simulated at three pressure levels: 101, 152 and 202 kPa. As in section 4.7.1, the thermodynamic model was the Wilson equation\textsuperscript{13} to calculate the activity coefficients in the liquid phase, and the Redlich-Kwong equation\textsuperscript{14} to calculate the fugacity coefficients in the vapor phase. The linking flow rates of thermally coupled sub-sequences were decided on the basis of the optimization results at 152 kPa. Although the
Azeotropic condition is avoided, the system still shows highly non ideal behavior. The feed flow rate is 200 kmol/h. The product specifications for all the states that separate the quaternary mixture are shown in Table 4.5 for conventional columns. For the SS sequence, the composition of the intermediate state is different even when the flow consists of the same components. Thus, the all the states for SS sequences are summarized in Table 4.6.

Table 4.5. Specifications of states for the sequence of conventional columns [mol%]

<table>
<thead>
<tr>
<th></th>
<th>ABCD</th>
<th>ABC</th>
<th>BCD</th>
<th>AB</th>
<th>BC</th>
<th>CD</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acetone (A)</td>
<td>15</td>
<td>*</td>
<td>0.5</td>
<td>*</td>
<td>0.5</td>
<td>*</td>
<td>97</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>Ethanol (B)</td>
<td>15</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>0.5</td>
<td>*</td>
<td>95</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>1-Propanol (C)</td>
<td>40</td>
<td>*</td>
<td>*</td>
<td>0.5</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>95</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>1-Butanol (D)</td>
<td>30</td>
<td>0.5</td>
<td>*</td>
<td>*</td>
<td>0.5</td>
<td>*</td>
<td>*</td>
<td>97</td>
<td>*</td>
<td>*</td>
</tr>
</tbody>
</table>

*Not restricted

Table 4.6. Specifications of intermediate states for the SS sequences [mol%]

<table>
<thead>
<tr>
<th></th>
<th>ABc</th>
<th>bCD</th>
<th>Ab</th>
<th>bC</th>
<th>Bc</th>
<th>cD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acetone (A)</td>
<td>*</td>
<td>0.2</td>
<td>*</td>
<td>0.2</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>Ethanol (B)</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>0.2</td>
</tr>
<tr>
<td>1-Propanol (C)</td>
<td>*</td>
<td>*</td>
<td>0.2</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>1-Butanol (D)</td>
<td>0.2</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>0.2</td>
<td>*</td>
</tr>
</tbody>
</table>

*Not restricted

The original mixture and the intermediate streams were separated by a combination of the sharp and sloppy split conventional columns as well as thermally coupled columns shown in Figure 4.1.

For this example, the WS, AWS, MMWS and AMMWS obtained the same Pareto front. Two optimal solutions are obtained and shown in Figure 4.9. Both of them consist of a combination of conventional and thermally coupled columns. Figure 4.9a shows the sequence that realized heat integration and resulted in the lowest TAC. It consists of a PPL sequence that separates AB from C and D and a conventional column separating A from B. The conventional column supplies energy to the first column in the PPL sequence. Figure 4.9b realized vapor recompression in addition to heat integration, and this combination resulted in lower EC. It consists of a PPL sequence that separates A
and B from CD and a conventional column separating C from D. The conventional column supplies energy to the second column in the PPL sequence. In both cases the conventional column supplies energy to the thermally coupled column.

Figure 4.9. Solutions for case study 2: a) Pareto-optimal solution with the lowest TAC, b) Pareto-optimal solution, c) CC+HI sequence, d) PET+CC sequence, and red: external heat integration, purple: work duty, black: utility

In addition to two Pareto optimal solutions, simulation results of another three solutions are listed in Table 4.7. One is the best distillation sequence consisting of only conventional columns without heat integration. In such condition, the combination of SS and a conventional column minimizes TAC.
In this structure, the feed is separated into (AB/C/D) by SS and then a conventional column is used to separate A from B. This structure is expressed as Base Case in Table 4.7. Figure 4.9c is the case where the sequence consists of only CC. Heat integration and vapor recompression are considered to derive the optimal sequence, which minimizes the TAC. The result is also shown in Table 4.7 as CC+HI. In this case, the structure consists of the columns separating (A/BCD), (B/CD) and (C/D). Vapor recompression is also adopted in the last column. In Figure 4.9d, all sub-sequences in Figure 4.1 are considered but heat integration is not executed. In such condition, the combination of a conventional column and PET is selected as the best structure, which minimizes the TAC. In this case, the feed is separated to (AB/C/D) by a Pelyuk column, then a conventional column is used to separate (A/B). For case study 2, the feasible pressure range was very narrow. This feature limits the application of vapor recompression. However, vapor recompression can still realize the lowest EC.

<table>
<thead>
<tr>
<th>Solution</th>
<th>TAC [k$/y]</th>
<th>Economic savings [%]</th>
<th>EC [kW]</th>
<th>Energy savings [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base Case</td>
<td>743.2</td>
<td>---</td>
<td>5 202</td>
<td>---</td>
</tr>
<tr>
<td>Figure 4.9a</td>
<td>530.6</td>
<td>28.6</td>
<td>2 991</td>
<td>42.5</td>
</tr>
<tr>
<td>Figure 4.9b</td>
<td>554.9</td>
<td>25.3</td>
<td>2 750</td>
<td>47.1</td>
</tr>
<tr>
<td>Figure 4.9c</td>
<td>674.0</td>
<td>9.3</td>
<td>3 877</td>
<td>25.5</td>
</tr>
<tr>
<td>(CC+HI)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Figure 4.9d</td>
<td>548.3</td>
<td>26.2</td>
<td>3 756</td>
<td>27.8</td>
</tr>
<tr>
<td>(PET+CC)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4.7.3. Case study 3: Five-Component mixture of Propane, Isobutane, Butane, Isopentane, and Pentane

This five-component mixture was proposed by Rathore et al.\(^{15}\) and it has been widely used to synthesize sequences with heat integration. The relative volatility between the isomers is close to one, which means these separations are more difficult than the rest. The used thermodynamic model was the Chao-Seader correlation\(^{16}\) in the liquid phase and Peng-Robinson equation\(^{17}\) in the vapor phase. Under the previous considerations, this mixture could be considered as ideal and it did not exhibit azeotropic behavior. Thus, simulations over a wide pressure range from 507 to 2027 kPa
were performed. The optimization pressure for complex columns was 1216 kPa. The feed flow rate is 907.2 kmol/h and the feed composition of Propane, Isobutane, Butane, Isopentane, and Pentane namely A, B, C, D and E is 0.05, 0.15, 0.25, 0.20, and 0.35 mol% whereas their product specification is 97, 97.6, 98.5, 95.3 and 99.4 molar purity respectively.

The candidate separation cuts were the separation of AB from CDE (AB/CDE) and ABC from DE (ABC/DE) by conventional columns. Each ternary mixture ABC and CDE was separated by the sequences shown in Figure 4.1. These separation cuts were selected because thermally coupled sequences are expected to separate the isomers BC and DE with less energy consumption. Another sharp split separations such as (A/BCDE), sloppy split separations such as (ABC/CDE) as well as thermally coupled separations such as (A/BC/DE) can also be candidate separation cuts to the superstructure, however, they are not included in this example because the number of rigorous simulations and the superstructure complexity drastically increase.

For this example, as the number of candidate sub-sequences and operating pressure increases, the Pareto front for the WS, AWS, MMWS and AMMWS was different in each case when TAC and EC were minimized simultaneously. The Pareto front of the four optimization methods is shown in Figure 4.10.

From Figure 4.10a it is shown that WS can only find few Pareto optimal solutions. In addition, those solutions are not distributed evenly. The Pareto-optimal solutions in MMWS from Figure 4.10b are more evenly distributed and one solution is found in non-convex region. These results agree with our previous demonstration in section 4.5 for the MMWS. The solutions for the AWS and AMMWS in Figures 4.10c and 4.10d, respectively, are better distributed in the pareto front and are found in the non-convex regions.

The solution obtained from the WS approach shows two regions with no information of the Pareto front; therefore, reliable information cannot be derived from this approach. The solution from the MMWS technique was able to find more Pareto-optimal solutions in the non-convex region close to the vertical axis. When the adaptive algorithm explained in section 4.6 is applied, more Pareto-optimal solutions were found. The AWS and the AMMWS had almost the same Pareto-optimal solutions, but, the AMMWS approach was able to find more Pareto-optimal solutions and the solutions were more evenly distributed in the pareto front.
Table 4.8 shows the values for the parameters $n_{\text{initial}}$, $\epsilon$, $C$, and $\delta J$, and $\rho$, the average length and the length variance in the Pareto-optimal solutions for each weighted objective function. The length variance of the Pareto-optimal solutions is calculated to measure the evenness of the Pareto-optimal solutions. Values close to zero mean the Pareto-front is evenly distributed. The AWS shows better results in these values, but more refinements were necessary than the AMMWS approach.

Figure 4.10. Pareto front solutions for case study 3: a) WS solution, b) MMWS solution, c) AWS solution, d) AMMWS solution
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Table 4.8. Average length and deviation between Pareto optimal solutions

<table>
<thead>
<tr>
<th>Optimization approach</th>
<th>$l_{avg}$ [-]</th>
<th>Length variance [-]</th>
<th>Iterations</th>
<th>Optimizations</th>
<th>Pareto-optimal solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td>WS</td>
<td>0.34</td>
<td>0.147</td>
<td>0</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>MMWS</td>
<td>0.43</td>
<td>0.080</td>
<td>0</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>AWS</td>
<td>0.17</td>
<td>0.019</td>
<td>2</td>
<td>21</td>
<td>11</td>
</tr>
<tr>
<td>AMMWS</td>
<td>0.16</td>
<td>0.018</td>
<td>2</td>
<td>21</td>
<td>12</td>
</tr>
</tbody>
</table>

$n_{initial} = 4, \varepsilon = 0.05, C = 2, \delta J = 0.1$ and $\rho = 10^{-4}$

Figure 4.11 shows four Pareto-optimal solutions when the AMMWS multi-objective optimization was solved. Figure 4.11a is a sequence of conventional columns with vapor recompression where column D/E supplies energy to column AB/C and column A/B, in addition column A/B used vapor recompression to avoid using expensive cooling utility. Figure 4.11b is a sequence with conventional and thermally coupled columns where column D/E realizes self-integration though vapor recompression and it also supplied energy to the thermally coupled sequence PCV. Figure 4.11c is a sequence of conventional columns with vapor recompression where column D/E realizes self-integration and supplies energy to column AB/C, in addition column ABC/DE supplies energy to column AB/C. Finally, Figure 4.11d is a sequence with conventional and thermally coupled columns with vapor recompression where column D/E realizes self-integration though vapor recompression and it supplies energy to the thermally coupled sequence PCV, column ABC/DE also supplies energy to the thermally coupled sequence PCV.
The Pareto-optimal sequences in Figure 4.11 were compared with the best sequence reported by \textsuperscript{15}, but operating at 861 kPa. The results for this comparison are reported in Table 4.9.
A combination of only conventional columns, and conventional and thermally coupled columns with vapor recompression were Pareto-optimal solutions. The wide operating pressure range was effective to realize heat integration to avoid the use of expensive utility as well as to realize heat integration.

Figure 4.12 show a graphical representation of the trade-off between economic and energy savings for all the Pareto-optimal solutions in Figure 4.10d. The blue bars represent the economic savings in the Pareto-optimal solutions while the green bars represent the energy savings for the same solution. It is clarified how the improvement in energy savings can result from the worsening of economic savings and vice versa. These savings of the Pareto-optimal solution offer valuable information because it can readily be determine how much additional investment is necessary to attain less energy consumption, or how much additional energy consumption is necessary to reduce the investment in a distillation sequence.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Base Case</td>
<td>10 209</td>
<td>4 446</td>
<td>5 763</td>
<td>---</td>
<td>29 033</td>
<td>---</td>
</tr>
<tr>
<td>Figure 4.11a</td>
<td>6 246</td>
<td>3 335</td>
<td>2 911</td>
<td>38.8</td>
<td>28 935</td>
<td>0.3</td>
</tr>
<tr>
<td>Figure 4.11b</td>
<td>6 836</td>
<td>4 005</td>
<td>2 831</td>
<td>33.0</td>
<td>22 906</td>
<td>21.1</td>
</tr>
<tr>
<td>Figure 4.11c</td>
<td>7 061</td>
<td>4 595</td>
<td>2 465</td>
<td>30.8</td>
<td>20 078</td>
<td>30.8</td>
</tr>
<tr>
<td>Figure 4.11d</td>
<td>7 451</td>
<td>4 789</td>
<td>2 663</td>
<td>27.0</td>
<td>15 930</td>
<td>45.1</td>
</tr>
</tbody>
</table>
4.8 Optimization of three objectives in distillation sequences

4.8.1 Case study 4: Environmental and economic optimization of distillation structures to produce anhydrous ethanol

Ethanol obtained from lignocellulosic materials has gained remarkable attention for new renewable fuels, but the ethanol-water mixture forms an azeotrope. Thus, the distillation of the ethanol-water mixture becomes energy-intensive and its separation requires azeotropic distillation either by pressure swing or extractive distillation. Several flow sheets have been proposed to reduce cost and energy consumption.  

First, a conventional column is used to concentrate a diluted feed (5–8 wt%) obtained from lignocellulosic materials. For pressure swing distillation, two more columns are needed: a stripping column that concentrates the mixture below its azeotrope (90–94 wt%), and a column operated at high pressure to surpass the azeotrope and to obtain fuel grade ethanol (>99.5 wt%). For extractive
distillation, three more columns are needed\(^{18,19}\): a stripping column to concentrate the mixture below its azeotrope, an extractive distillation column to surpass the azeotrope by entrainer and to obtain fuel grade ethanol, and a column to recover the entrainer.

These alternatives offer several possible combinations of operating pressure or entrainer selection. In addition, to lower the fixed and operating costs several energy conservation methods such as external heat integration\(^{19}\), internal heat integration\(^{20}\) and thermal coupling distillation\(^{21}\) have been studied.

For extractive distillation, although several entrainers have been suggested to reduce the impact on human health, their impact has not been quantitatively assessed. Furthermore, the optimal design to obtain sequences with minimum impact on global warming has not been addressed either.

In this section various distillation structures, entrainers, and energy conservation methods are taken up, and separation structures which optimize the total annual cost, impact on global warming and impact on human health are derived by solving a multi-objective optimization problem.

### 4.8.2 Superstructure formulation

A state-task network superstructure formulation is adopted to express all of the candidate structures that include conventional and complex columns where pressure swing distillation, extractive distillation, external heat integration and vapor recompression are possible. Figure 4.13 shows a general description of the proposed superstructure.

![Figure 4.13. Conceptual superstructure representation.](image-url)
An ellipse in Figure 4.13 is a state the composition of which is given in advance. A rectangle is a set of tasks, each of which has the same input and output states and operates at different discrete pressures. The bold rectangle represents a set of aggregated tasks, each of which consists of two thermally coupled columns. An aggregated task can separate ethanol (A), water (B), and the selected entrainer (C) simultaneously. Figure 4.14 shows the column structures treated in this research. Figure 4.14a is a conventional column (CC), Figure 4.14b is an extractive column (EC), and Figure 4.14c is a thermally coupled column with side rectifier (TCSR), which is expressed by aggregated tasks.

![Figure 4.14. Column structures adopted in this study](image)

### 4.8.3 Multi-objective optimization model

In this research, three candidates in Table 4.10 are studied as the entrainer. To avoid thermal decomposition and metal corrosion by the entrainer\(^2\), the temperature and pressure ranges of the columns, which use an entrainer, are restricted and are shown in Table 4.10. The other columns are assumed to take one of the discrete pressures 101, 202, 304, or 405 kPa. Table 4.11 shows the specifications of states used in this research.

<table>
<thead>
<tr>
<th></th>
<th>Temperature range [K]</th>
<th>Pressure range [kPa]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ethylene glycol, (EG)</td>
<td>453–530</td>
<td>101, 202, 304, 405</td>
</tr>
<tr>
<td>Propylene glycol, (PG)</td>
<td>453–540</td>
<td>101, 202, 304, 405</td>
</tr>
<tr>
<td>Glycerin, (GL)</td>
<td>453–555</td>
<td>51, 101, 202, 304</td>
</tr>
</tbody>
</table>

Table 4.10. Operating conditions for the studied entrainers
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Table 4.11. Design specifications for all the states  

<table>
<thead>
<tr>
<th></th>
<th>AB0</th>
<th>AB11</th>
<th>AB12</th>
<th>BC</th>
<th>A</th>
<th>B</th>
<th>C1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ethanol (A)</td>
<td>8</td>
<td>40</td>
<td>60</td>
<td>1</td>
<td>99.5</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>Water (B)</td>
<td>92</td>
<td>60</td>
<td>40</td>
<td>*</td>
<td>*</td>
<td>99</td>
<td>*</td>
</tr>
<tr>
<td>Enntrainer(C)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>99</td>
</tr>
</tbody>
</table>

* Differ in every task

The results of rigorous simulation are used to decide the design parameters in a distillation column such as the reflux ratio, number of stages, column diameter, condenser and reboiler duty, and compressor work duty, which are input in the optimization problem. Binary variables are introduced to express whether each task is adopted or not. Finally, the synthesis problem is formulated as a MILP problem.

The economical assessment is based on the total annual cost, $TAC$, which includes the fixed and the operating costs as shown in Equation 23

$$TAC = FC / PT + OH \cdot OC$$

where $FC$ is the fixed cost which includes the costs of columns, trays, heat exchangers, compressors and vacuum operation if any, whereas $OC$ is the operating cost which includes the costs of cooling, heating, and electricity usage. $PT$ is the payout time and $OH$ is the annual operation hours. Since compressors are expensive, their fixed and operating costs are included in the $TAC$. The equipment cost is calculated according to Seider et al.\textsuperscript{23}

To conduct the environmental assessment, the score for human toxicity, $HT$, is derived by multiplying the amount of consumed/emitted chemical species by its characterization factors\textsuperscript{24}.

$$HT = OH \cdot \sum_{i \in TK} CF_i \cdot \alpha_i$$

where $\alpha_i$ is the amount of entrainer emissions for task $i$, and $CF_i$ is the characterization factor. Values at the midpoint category or end-point category of damage level can be used as $CF_i$. The emission of entrainers in the wastewater and purge streams is treated in this research. $TK$ is the set of tasks.
The impact of global warming, $GW$, is assumed as a sum of the amount of CO$_2$ emissions from steam generation, $CE_{steam}$, and that from electricity generation, $CE_{elec}$.

$$GW = OH \cdot CE_{steam} \sum_{i \in TK} Q_{i,j}^{ext} + OH \cdot CE_{elec} \left( \sum_{j \in HU} W_{j,k}^{Y,j} + \sum_{d \in IcTK} \sum_{j \in TK_p} W_{i,j}^{comp} Y_{j,k}^{comp} \right) \quad (25)$$

The characterization factor$^{24}$ for each entrainer is $1.83 \times 10^{-3}$ for ethylene glycol, $3.05 \times 10^{-5}$ for propylene glycol, and $1.42 \times 10^{-4}$ for glycerin in kg Chloroethylene in air per kg of entrainer while $CE_{steam}$ $^{24}$ is $9.54 \times 10^{-4}$ and $CE_{elec}$ $^{25}$ is $4.60 \times 10^{-4}$ in tons of CO$_2$ in air per kWh.

The synthesis problem is formulated as a multi-objective optimization problem, which minimizes the three criteria shown in Equations 23, 24 and 25. The weighted sum of multiple criteria is widely used, but it has two major drawbacks: it cannot find solutions in concave regions, and the optimal solutions are not evenly distributed on the Pareto front. To overcome these disadvantages a procedure combining a min-max weighted sum and an adaptive procedure$^{12}$ which is explained in section 4.6 is adopted. Equation 26 shows the min-max weighted sum adopted in this section.

$$\min_{i \in TK} U_3 = \max \left\{ w_1 \overline{TAC}_i, w_2 \overline{GW}_i, w_3 \overline{HT}_i \right\} + \rho \left( w_1 \overline{TAC}_i + w_2 \overline{GW}_i + w_3 \overline{HT}_i \right) \quad (26)$$

where $U_i$ is the weighted function of three optimization criteria, $w_i$ is a weighting parameter chosen by a decision maker and $\rho$ is a parameter usually set between $10^{-2}$ and $10^{-4}$. $\overline{TAC}_i$ is the normalized TAC for the selected sequence $i$, $\overline{GW}_i$ is the normalized $GW$ for the selected sequence $i$, and $\overline{HT}_i$ is the normalized $HT$ for the selected sequence $i$. $\overline{GW}_i$ and $\overline{HT}_i$ are expressed by the following equations

$$\overline{GW}_i = \frac{GW_i - GW^*}{GW^N - GW^*} \quad (27)$$

$$\overline{HT}_i = \frac{HT_i - HT^*}{HT^N - HT^*} \quad (28)$$

where the superscript * is the utopia point, and the superscript $N$ denotes the nadir point.

The problem specified by Table 4.11 is solved by the procedure explained above. The optimization was performed through IBM OPL ILOG® by using CPLEX®. By changing the weight $w_i$ in Equation 26, various structures are obtained. Some structures appearing on the Pareto front are shown in Figure 4.15. Except the $HT$ vertex, extractive distillation is selected whose entrainer is Propylene glycol.
Heat integration in conventional sequences is the best choice to minimize $TAC$; however, thermally coupling and vapor recompression are selected when the weights of $GW$ and/or $HT$ are increased. External heat integration is executed every case, thermal coupling and vapor recompression are additionally used to reduce CO$_2$ emissions and/or toxic discharges.

The synthesis procedure to obtain optimal flow sheets to produce anhydrous ethanol was proposed. Pressure swing distillation and extractive distillation were included as alternatives to separate the azeotropic mixture. In addition to the conventional column, thermally coupling columns were studied. A new procedure that combines a min-max weighted sum and an adaptive method was proposed to solve the multiobjective optimization problem.

Various structures were derived on the pareto front, but they were classified in several groups where propylene glycol was used as entrainer. A combination of conventional column structure with external heat integration showed the lowest total annual cost. When human toxicity and CO$_2$ emissions are taken into account, vapor recompression or thermally coupled columns become attractive. When showing the optimal structures on a multi-criteria space, the characteristics of the given separation problem become much clearer.
4.9 Conclusions

The synthesis problem of Pareto-optimal distillation sequences was addressed and solve for conventional and thermally coupled columns with or without vapor recompression when several objectives are considered. The optimal solution with minimum cost and the optimal solution with minimum energy consumption contradicts each other when compressors are included in the synthesis of distillation sequences. Multi-objective optimization techniques were applied to the separation of distillation mixtures from ternary to five-component separation processes.

The min-max weighted sum (MMWS) was adopted along with an adaptive algorithm to readily obtain Pareto-optimal solutions in non-convex regions of the pareto front. Distillation sequences with conventional and thermally coupled columns were dominant in the Pareto front.

When two objectives were considered, a worsening in economic savings resulted in an improvement of energy savings. Thus, the ratio of cost increment per unit amount of energy can be calculated to establish the trade-off between cost and energy in a mixture. When three objective functions were considered as optimization criteria, our newly proposed entrainer (Propylene Glycol) resulted in the best trade-off among cost, global warming and human toxicity to realize economically attractive and environmentally friendly flow sheets to obtain anhydrous ethanol.

Chapter nomenclature

$C = \text{constant of the adaptive algorithm}$

$C_{col}^i = \text{column cost of task } i \ [\text{kS}]$

$C_{tray}^i = \text{tray cost of task } i \ [\text{kS}]$

$C_{heat}^i = \text{cost of heating utility } i \ [\text{kS/kWh}]$

$C_{cool}^j = \text{cost of cooling utility } j \ [\text{kS/kWh}]$

$C_{elec} = \text{cost of electricity} \ [\text{kS/kWh}]$

$C_{VR}^i = \text{compressor cost to realize vapor recompression in streams to condensers of column } i$ (or task $i$) \ [kS]

$C_{comp}^{i,j} = \text{compressor cost which is installed to flow a vapor stream from column } i \ (\text{or task } i) \text{ to column } j \ (\text{or task } j) \ [\text{kS}]$

$C_{ext}^{i,j} = \text{heat exchanger cost per unit amount of heat exchanged between the rectifying section of task } i \text{ and stripping section of task } j \ [\text{kS/kW}]$
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\[ CE_{\text{elec}} = \text{amount of CO}_2 \text{ emissions from electricity generation} \quad \text{[ton of CO}_2 \text{ in air/ kWh]} \]

\[ CE_{\text{steam}} = \text{amount of CO}_2 \text{ emissions from steam generation} \quad \text{[ton of CO}_2 \text{ in air/ kWh]} \]

\[ CF_i = \text{characterization factor of entrainer for task } i \quad \text{[kg Chloroethylene in air/kg of entrainer]} \]

\[ CU = \text{set of cold utilities} \quad \text{[-]} \]

\[ EC = \text{energy consumption} \quad \text{[kW/y]} \]

\[ EC_i = \text{normalized energy consumption of sequence } i \quad \text{[-]} \]

\[ EC^* = \text{utopia point of the energy consumption} \quad \text{[kW/y]} \]

\[ EC^N = \text{Nadir point of the energy consumption} \quad \text{[kW/y]} \]

\[ f_k(X) = \text{k-th objective function} \]

\[ \bar{f}_k(X) = \text{k-th normalized objective function} \]

\[ f_k^* = \text{utopia point of a k-th objective function} \]

\[ f_k^N = \text{Nadir point of a k-th objective function} \]

\[ FC = \text{fixed cost} \quad \text{[k$]} \]

\[ FEED = \text{set of tasks whose input stream is the original feed state} \quad \text{[-]} \]

\[ g(X) = \text{functions in inequality constraints} \]

\[ GW = \text{impact on global warming} \quad \text{[ton of CO}_2 \text{ in air/y]} \]

\[ GW_i = \text{normalized impact on global warming of sequence } i \quad \text{[-]} \]

\[ GW^* = \text{utopia point of the impact on global warming} \quad \text{[ton of CO}_2 \text{ in air/y]} \]

\[ GW^N = \text{Nadir point of the impact on global warming} \quad \text{[ton of CO}_2 \text{ in air/y]} \]

\[ h(X) = \text{functions in equality constraints} \]

\[ HU = \text{set of hot utilities} \quad \text{[-]} \]

\[ HT = \text{human toxicity} \quad \text{[kg Chloroethylene in air/y]} \]

\[ HT_i = \text{normalized impact on human toxicity of sequence } i \quad \text{[-]} \]

\[ HT^* = \text{utopia point of the impact on human toxicity} \quad \text{[kg Chloroethylene in air/y]} \]

\[ HT^N = \text{Nadir point of the impact on human toxicity} \quad \text{[kg Chloroethylene in air/y]} \]

\[ l_i = \text{length of the } i\text{-th segment between two Pareto-optimal solutions} \quad \text{[-]} \]

\[ l_{\text{avg}} = \text{average length of all the segments} \]

\[ n = \text{number of objective functions} \quad \text{[-]} \]

\[ n_{\text{initial}} = \text{initial number of divisions} \quad \text{[-]} \]

\[ OC = \text{operating cost} \quad \text{[k$/h]} \]

\[ OH = \text{annual operation hours} \quad \text{[h/y]} \]

\[ PT = \text{payout time} \quad \text{[y]} \]

\[ P_i^j = \text{value of the } j\text{-th axis for point } P_i \text{ in Figure 4.6} \quad \text{[-]} \]
\( q_{0i} \) = condenser heat duty before heat integration for task \( i \) \ [kW]
\( Q_{rj} \) = reboiler heat duty before heat integration for task \( j \) \ [kW]
\( Q_{ext}^{i,j} \) = amount of heat exchanged between the top vapor stream of task \( i \) and the bottom liquid stream of task \( j \) \ [kW]

\( ST \) = set of all states excepting the feed and product states \ [-] 
\( STc \) = set of all aggregated states \ [-] 
\( TKF_s \) (\( TKP_s \)) = set of task whose output (input) flow connects state \( s \) or aggregated state \( s \) \ [-] 
\( TAC \) = total annual cost \ [k$/y]
\( \bar{TAC} \) = normalized total annual cost of sequence \( i \) \ [-] 
\( TAC^* \) = utopia point of the total annual cost \ [k$/y] 
\( TAC^N \) = Nadir point of the total annual cost \ [k$/y] 
\( TK \) = set of tasks \ [-] 
\( U_2 \) (\( U_3 \)) = weighted objective function of two (three) optimization criteria
\( VR \) = set of tasks with vapor recompression \ [-] 
\( w_k \) = weighting parameter of the \( k \)-th objective function \ [-] 
\( W_{comp}^{i,j} \) = compressor work duty for the stream from column \( i \) (or task \( i \)) to the column \( j \) (or task \( j \)) in a thermally coupled column (or an aggregated task) \ [kW]
\( W_{in} \) = compressor work duty to increase the pressure of a stream to a condenser in column \( i \) (or task \( i \)) \ [kW]
\( WF \) = weighted objective function \ [-] 
\( X^{lo} \) (\( X^{up} \)) = lower (upper) bound for a decision variable in a general optimization description
\( X^p \) = set of variables that derive Pareto-optimal solutions
\( Y_{comp}^{i,j} \) = binary variable which become one if tasks \( i \) and \( j \) compose an aggregated task and are selected \ [-] 
\( Y_{ext}^i \) = binary variable assigned to task \( i \). It becomes one when task \( i \) is selected \ [-] 

**Greek letters**
\( \alpha \) = amount of entrainer emissions for task \( i \) \ [kg of entrainer/h]
\( \delta \) = offset distance along the linearized Pareto front \ [-] 
\( \delta_1(\delta_2) \) = horizontal (vertical) component of \( \delta \) \ [-] 
\( \delta J \) = prescribed maximum length of \( \delta \) \ [-] 
\( \varepsilon \) = prescribed Euclidian distance between two Pareto-optimal solutions \ [-] 
\( \theta \) = angle of the offset distances parallel to the objective axes \ [rad] 
\( \rho \) = optimization parameter in the MMWS and AMMWS approaches \ [-]
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Chapter 4    Multi-objective optimization of intensified distillation sequences
Chapter 5

Final remarks

5.1 Summary

The synthesis problem of distillation sequences has been widely researched because the urging need to find sequences which can realize low cost and low energy consumption. However, synthesis problems that consider internal heat integration, vapor recompression and thermally coupled distillation simultaneously and systematically remain unexploited. To find intensified distillation sequences by means of internal heat integration, vapor recompression and/or thermally coupled distillation, this presented thesis has proposed systematic methods to solve the unsolved synthesis problems.

The presented synthesis problems have the following three features:

1. Superstructure representations, which included from conventional columns (one feed and two product streams) to thermally coupled columns (multiple feeds and product streams) as eligible candidates to find the optimal distillation sequence. The proposed superstructures were based on the state task network representation. A state was defined in terms of a molar composition and its thermal condition while a task was defined as a distillation column operating at a predefined pressure where columns at different pressures were regarded as different tasks even though they can satisfy the same states.

2. Rigorous simulations of each task to readily deal with two crucial problems in distillation, which are the inherent nonlinearity owing to complex thermodynamic relations and non-convexity owing the product of molar composition by molar flow. Consequently, rigorous simulations were advantageous to obtain reliable data on the design (e.g., number of trays, diameter) and the operating conditions (e.g., reflux ratio, condenser and reboiler duty, and work duty) of each task which satisfies the already defined states even for the cases of non-ideal mixtures.

3. Mathematical programming formulation based on superstructure representations and reliable data obtained from rigorous simulations. Mathematical programming was the adopted optimization tool to find the best combination of tasks, which can result in the optimal distillation sequence in terms of total annual cost, energy consumption and/or environmental
impact. Hence the mass balance constraints were satisfied by the rigorous simulation, only connectivity constraints among tasks and energy balance constraints for all the tasks were necessary to solve the optimization problems, which were formulated as Mixed Integer Linear Programming (MILP) problems.

Moreover, the combination of the aforementioned three features is systematic, needs few rigorous simulations, and is compiled in a commercial optimization software without too much effort. Thus, it is also remarkably more advantageous than typical trial-and-error approaches or the execution of only mathematical programming approaches. Trial-and-error approaches are not systematic and are impractical for the separation of multicomponent mixtures in industrial practice because an excessive number of simulations are required. Mathematical programming approaches are systematic, but they are based on assumptions (e.g., short-cut methods, 100% tray efficiency, ideal or nearly ideal mixture, etc.) to avoid, at some extent, the inherent nonlinearity and non-convexity in distillation. In addition, the engineer must have strong mathematical and computational skills to obtain a solution, which in most cases requires long computation time.

Summarizing, the combination of the three features requires far less rigorous simulations than trial-and-error approaches and far less computation time than only mathematical programming based approaches.

The combination of superstructure representations, rigorous simulations and mathematical programming is the main originality in this thesis to solve the synthesis problems where external heat integration, internal heat integration and vapor recompression are possible in conventional and/or thermally coupled columns.

The assessment of the adopted energy conservation methods and the development of new concepts introduced to comprehensively address the synthesis problems will be covered in turns for each chapter.

Chapter 2 dealt with the synthesis problem, which included external and internal heat integration in conventional columns where the use of compressors was not allowed. Internal heat integration significantly differs from external heat integration in two aspects. Firstly, external heat integration is defined by the match between a vapor stream to the condenser of one column and a liquid stream to the reboiler of another column while internal heat integration is defined by the match of any of the stages in the rectifying section of a column to any of the stages in the stripping section of another column, but excluding the match between a condenser and a reboiler. Such difference results in an exceedingly increased combinatorial problem, which makes more difficult to obtain the best heat integration network. Secondly, in external heat integration, the net reduction of condenser and reboiler duty in the two columns is equal to the amount of energy exchanged; however, in internal heat integration, the net reduction of condenser and reboiler duty in the two columns depends on the location of the match between stages and the amount of energy exchanged. These characteristics
make even more important the selection of the best heat exchange network. Because of the two main differences between external and internal heat integration, the synthesis problems in previous researches have been limited to two columns while the synthesis problem for more than two columns remains unexploited. In chapter 2 the concept of “compensation term” was developed to systematically obtain external and internal heat integration networks among several columns. With a reduced number of simulations, the effect of side condensers in the net reduction of condenser duty and the effect of side reboilers in the net reduction of reboiler duty can be estimated effectively. The compensation terms resulted from the heat removed/supplied in all stages of all the tasks were added to the first the optimization level to find the best heat exchange network between two columns. Then, the amount of heat exchanged and the overall compensation term for each pair of columns were added to the second optimization level as a parameter to find the best distillation sequence among several columns. At each optimization level, only one objective function was assessed. At the first optimization level the net reduction of reboiler duty for each pair of columns was minimized while at the second optimization level the total annual cost of the best sequence among columns was minimized. In addition, for comparison reasons, the optimization procedure was performed for the case the concept of “compensation term” was not considered; this case was regarded as the Column Grand Composite Curve (CGCC) approach. Later, from simple energy and mass balances, calculations of the reflux ratio and reboil ratio after internal heat integration were derived for the optimal sequences. The optimization results from the proposed approach and the CGCC approach were compared with those results from the execution of rigorous simulations.

Chapter 3 dealt with the synthesis problem, which included external heat integration, internal heat integration in conventional and thermally coupled columns, but the use of compressors was allowed through vapor recompression. The inclusion of vapor recompression into the synthesis problem offers appealing futures because vapor streams to condensers can be at higher temperature resulting in more heat integration possibilities than only external heat integration. The concept of “aggregated task” was developed to represent thermally coupled columns in the synthesis problem. In addition, recompression of vapor streams between thermally coupled columns can enhance their “thermal flexibility” resulting from more heat integration possibilities within thermally coupled columns which is unlikely to happen in typical thermally coupled columns because they operate only at one fixed pressure. The concept of “thermal flexibility” regards to thermally coupled columns, which operate at different pressures. The expensive equipment and electricity cost of compressors have limited the implementation of vapor recompression in practice. Because these costs cannot be neglected, they are explicitly included in the optimization procedure. The concept of “compensation term” was applied also to thermally coupled columns in this chapter. Three synthesis problems were addressed in this chapter: external and internal heat integration in conventional columns, external heat integration and vapor recompression in conventional and thermally coupled columns, and
external heat integration, internal heat integration and vapor recompression in thermally coupled columns. For the first and third synthesis problems, a similar optimization procedure to the one in Chapter 2 at the first optimization level was proposed while for the second synthesis problem, an optimization procedure similar to the second level in Chapter 2 was proposed. In all the synthesis problems the equipment cost and the electricity cost of compressors was included. As a result, connectivity constraints for compressors and terms for vapor compressors in the energy balance constraints and in the objective function were added. At each optimization level, only one objective function was assessed. At the first optimization level the net reduction of reboiler duty for each pair of conventional or thermally coupled columns was minimized while at the second optimization level the total annual cost of the best sequence among columns which can realize vapor recompression was minimized. Later, from simple energy and mass balances, calculations of the reflux ratio and reboil ratio after internal heat integration were derived for the optimal sequences. The optimization results from the proposed approach were compared with those results from the execution of rigorous simulations.

The results from the proposed optimization procedure and those from only rigorous simulations in Chapters 2 and 3 showed some differences when the concept of “compensation term” was adopted, but still the difference was not large. This means that the proposed optimization procedures can result in tight lower bounds for the feasible optimal solutions from rigorous simulations. However, the result from the CGCC-approach had large deviations when compared to the result from rigorous simulations; therefore, the CGCC-approach was not adopted in Chapter 3. In Chapter 2, the combination of external and internal heat integration in conventional columns realized the minimum total annual cost while in Chapter 3, thermally coupled columns without heat integration realized the minimum total annual cost. In Chapter 3, the best solutions without compressors showed lower total annual cost than the best solutions where the use of compressors was enforced. To obtain suboptimal solutions, the optimal solution in each case was penalized and additional constraints were added.

As the number of tasks and states in a superstructure increases the complexity of the problem also increases, but still the computation time was little, between few seconds to few minutes. In addition, as the number of energy conservation methods increases, the possibility to obtain solutions with less energy consumption also increases; therefore the economic assessment is not enough to determine which solution is not only optimal in terms of total annual cost, but also in terms of energy consumption. The results in Chapter 3 showed that the economic optimal solution differs from the energy optimal solution. Moreover, a worsening in the economic savings can result in improving the energy savings. Because of that, Chapter 4 dealt with the optimization of two or more objective functions.
The synthesis problems in distillation have been primarily focused on minimizing the cost or maximizing the profit in distillation sequences, but when several energy conservation methods are included, the optimization of only one objective is not enough to cope with the increasing worldwide restriction on energy usage, global warming and waste disposal of toxic chemicals. Thus, multi-objective optimization offers a solution to find the best trade-off between two or more objective functions.

The energy consumption from steam or electricity is explicitly included in the economic optimization when the total annual cost is to be minimized, however, the obtained solutions do not warranty that the economic optimal solution and the energy optimal solution are the same. To get energy optimal solutions a new objective function was defined in Chapter 4.

The independently optimization of the synthesis problem to find the economic optimal and energy optimal distillation sequences can obtain, at most, two solutions. Because the energy prices are closely related to the global financial market, its cost in the near future is uncertain. To obtain more information about the trade-off between economic and energy optimal solutions, multi-objective optimization was carried out. The optimization results will show, at least one solution but, in most cases a pareto front with several optimal distillation sequences. From this information, it will be easier to make a better decision on which distillation sequence is the best choice to be realized in an industry.

Chapter 4 dealt with the synthesis problem, which included external heat integration and vapor recompression in conventional and thermally coupled columns. The concept of “aggregated state” was derived. In Chapter 3, three thermally coupled columns with the same topology were adopted, but in Chapter 4, five thermally coupled columns with different topology were adopted. When a section of a thermally coupled column can be moved to another column, the resulting thermally coupled column is not thermodynamically equivalent if pressure change is allowed between columns. As a consequence, the concept of “aggregated state” was developed to identify thermally coupled columns with modified topology. The inclusion of vapor recompression into the synthesis problem has a positive effect because solutions with less energy consumption can be obtained, but it also has a negative effect because the expensive equipment cost and electricity cost of compressors result in solutions with higher total annual cost. To readily assess the trade-off between total annual cost and energy consumption, four multi-objective optimization approaches were adopted. The first approach was the weighted sum approach (WS) because it has been widely used to solve multi-optimization problems, but it has two drawbacks: it cannot find Pareto-optimal solutions in non-convex regions of the Pareto front, and the pareto front is not well distributed. To find solutions in nonconvex regions, the min max weighted sum (MMWS) was adopted as second approach. This second approach was able to find solutions in nonconvex regions, but still the Pareto-optimal solutions were not well distributed. To find well distributed pareto fronts, and adaptive algorithm...
was adopted. The third approach combined the weighted sum and the adaptive algorithm (AWS) and the fourth approach combined the min max weighted sum and the adaptive algorithm (AMMWS). These approaches were executed for three case studies, which minimized two objective functions: the total annual cost and the energy consumption. Then, the four approaches where extended for a case study, which minimized three objective functions: the total annual cost, the global warming impact, and the impact of toxic releases into the environment. The pareto front obtained from the AMMWS approach was studied in detail to analyze the Pareto-optimal solutions because it was able to obtain more Pareto-optimal solutions with the minimum average length and length variance in the pareto front. The solutions in the pareto front included conventional and thermally coupled columns with vapor recompression. The economic optimal solution always realized external heat integration while the energy optimal solution always realized vapor recompression in addition to external heat integration when two and three objective functions were minimized. The optimization results for the separation of a five-component mixture showed economic savings up to 39% and energy savings up to 48%. The optimization results for the production of anhydrous ethanol showed that propylene glycol was the entrainer with the best trade-off between economic and environmental optimization criteria.

Table 5.1 summarizes the type of synthesis problem, candidate columns, number of objective functions, and other information.

<table>
<thead>
<tr>
<th></th>
<th>Chapter 2</th>
<th>Chapter 3</th>
<th>Chapter 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type of column</td>
<td>Conventional</td>
<td>Conventional and thermally coupled</td>
<td>Conventional and thermally coupled</td>
</tr>
<tr>
<td>Type of heat integration</td>
<td>Internal</td>
<td>Internal</td>
<td>External</td>
</tr>
<tr>
<td></td>
<td>External</td>
<td>External</td>
<td></td>
</tr>
<tr>
<td>Compressor</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Objective</td>
<td>Single</td>
<td>Single</td>
<td>Multiple</td>
</tr>
<tr>
<td>Case study</td>
<td>3 components</td>
<td>3 components</td>
<td>4 components</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>5 components</td>
</tr>
<tr>
<td>Concept developed</td>
<td>Compensation term</td>
<td>Thermal flexibility</td>
<td>Aggregated state</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Aggregated task</td>
<td></td>
</tr>
</tbody>
</table>
5.2 Future work

The presented ideas and algorithms in this thesis extended the feasible region of optimal solutions in the synthesis problem of distillation columns. Thus, the future work will be in three directions:

Synthesis problems of distillation columns

The synthesis problems in Chapters 2 and 3 dealt with ternary mixtures, but the presented ideas in this chapters are not limited to such case. The synthesis problems will be researched for more than three-component mixtures.

The synthesis problem of internal heat integration by means of compressors between rectifying and stripping section will be proposed by taking into account the concept of "compensation term" to realize optimal sequences where heat integrated distillation columns (HIDiCs) are candidates in the superstructure representation. Apply the synthesis problem to the case of ternary and more than three-component mixtures.

In Chapter 3, thermally coupled columns where limited to those that have the same topology as the Petlyuk column; however, thermally coupled columns with modified topology will be researched and included in the synthesis problem of external heat integration, internal heat integration and vapor recompression.

Mathematical programming

The synthesis problem of external and internal heat integration in conventional columns in Chapters 2 and 3 showed that the calculated the reflux ratio resulted in negative values, which means the solution from optimization procedure could be infeasible. Therefore, as a future work, calculations of the reflux ratio and reboil ratio will be included in the first optimization level to warranty the obtain solutions are feasible.

The synthesis problem of external and internal heat integration in conventional columns in Chapters 2 and 3 was solved in two optimization levels; however, the simultaneous optimization of the internal heat integration network between a pair of columns and the best distillation sequence among several columns will be researched.

The first optimization level in the synthesis problems in Chapters 2 and 3 assumed that the heat exchange network is done in a cascade way starting from the top of a rectifying section or ending at the bottom a stripping section. Thus, a reformulation of the mathematical programming problem will be done to obtain heat exchange network which are not restricted to be in a cascade way.
Dynamic analysis

One of the challenges in the synthesis problem is to obtain the distillation sequence which is optimal from the economic and operational point of view. Setting a controllability index in the synthesis problem can be helpful to find distillation sequences, which are likely to be controllable.

The control properties of the generated solutions with internal and external heat integration will be assessed and to explore a trade-off between the amount exchanged through internal heat integration and the controllability of the optimal solution.

The control properties of the generated solutions with external heat integration and vapor recompression will be assessed and to explore a trade-off between the work duty in the compressor and the controllability of the optimal solution.

Energy optimal solutions are unlikely to be implemented in practice owing to an excessive and complex interaction between process streams, heat exchangers, and controllers. Thus, to implement in practice a distillation sequence, the worsening of energy savings might result in the improving on economic savings and on controllability, although a detailed design will be carried later.
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