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Abstract

The behavior of Io’s atmosphere during and after eclipse is investigated on the basis of kinetic theory. The atmosphere
is mainly composed of sulfur dioxide (SO2) gas, which condenses to or sublimates from the frost of SO2 on the surface
depending on the variation of surface temperature (∼ 90–114K). The atmosphere may also contain a noncondensable gas,
such as sulfur monoxide (SO) or oxygen (O2), as a minor component. In the present study, an accurate numerical analysis
for a model Boltzmann equation by a finite-difference method is performed for a one-dimensional atmosphere, and the
detailed structure of unsteady gas flows caused by the phase transition of SO2 is clarified. For instance, the following
scenario is obtained. The condensation of SO2 on the surface, starting when eclipse begins, gives rise to a downward
flow of the atmosphere. The falling atmosphere then bounces upward when colliding with the lower atmosphere but
soon falls again. This process of falling and bounce back of the atmosphere repeats during the eclipse, resulting in a
temporal oscillation of the macroscopic quantities, such as the velocity and temperature, at a fixed altitude. For a pure
SO2 atmosphere, the amplitude of the oscillation is large because of a fast downward flow, but the oscillation decays
rapidly. In contrast, for a mixture, the downward flow is slow because the noncondensable gas adjacent to the surface
hinders the condensation of SO2. The oscillation in this case is weak but lasts much longer than in the case of pure
SO2. The present paper is complementary to the work by Moore et al. (Icarus 201, 585–597) using the direct simulation
Monte Carlo (DSMC) method.
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1. Introduction

Io, one of the satellites of Jupiter, has not only ex-
tremely active volcanos but also a unique atmosphere mainly
composed of sulfur dioxide (SO2) gas (Kliore et al., 1975;
Pearl et al., 1979; Lellouch et al., 1990; Ballester et al.,
1994; Spencer et al., 2000). During the night, the surface
temperature of Io drops to about 90 K (except around the
volcanos) and the SO2 gas condenses to form a very thin
layer of frost on the ground (Fanale et al., 1979; Howell
et al., 1989; Douté et al., 2001). Then the atmosphere
almost vanishes. Conversely, the atmosphere is restored
during the daytime, when the surface temperature rises to
about 120 K due to the increase of insolation and the sur-
face frost sublimates (Jessup et al., 2004; Geissler et al.,
2004; Spencer et al., 2005; Retherford et al., 2007).

A number of early models of Io’s atmosphere were
based on continuum gas dynamics and considered a steady

∗Corresponding author.
Email address: kosuge.shingo.6r@kyoto-u.ac.jp (Shingo

Kosuge)

flow of SO2 sublimating in the dayside hemisphere and
condensing in the nightside hemisphere (Ingersoll et al.,
1985; Ingersoll, 1989; Moreno et al., 1991; Strobel et al.,
1994; Wong and Johnson, 1995, 1996; Wong and Smyth,
2000; Smyth and Wong, 2004). The effect of rarefaction
was taken into account for the first time by Austin and
Goldstein (2000). They carried out a numerical analysis
of the above steady flow based on the Boltzmann equation
using the direct simulation Monte Carlo (DSMC) method.
The same DSMC method was subsequently applied to
analyses of the behavior of volcanic plumes (Zhang et al.,
2003) and of the whole 3-D atmosphere (Walker et al.,
2010).

The atmospheric collapse and reconstruction are also
expected to take place during and after eclipse, when Io
enters into the shadow of Jupiter (Retherford et al., 2007).
Recently, Moore et al. (2009) applied the DSMC method
to the analysis of 1-D unsteady behavior of an atmospheric
column above a specific point on Io during eclipse. As a
result, they revealed that the behavior may be significantly
influenced by a trace of noncondensable gas [ SO or O2;
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see Lellouch et al. (1996); de Pater et al. (2002)] contained
in the atmosphere as a minor component.

The approach by Moore et al. (2009) may be extended
in two different directions: One is to perform 3-D compu-
tations with various real effects, such as plasma-induced
chemistry and electric and magnetic fields, and the other
is to focus attention, with suitable simplifications, on a
specific effect that was found to be important. The first
approach can explain the observed data and predict real
phenomena, whereas the second approach may reveal un-
derlying basic physical and gasdynamic mechanisms that
were not explored in Moore et al. (2009). Both approaches
are important and complementary. The first approach is
taken by the recent paper by Walker et al. (2012) [see also
Walker (2012)], while the present paper is devoted to the
second approach with special attention paid to the effect
of the noncondensable gas.

In the present study, we consider the same 1-D problem
as in Moore et al. (2009) after making some simplifications.
More specifically, in order to concentrate on the dominant
effect of the noncondensable gas, we omit other effects,
such as those of the Io plasma torus, atmospheric radiative
cooling, and molecular internal structure, considered in
Moore et al. (2009), and those of strong lateral winds and
of chemical or photochemical reactions occurring in the
real atmosphere.

Our aim is to describe time evolution of the profiles
of physical quantities in detail for sufficiently long time
intervals. For this purpose, the DSMC method used in
Moore et al. (2009) may be excessively costly because of
its well-known weakness for unsteady problems originat-
ing from the inherent statistical noise. However, alter-
native methods have also been developed in the field of
rarefied gas dynamics, which can be suitably exploited de-
pending on the situation and purpose. We adopt, in place
of the full Boltzmann equation, a model Boltzmann equa-
tion of Bhatnagar-Gross-Krook (BGK) type (Bhatnagar
et al., 1954; Welander, 1954) for a gas mixture, proposed
in Andries et al. (2002), and perform an accurate numeri-
cal analysis using a finite-difference method, which is free
from stochastic noise. As the result, we obtain detailed
information on the time evolution of physical quantities
that is not available from Moore et al. (2009). For in-
stance, we find some new interesting phenomena, such as
an oscillatory motion in the atmosphere at intermediate
altitudes caused by successive falling and bounce back of
the atmosphere during eclipse.

2. Description of problem and numerical analysis

2.1. Problem and assumptions

Consider an atmospheric column over a fixed point lo-
cated on Io’s equator and in the sub-Jovian hemisphere.1

1 As a result of tidal locking, Io always shows the same side (the
sub-Jovian hemisphere) to Jupiter. Thus, the eclipse does not much
effect the anti-Jovian hemisphere.

The ground is supposed to be uniformly covered by the
frost of SO2 and the atmosphere to be a binary mixture
composed of the vapor of the frost (i.e., SO2 gas) and an-
other noncondensable gas (SO or O2).

2 When the eclipse
begins, the temperature of the surface frost drops as a re-
sult of the loss of insolation and SO2 condenses on the
surface. Conversely, after the eclipse ends, the restored
insolation raises the surface temperature and sublimation
occurs. The condensation and sublimation on the surface
induces an unsteady vertical motion of the overlying at-
mosphere. The presence of other components, S and O,
is also well-known (Ballester et al., 1987). These compo-
nents were assumed to stick to the surface in the previous
simulations (e.g. Wong and Smyth, 2000) and were found
to have only low concentration on the dayside of Io in
the recent DSMC study by Walker (2012). In such a case,
those components should not alter the results in this study
significantly.

In the present study, we investigate the one-dimensional
unsteady behavior during and after eclipse on the basis
of kinetic theory. The basic assumptions are as follows:
(i) the behavior of the atmosphere is described by the
model Boltzmann equation for mixtures proposed in An-
dries et al. (2002); (ii) the vapor (SO2 gas) follows the
complete-condensation boundary condition on the surface
[see Eqs. (6a) and (6b) appearing later]; (iii) the non-
condensable gas (SO or O2) follows the diffuse-reflection
boundary condition on the surface. Note that the Boltz-
mann equation applies in this problem, since the local
mean free path is not negligible compared to the pres-
sure scale height during eclipse as well as at high altitudes
[see Table 2 and Sections 3 and 4 appearing later]. Some
additional assumptions, including those about the initial
condition, will also be made in the course of the study.

In the following formulation, the vapor (SO2 gas) and
noncondensable gas (SO or O2) will be referred to as species
A and B, respectively. The Greek letters α and β will often
be used to represent the species, i.e., α, β = {A,B}. Let t
be the time, where the eclipse begins at t = 0 and lasts un-
til t = 120 min. Let X [= (X1, X2, X3)] be the space rect-
angular coordinates, where the surface is located atX1 = 0
and the atmosphere extends over the half space X1 > 0.
The velocity distribution function (VDF) of molecules of
species α (= {A,B}) is denoted as Fα = Fα(t,X1, ξ),
where ξ [= (ξ1, ξ2, ξ3)] is the molecular velocity. The
macroscopic quantities, such as the number density nα,
flow velocity vα [= (vα1 , v

α
2 , v

α
3 )], pressure p

α, and temper-
ature Tα of species α, are defined as the moments of Fα

as follows:

nα =

∫
Fαdξ, vα =

1

nα

∫
ξFαdξ, (1a)

pα = knαTα =
1

3

∫
mα|ξ − vα|2Fαdξ, (1b)

2 Note that SO has not been established as a perfectly noncon-
densable gas in Io’s circumstances. The effect of its partial conden-
sation was examined in Moore et al. (2009).
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where mα is the molecular mass of species α, k is the
Boltzmann constant, and dξ = dξ1dξ2dξ3. The domain
of integration is the whole space of ξ. The corresponding
quantities of the total mixture, i.e., the number density n,
flow velocity v [= (v1, v2, v3)], pressure p, and temperature
T of the mixture, are given by

n =
∑

α=A,B

nα, (2a)

v =
∑

α=A,B

mαnαvα
/ ∑

α=A,B

mαnα, (2b)

p = knT =
∑

α=A,B

(
pα +

1

3
mαnα|vα − v|2

)
. (2c)

In the present study, lateral winds are assumed to be
small, so that the horizontal components of the flow ve-
locity will be ignored (i.e., vα2 = v2 = 0 and vα3 = v3 = 0)
in the actual analysis, whereas they are left in the for-
mulation. This assumption may be unacceptable near the
terminator, where supersonic horizontal flows have been
found in the previous work (see, e.g., Ingersoll et al., 1985;
Austin and Goldstein, 2000).

2.2. Basic equation and initial and boundary conditions

The model Boltzmann equation in Andries et al. (2002)
for the present one-dimensional unsteady problem may be
written in the following form. For α = {A,B},

∂Fα

∂t
+ ξ1

∂Fα

∂X1
− g

∂Fα

∂ξ1
= Kα(Mα − Fα), (3)

where g is the gravitational acceleration. Since the scale
height of the atmosphere is much smaller than the radius
of Io, g (= 1.8 m/s2) is treated as constant in the following
analysis. The Kα and Mα are defined by

Kα =
∑

β=A,B

Kβαnβ , (4a)

Mα = nα
( mα

2πkT (α)

)3/2

exp
(
−mα|ξ − v(α)|2

2kT (α)

)
. (4b)

Here, Kβα is a positive constant satisfying Kβα = Kαβ ,
that determines the collision frequency of an α-species
molecule with β-species molecules via Kβαnβ . Thus, the
above Kα corresponds to the total collision frequency of
an α molecule. The parameters v(α) and T (α) contained
in the Maxwell distribution (4b) are defined by

v(α) = vα +
2

mαKα

∑
β=A,B

µβαXβαnβ(vβ − vα), (5a)

T (α) = Tα − mα

3k
|v(α) − vα|2

+
4

Kα

∑
β=A,B

µβαXβαnβ

mβ +mα

(
T β − Tα

+
mβ

3k
|vβ − vα|2

)
, (5b)

µβα = mβmα/(mβ +mα). (5c)

Note that nα, vα, and Tα appearing in the above equa-
tions are given by Eq. (1). That is, the model equation
(3) is completed by Eq. (1) as well as Eqs. (4) and (5).

Note also that v
(α)
2 = v

(α)
3 = 0 because of the assumption

made after Eq. (2). The Xβα is an additional positive
constant satisfying Xβα = Xαβ ; the positivity of T (α) fol-
lows if Xβα ≤ Kβα. This model was designed in such a
way that, by adjusting Xβα, the momentum and energy
exchanges between different species can be the same as
those for (pseudo-)Maxwell molecules with an arbitrary
value of the angular cutoff parameter.3 For simplicity, in
the present study we choose Xβα as specified in Eq. (14)
below, so pseudo-Maxwell behavior of the molecules is not
enforced.

The boundary condition on the surface is written as
follows. For X1 = 0 and ξ1 > 0,

Fα = nα
w

( mα

2πkTw

)3/2

exp
(
−mα|ξ|2

2kTw

)
, (6a)

nA
w = pAw/kTw, (6b)

nB
w = −

(2πmB

kTw

)1/2
∫
ξ1<0

ξ1F
Bdξ. (6c)

Here Tw is the surface temperature and varies with time
as a result of the change of insolation. The pAw is the
saturated vapor pressure at temperature Tw and is given
by the Clausius–Clapeyron relation:

pAw = Πexp(−Γ/Tw). (7)

The Π and Γ are constants; Π = 1.516 × 1013 Pa and
Γ = 4510 K for SO2 vapor (Wagman, 1979). In the present
problem, the variation of Tw and corresponding pAw with
time would induce the unsteady motion of the atmosphere
through the boundary condition (6). We will discuss how
the surface temperature Tw is determined as a function of
time t in the next section.

The initial condition is given as follows. The atmo-
sphere at t = 0 is assumed to be in a saturated equilibrium
state at rest with uniform temperature, i.e.,

Fα = nα
0

( mα

2πkT0

)3/2

exp
(
−mα(|ξ|2 + 2gX1)

2kT0

)
. (8)

The initial temperature T0 will be chosen in the next sec-
tion. The nα

0 is the initial number density of species α on
the surface (X1 = 0); nA

0 = pA0 /kT0 with pA0 being the sat-
urated vapor pressure at temperature T0 [i.e., pA0 is given
by Eq. (7) with Tw being replaced by T0]. For later conve-
nience, we introduce the concentration χB of the noncon-
densable gas contained in the initial atmospheric column,

3When an intermolecular force extending to infinity is considered,
an angular cutoff is often introduced by ignoring a portion of graz-
ing collisions to produce a finite collision frequency. See, e.g., Sone
(2007) for more details.
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which is defined as

χB =

∫ ∞

0

nB(t = 0)dX1

/∫ ∞

0

n(t = 0)dX1

=
(nB

0 /m
B)

(nA
0 /m

A) + (nB
0 /m

B)
. (9)

The above χB , instead of nB
0 , will be used later to specify

the amount of the noncondensable gas.

2.3. Model for surface temperature

The surface temperature Tw is determined by the same
differential equation as that in Moore et al. (2009), which
may be written as

dTw

dt
=

{
Aσ(T 4

Min − T 4
w), for 0 ≤ t ≤ 120 min,

Aσ(T 4
E − T 4

w), for t > 120 min,
(10)

where σ is the Stefan–Boltzmann constant and A = ε/C
with ε being the bolometric emissivity and C the heat
capacity per unit area of the surface. The TE is an equi-
librium temperature defined as

TE =


(TMax − TMin)cos

1/4 θ + TMin,

for θ ≤ 90◦,

TMin, for θ > 90◦,

(11)

where θ is the solar zenith angle (SZA), TMax is the max-
imum of TE at the sub-solar point (θ = 0◦), and TMin is
the minimum of TE in the nightside hemisphere (θ > 90◦).
Note that TE is a function of time t in the present problem,
because θ at a fixed point on Io varies with time accord-
ing to the diurnal motion of the sun. Once we specify the
location (or the longitude) of the atmospheric column on
the equator, we can determine the SZA as a function of
t. The initial temperature T0 appearing in Eq. (8) is then
chosen as T0 = TE(t = 0). The location of the column and
values of A, TMax, and TMin will be specified in the next
section.

In the above model for the surface temperature Tw, the
effects of the latent heat of the phase transition and the
sensible heat flowing through the interface are ignored.
Those effects may be considered small, since the atmo-
sphere is very thin (see the values of the saturated va-
por pressure in Table 2 appearing later). However, one
may consider that the effects of other heat sources (such
as geothermal) which are practically time-independent are
included in the minimum temperature TMin. In any case,
Tw in the above model is independent of the atmospheric
behavior. We can solve Eq. (10) with the initial condition
Tw(t = 0) = T0 to obtain Tw beforehand.

2.4. Parameter setting

In the present study, the minimum and maximum of
the equilibrium temperature appearing in Eq. (11) are set
as TMin = 90 K and TMax = 114 K, respectively. The

Table 1: Parameter setting.

Case gas B mB/mA χB A−1(J/m2K)

1 — — 0 350
2 SO 0.75 0.35 350
3 SO 0.75 0.35 700
4 SO 0.75 0.35 175
5 O2 0.5 0.35 350
6 O2 0.5 0.07 350

location of the atmospheric column is set to the point with
longitude 53◦W, where the eclipse begins about 3 hours
after sunrise and ends about 5 hours before noon. The
initial SZA is θ(t = 0) = 61◦ and the initial temperature
is then computed as T0 = 110 K from Eq. (11). The
species of the noncondensable gas, the initial concentration
χB , and the parameter A appearing in Eq. (10) for the
simulation cases considered in the present study are listed
in Table 1.

The above values of TMin and A are quoted from the
previous DSMC analysis in Moore et al. (2009), whereas
the value of TMax is lower than that in the same reference
[TMax = 120 K in Moore et al. (2009)]. The lower TMax is
chosen to reduce the computational labor; a slight increase
in the surface temperature results in considerably higher
atmospheric pressure on the surface (see the saturated va-
por pressure in Table 2 below). The numerical analysis of
the Boltzmann equation generally becomes more difficult
as the pressure increases. Incidentally, various values for
TMin and TMax have been employed in the literature (see,
e.g., Ingersoll et al., 1985; Smyth and Wong, 2004; Austin
and Goldstein, 2000; Moore et al., 2009). The point with
longitude 53◦W is chosen so that the initial temperature
T0 coincides with those of the major results in Moore et al.
(2009).

Next we choose values of the constants Kβα and Xβα

appearing in the model Boltzmann equation (3). As men-
tioned after Eq. (4), Kβα is relevant to the molecular col-
lision frequency. The mean free path ℓ0 of SO2 molecules
with respect to collisions with other SO2 molecules in the
saturated equilibrium state with temperature T0 may be
defined as

ℓ0 =
(8kT0/πm

A)1/2

KAAnA
0

. (12)

Then we assume thatKAA is determined so that the above
ℓ0 is equal to the mean free path of hard-sphere molecules
with diameter d, i.e.,

(8kT0/πm
A)1/2

KAAnA
0

=
1√

2πd2nA
0

,

or KAA = 4d2(πkT0/m
A)1/2. (13)

Here we substitute the nominal diameter of an SO2 molecule
d = 7.16 × 10−10 m. For the sake of simplicity, the other
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Table 2: The saturated vapor pressure pAw, pressure scale height HA, and molecular thermal speed

cA of SO2 gas corresponding to temperature Tw. The mean free path ℓw (with respect to SO2–SO2

collisions) in the saturated equilibrium state with temperature Tw and the Knudsen number Kn
are also shown. See Eqs. (7) and (15) [KAA in Eq. (15b) is defined by Eq. (13) at T0 = 110 K].

Tw(K) pAw(Pa) HA(km) cA(m/s) HA/cA(s) ℓw(km) Kn

90 2.62(−9)a 6.5 153 42 189 29
95 3.66(−8) 6.9 157 44 14.6 2.1
100 3.93(−7) 7.2 161 45 1.47 2.0(−1)
105 3.36(−6) 7.6 165 46 1.85(−1) 2.4(−2)
110 2.37(−5) 7.9 169 47 2.81(−2) 3.5(−3)
114 9.99(−5) 8.2 172 48 7.04(−3) 8.6(−4)
a Read as 2.62× 10−9.

constants KBB , KBA, and XBA are all assumed to be
identical with KAA, i.e.,

KBB

KAA
=

KBA

KAA
=

XBA

KAA
= 1. (14)

We should note that the constants Kβα and Xβα are
related to the properties of collisional interactions between
molecules (as mentioned in Section 2.2) and also appear
in the expressions of the transport coefficients, such as
the viscosity, thermal conductivity, and diffusion coeffi-
cient (see Andries et al., 2002). Irrespective of values of
Kβα and Xβα, however, the model Boltzmann equation
generally cannot match all the transport coefficients si-
multaneously.4 The Kβα and Xβα determined above by
Eqs. (13) and (14) will reproduce at least a proper value of
the mean free path with respect to A–A collisions [or the
Knudsen number defined by Eq. (15b) below], but will not
yield totally correct transport properties of the mixture.

Figure 1 shows the variation of the surface tempera-
ture Tw during and after eclipse for different A’s obtained
as a solution of Eq. (10) with TMin, TMax, and T0 specified
above. As A−1 (∼ the heat capacity per unit area of the
surface) decreases, Tw changes more rapidly with a change
of the insolation. Table 2 shows the saturated vapor pres-
sure pAw corresponding to several Tw’s in the temperature
range in Fig. 1. In addition, the pressure scale height HA

and the molecular thermal speed cA of species A, the mean
free path ℓw with respect to A–A collisions in the saturated
equilibrium state with temperature Tw, and the Knudsen
number Kn, which indicates the degree of rarefaction, are
also listed in the same table. Those are defined by

HA = kTw/m
Ag, cA = (2kTw/m

A)1/2, (15a)

ℓw = (8kTw/πm
A)1/2/KAAnA

w, Kn = ℓw/H
A. (15b)

It is seen that pAw (and also ℓw) varies significantly in the
above temperature range, whereas HA and cA show rela-
tively small variations.

4 The similar well-known example is the BGK model Boltzmann
equation for a single-component gas (Bhatnagar et al., 1954; We-
lander, 1954), which always gives the Prandtl number Pr = 1.

T
w
(K
)

t (min)

Eclipse

Ingress Egress

Figure 1: Surface temperature Tw during and after eclipse at the
longitude of 53◦W for (TMin, TMax, T0) = (90 K, 114 K, 110 K). The
solid line indicates the result for A−1 = 350 J/m2K, the dashed line
that for 175 J/m2K, and the dot-dashed line that for 700 J/m2K.

2.5. Numerical analysis

Suppose that the surface temperature Tw has been
computed beforehand and given as a function of time t
as shown in Fig. 1. Then we solve the initial-boundary
value problem for the atmosphere, i.e., Eqs. (3), (6), and
(8), numerically by means of a finite-difference method.
The details of the method are omitted here, since we just
follow a standard procedure; however its outline is given in
Appendix A. The computational conditions, such as the
grid intervals, time step, etc., as well as data concerning
the accuracy are given in Appendix B.

In the following, the results in the case of pure SO2

(Case 1 in Table 1) and in the case of a mixture (Case 2)
are shown separately in Sections 3 and 4. The variation
of the column density during eclipse and the comparison
with the previous DSMC results are shown in Section 5.

3. Unsteady behavior of a pure SO2 atmosphere

Figures 2–6 show the results for Case 1 in Table 1, i.e.,
the case of a pure SO2 atmosphere.
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Figure 2: Profiles of the number density nA, flow velocity vA1 , and
temperature T just after ingress into eclipse (t = 0, 2, 4, 6, and 8
min) in Case 1 [SO2 (100%)].

3.1. During eclipse

Figure 2 shows the unsteady behavior of the atmo-
sphere at the beginning of eclipse (the first 8 minutes
after ingress into eclipse). The surface temperature Tw

decreases to 104.8 K at t = 8 min (from the initial tem-
perature 110 K). Thus, the saturation vapor pressure de-
creases, and the atmosphere starts condensing causing a
sudden decrease of the density on the surface. As seen in
the profile of nA, the density decrease on the surface prop-
agates upward as an expansion wave, which travels at the
sound speed (∼ 9.3 km/min) up to t = 4 min. After that,
the wave front seems to accelerate. The local mean free
path ℓ in the initial atmosphere is ℓ ∼ 30 m on the surface
and increases about 10 times every 20 km (i.e., ℓ ∼ 30
km at 60 km height). Thus the upper atmosphere is prac-
tically a free-molecular gas, so that its density profile is
affected by the ballistic motion of fast molecules.

As seen in the profile of vA1 , the condensation on the
surface induces a downward flow. However, when t ≳ 4
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Figure 3: Profiles of the number density nA, flow velocity vA1 , and
temperature T during eclipse in Case 1 [SO2 (100%)]. The solid lines
show the profiles at every 10 minutes (t = 0, 10, 20, . . ., 120 min);
the dashed and dashed-dotted lines show the profiles at t = 15 and
25 min. The arrow indicates the direction to which the profile moves
with time (t ≳ 30 min).

min, the maximum flow speed is achieved not on the sur-
face but at intermediate altitudes. This indicates that the
high speed flow falling from the upper atmosphere collides
with the lower atmosphere and is decelerated near the sur-
face. In this process, the atmosphere is compressed, so
that the temperature rises significantly (cf. the profile of
T ). Then the compressed region propagates upward, as a
collisional shock wave, against the high speed downward
flow; when t = 8 min, the local mean free path is about 2
km at X1 = 20 km, 10 km at X1 = 30 km, and 30 km at
X1 = 40 km. We note here that the temperature of the
gas adjacent to the surface is higher than the surface tem-
perature (e.g., T = 113.5 K at X1 = 0 km and t = 8 min).
The mechanism of this temperature rise on the condensing
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Figure 4: Profiles of the flow velocity vA1 and temperature T at
every minute until t = 40 min in Case 1 [SO2 (100%)]. The thick
lines indicate the profiles at every 5 minutes.

surface and that of the temperature drop on the evaporat-
ing (or sublimating) surface appearing later were clarified
and explained physically by Sone and Onishi (1978) (see
also Sone, 2002).

Figure 3 shows the time evolution of the profiles during
the rest of the eclipse (i.e., t = 0 – 120 min). The number
density continues to decrease at lower altitudes because
of the condensation on the surface, whereas the profile at
higher altitudes shows oscillatory behavior until t ∼ 30
min. The flow velocity profile shows that there is a layer
moving upward (i.e., with positive flow velocity) at t = 10
min. The positive peak of the profile has developed from
the maximum seen at t = 8 min around X1 = 20 km (see
Fig. 2). This is due to the fact that a part of the gas flow-
ing down at a high speed from the upper atmosphere is
bounced upward when colliding with the lower and denser
atmosphere. The temperature there increases up to about
190 K. These peaks in the flow velocity and temperature
profiles at t = 10 min develop further and move upward
at a high speed (5 or 6 times the sound speed). However,
the rising layer finally loses energy and starts falling again.
The falling gas is bounced upward again, causing the sec-
ond rising layer, which can be observed in the flow velocity
profile at t = 20 min. This process is repeated once again.
As a result, the flow velocity and temperature at a fixed al-
titude oscillate in time, while the amplitude decays rapidly
and almost vanishes by t ∼ 40 min. The time evolution
of the flow velocity and temperature profiles during this
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Figure 5: Profiles of the number density nA, flow velocity vA1 , and
temperature T just after egress (t = 120, 122, 124, 126, and 128 min)
in Case 1 [SO2 (100%)].

process is shown in Fig. 4, from which the oscillatory be-
havior is seen more clearly. After the oscillation ceases,
the flow speed and the temperature decrease uniformly at
all altitudes until the end of the eclipse. At t =120 min,
the density on the surface decreases to be O(10−4) times
smaller than its initial value and the local mean free path
at the surface extends to as much as 145 km.

3.2. After eclipse

Figure 5 shows the unsteady behavior during the first
8 minutes after egress. The surface temperature Tw, which
decreased to 90.5 K at t = 120 min, starts rising and be-
comes 96.8 K at t = 128 min. Then the saturation vapor
pressure increases and the sublimation begins on the sur-
face. Since the whole atmosphere is almost free-molecular
gas at this time, the molecules emitted from the surface fly
ballistically and convey the disturbances due to the change
of Tw directly to the upper atmosphere. As a result, the
disturbances travel faster than the sound speed but do not
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1 [SO2 (100%)]. See the caption of Fig. 3.

form a collisional shock wave. Note again that the tem-
perature drop phenomenon on the sublimating surface is
clearly seen in the profile of T .

Figure 6 shows the profiles at every 10 minutes after
the eclipse until t = 200 min. The number density in-
creases rapidly and its initial value at t = 0 min near the
surface (see Fig. 3) is restored at t ∼ 160 – 170 min. The
flow velocity increases during the first 10 minutes and then
decreases uniformly. The gas temperature on the surface,
which is at each time a bit lower than the surface temper-
ature Tw because of the temperature drop phenomenon
(e.g., Tw = 112.4 K at t = 200 min), rises continuously
with time as Tw rises. Then, the temperature rise near
the surface is propagated upward by the sublimating flow.
The temperature profile for t ≳ 150 min becomes flat in
the upper region X1 ≳ 50 km. Incidentally, the local mean

10
11

10
12

10
13

10
14

10
15

10
16

n
A
(#
/m

3
)

0

8 min

-20

-10

0

v
A 1
(m
/s
)

0

2
4 6

8 min

0 20 40 60 80 100

105

110

115

T
(K
)

X 1 (km)

8 min

64

2

0

Figure 7: Profiles of the number density nA of SO2, flow velocity
vA1 of SO2, and temperature T of the mixture just after ingress into
eclipse (t = 0, 2, 4, 6, and 8 min) in Case 2 [SO2 (65%) and SO
(35%)].

free path at X1 = 50 km is about 100 km at t = 150 min
and shrinks to 9 km at t = 200 min.

4. Unsteady behavior in the case of the mixture

Figures 7–12 show the results for Case 2 in Table 1,
i.e., the case of the mixture of SO2 (gas A) and SO (gas
B). The surface temperature as a function of time is the
same as that in Case 1. The concentration of SO in the
initial atmospheric column is set as χB = 0.35.

4.1. During eclipse

Figure 7 shows the behavior of the number density nA

of SO2, flow velocity vA1 of SO2, and temperature T of the
mixture at the beginning of eclipse (the first 8 minutes af-
ter ingress into eclipse). In comparison with the pure SO2

case shown in Fig. 2, the number density decreases only
slightly (except in the immediate vicinity of the surface)
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and the condensing flow speed is small. Since the con-
densation is weak, the temperature rise phenomenon on
the condensing surface is inconspicuous. Instead, the gas
temperature near the surface follows the decreasing sur-
face temperature and shows a steep gradient. The profiles
of the flow velocity vB1 of SO (not shown in the figure)
are similar to those of vA1 except near the surface; vB1 = 0
on the surface because of the diffuse-reflection boundary
condition for the noncondensable gas [see Eq. (6)].

Figure 8 shows the profiles of the number density nA of
SO2 and nB of SO at every 10 minutes during the eclipse.
The corresponding profiles in the pure SO2 case (shown
in Fig. 3) are also plotted with dashed lines. The density
of the noncondensable gas SO increases near the surface
rapidly in the first 20 minutes (see Arrow A), since SO is
carried by the downward condensing flow of SO2 and accu-
mulates there. The SO near the surface forms a diffusion
layer, which interrupts the condensation of SO2. Conse-
quently the density of SO2 decreases only at lower alti-
tudes and the profile hardly changes at higher altitudes.
Its value on the surface at the end of the eclipse is about
O(102) times larger than the corresponding value in the
pure SO2 case. In this way, the atmospheric collapse dur-
ing the eclipse is interrupted by the noncondensable com-
ponent. After the first 20 minutes the density of SO near
the surface slowly decreases as a result of upward self-
diffusion (see Arrow B). Incidentally, the local mean free
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Figure 9: Profiles of the flow velocity vA1 of SO2 and temperature T
of the mixture during eclipse in Case 2 [SO2 (65%) and SO (35%)].
The solid lines show the profiles at t = 0, 10, 20, 30, and 120 min;
the dashed and dashed-dotted lines in the upper two panels show
the profiles at t = 15 and 25 min. The nethermost panel shows the
magnified profile of vA1 in the vicinity of the surface.

path on the surface may be estimated at ∼30 m at the end
of the eclipse.

Figure 9 shows the flow velocity vA1 of SO2 and tem-
perature T of the mixture during the eclipse. Because
the SO layer constitutes a partial barrier against the con-
densation, the flow speed of SO2 decreases quickly and
almost vanishes at all altitudes except near the surface.
A rapidly condensing flow remains in the close vicinity of
the surface, since a large difference between the SO2 num-
ber density near the surface and the saturation number
density corresponding to the surface temperature is main-
tained until the end of the eclipse. The temperature field
behaves quite differently compared with the pure SO2 case
shown in Fig. 3. Towards the end of the eclipse, the tem-
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See the caption of Fig. 4.

perature returns to its initial value 110 K except near the
surface, where the effect of surface temperature spreads by
conduction.

As in the case of the pure SO2 shown in Figs. 3 and 4,
the flow velocity and temperature at a fixed altitude oscil-
late in time because of the same mechanism. This is seen
from Fig. 9 and from Fig. 10 that corresponds to Fig. 4.
For instance, in the former figure, one observes the first
layer of SO2 moving upward (with positive vA1 ) at t = 10
min and the second (thicker) layer at t = 20 min, as in
Fig. 3. However, since the speed of falling of SO2 caused
by condensation is lower in the presence of the noncon-
densable SO, the oscillation is weaker and inconspicuous
at lower altitudes (X1 ≲ 40 km). On the other hand, the
oscillation lasts much longer than in the pure SO2 case
because the falling SO2 is bounced upward more strongly
by the dense layer of SO near the ground. The oscilla-
tion period measured from the result is about 10 minutes,
whereas the Brunt–Väisälä period for the initial (isother-
mal) state for Case 2 computed by a textbook formula is
about 11.5 minutes.

4.2. After eclipse

Figure 11 shows the SO2 and SO number density pro-
files at every 10 minutes after egress until t = 200 min.
Here again the corresponding profiles in the pure SO2 case
(shown in Fig. 6) are also plotted with dashed lines. The
SO2 density remains almost unchanged for a while just
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Figure 11: Profiles of the number densities nA of SO2 and nB of
SO after eclipse (t = 120, 130, 140, . . ., 200 min) in Case 2 [SO2

(65%) and SO (35%)]. The dashed lines in the upper panel indicate
corresponding profiles in Case 1 [SO2 (100%)] shown in Fig. 6. See
the caption of Fig. 3.

after egress. After the surface temperature and the corre-
sponding saturation density rise sufficiently, however, sub-
limation of SO2 takes place. As the result, the SO2 density
starts increasing and SO is lifted near the surface. In par-
ticular, the SO near the surface is swept away strongly
during the t ∼ 140 – 170 min period and then an SO-rich
layer is formed around the altitude of 10 km. Correspond-
ingly, a hollow is formed in the profile of SO2 density at
the same altitude.

Figure 12 shows the flow velocity of SO2 and temper-
ature of the mixture after egress until t = 200 min. Con-
densation, leading to a downward flow, continues for a
while after egress. Then, sublimation, giving rise to an
upward flow, follows at t ∼ 140 – 150 min. The flow speed
increases until t ∼ 170 min and then decreases at all al-
titudes. Even at t = 170 min, however, the flow speed is
small compared with the pure SO2 case (see Fig. 6). The
gas temperature near the surface rises immediately after
egress following the increase of the surface temperature.

5. Column density and comparison with the pre-
vious DSMC result

The column density of SO2 during and after eclipse is
shown in Fig. 13(a) (cf. Table 1). In the case of the pure
SO2 atmosphere (Case 1), the column density at the end
of the eclipse is almost 104 times smaller than its initial
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value. In the case of the mixture, the noncondensable gas
interrupts the condensation of SO2 and slows down the
atmospheric collapse. Comparing the results of Cases 2
and 5, we see that the collapse is delayed more efficiently
by heavier SO than by O2, if the total amount (or χB) is
fixed. Comparison of the results of Cases 5 and 6 natu-
rally shows that a larger amount of the noncondensable gas
(or larger χB) has a greater inhibiting effect on collapse
during eclipse (for fixed mB). However, it should be re-
marked that even a small amount of it (χB = 0.07) affects
the column density significantly (Aoki et al., 1998, 2003;
Moore et al., 2009). When the heat capacity of the surface
(∼ A−1) is larger (Case 3) or smaller (Case 4), the tem-
perature drop during the eclipse and rise after egress are
slower or faster, respectively (see Fig. 1). Correspondingly,
in comparison with Case 2, the increase of the column den-
sity after egress is slower in Case 3 and faster in Case 4.
However, the difference in the heat capacity in Cases 2, 3,
and 4 has virtually no effect on the columns during eclipse
because the atmospheric collapse is so efficiently hindered.
The dotted line in the figure indicates the theoretical value
for the pure SO2 atmosphere, which is at every moment
in an isothermal saturated equilibrium state at rest (with
A−1 = 350 J/m2K). Since the actual atmosphere cannot
equilibrate with the surface instantaneously, the result of
Case 1 lags slightly behind the instantaneous equilibrium.

Now the column density shown in Fig. 13(a) is com-
pared with the previous DSMC result, i.e., Fig. 8 in Moore
et al. (2009). Figure 13(b) is its extracted reproduction

based on the data provided by C. H. Moore, where their
cases are indicated by the subscript M as (Case 1)M. Our
Case 1 corresponds to (Case 1)M, Case 2 to (Case 5)M,
Case 3 to (Case 7)M, Case 4 to (Case 8)M, Case 5 to (Case
3)M, and Case 6 to (Case 2)M (cf. Table 1), but the param-
eters are not exactly the same; for instance, the initial SZA
is 61◦ in our case and 78◦ in Moore et al. (2009). Figures
13(a) and 13(b) look similar, the main discrepancy being
as follows: First in Case 6, where O2 is a small fraction
(χB = 0.07), we obtain larger columns during eclipse (es-
pecially at the end of eclipse) compared to (Case 2)M; Sec-
ondly the result of Case 1 (pure SO2 case) is closer to the
dotted line (the analytical result for an isothermal equi-
librium atmosphere) than the corresponding DSMC result
[(Case 1)M]. We note that both discrepancies appear when
χB is small. Apart from those discrepancies, the similar-
ity between Figs. 13(a) and 13(b) indicates an agreement
of the gross atmospheric collapse and reformation dynam-
ics. Thus, as discussed in Moore et al. (2009), the present
results are also consistent with the collapse time scale of
20 – 30 minutes observed via an auroral emission intensity
during eclipse in Clarke et al. (1994) and Retherford et al.
(2007).

Finally, the unsteady behavior of the atmosphere in
Case 2, which has already appeared in Figs. 7–12, is shown
again in Fig. 14; it is plotted in the same form as the cor-
responding figures in Moore et al. (2009) to facilitate the
comparison. Panel (a) may be directly compared with
Fig. 4(b) [or more appropriately with Fig. 6(a)] in Moore
et al. (2009) and panel (b) with Fig. 10 in the same ref-
erence. In the DSMC simulations in Moore et al. (2009),
the heating effect of the plasma torus was taken into ac-
count, so that a temperature rise is observed in the upper
atmosphere. Instead, the present result is naturally almost
isothermal. However, the profiles of the number densities
nA and nB in Fig. 14 are quite similar to the DSMC result.

Apart from the neglect of the effect of plasma impinge-
ment, the use of the model Boltzmann equation and the
choice for the values of its parameters Kβα and Xβα [see
Eqs. (13) and (14)], which specify molecular properties,
may also cause differences. The VHS molecular model was
employed in the previous DSMC simulations, whereas the
present simulations do not. Nevertheless, as we have seen
above, our present approach reproduces, on the whole, the
behavior obtained in Moore et al. (2009). Therefore, the
more detailed time evolutions of the profiles presented in
Figs. 2–12, which are practically impossible to obtain by
the DSMC method, provide new and important informa-
tion.

6. Concluding remarks

The unsteady behavior of Io’s atmosphere during and
after eclipse was studied on the basis of kinetic theory.
Following the previous DSMC simulation in Moore et al.
(2009), we considered the atmospheric column above a
fixed point on Io’s surface and analyzed the one-dimensional
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flow induced by condensation and sublimation of SO2. In
the present study, we focused on the effect of the non-
condensable gas (SO or O2) only and ignored other ef-
fects, such as the plasma impingement, radiative cooling
of the gas, molecular internal structure, and reactions be-
tween the component species. Moreover, instead of the full
Boltzmann equation, we used the model equation in An-
dries et al. (2002) for easy analysis. However, we carried
out computations by means of a finite-difference method
to obtain accurate results.

In spite of the simplifications mentioned above, the col-
umn density of SO2 during eclipse almost coincides with
the DSMC result, except for a few discrepancies. Thus,
we may say that the atmospheric collapse and the inter-
ruption by a noncondensable gas are, as a whole, correctly
reproduced in the present simulation. This is because, as

expected, the effect of the noncondensable gas is the most
dominant in this problem. As mentioned in Section 2.4,
the model equation cannot yield totally correct transport
properties of the mixture. However, this should not be a
serious defect, because the present problem is controlled
mainly by the effect of the mutual diffusion only.

The solutions obtained in the present approach may
have some restrictions because of the simplifications. How-
ever, they were able to clarify some detailed structures,
such as the waves in the macroscopic quantities traveling
in the column and an oscillatory motion in the atmosphere
during eclipse, that had not been noticed in Moore et al.
(2009). Indeed, it is a formidable task to find such detailed
structures of the atmospheric behavior by the DSMC simu-
lation, especially in the case of unsteady problems. There-
fore, we may emphasize that the present results provide a
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deeper understanding of the phenomena found in Moore
et al. (2009) and thus complement this reference.
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Appendix A. Outline of numerical analysis

We first note that the molecular-velocity variables ξ2
and ξ3 can be eliminated from the problem by introducing
appropriate marginal VDF’s as in Chu (1965) (see also
Sone, 2007, A.6). The initial-boundary value problem,
Eqs. (3), (6), and (8), is then recast into a problem for the
marginal VDF’s depending only on t, X1, and ξ1, which is
much easier to handle.

Next we limit the variables X1 and ξ1 to the finite
range, say, 0 ≤ X1 ≤ D and |ξ1| ≤ Zcα0 for species α
(= {A,B}) with sufficiently large D and Z. Here cα0 is
the molecular thermal speed of species α at temperature
T0 [i.e., the second equation of Eq. (15a) with Tw and
mA being replaced by T0 and mα, respectively]. The grid
points X(i) (i = 0, 1, . . . ,M ; X(0) = 0; X(M) = D) for X1

are defined as

X(i) =

 −HA
0 ln(1− ϵi), (i = 0, 1, . . . , M̄),

PM̄−2(i) + PM̄−1(i) + PM̄ (i),
(i = M̄ + 1, M̄ + 2, . . . ,M),

(A.1)

where HA
0 is the scale height at temperature T0 [i.e., the

first equation of Eq. (15a) with Tw being replaced by T0],
ϵ is a sufficiently small constant, and

Pl(i) = X(l) (i−m)(i− n)

(l −m)(l − n)
, (A.2)

with (l,m, n) being the permutation of (M̄−2, M̄−1, M̄).
The above X(i)’s up to i = M̄ are arranged so that the
grid interval grows exponentially with altitude and can be
comparable to the local mean free path; X(i)’s for i > M̄
are arranged in such a way that the growth rate of the in-
terval is reduced to have sufficient number of grid points at
higher altitudes and be smoothly connected at i = M̄ . The

grid points ξ
(j)
α for species α (j = −2N,−2N + 1, . . . , 2N ;

ξ
(±2N)
α = ±Zcα0 ; ξ

(0)
α = 0) for ξ1 are defined as

ξ(j)α =

{
Zcα0 (j/2N)2, (j ≥ 0),

−ξ
(−j)
α , (j < 0).

(A.3)

In general, the extent of the VDF of species α in the molec-
ular velocity space is inversely proportional to

√
mα [see,

e.g., Eq. (8)]. Thus ξ
(j)
α ’s for each species differ accord-

ingly. The values of ϵ, M̄ , and M in Eq. (A.1) as well as
those of Z and N in Eq. (A.3) are specified in Appendix
B.

We employ an implicit finite-difference scheme for the
equation of the marginal VDF’s, which is essentially the
same as that in Aoki et al. (1990) except that a derivative
with respect to ξ1 exists in the present problem; a stan-
dard (upwind) finite difference of 2nd-order accuracy (see,
e.g., Ohwada et al., 1989, Appendix A) is used to express
the derivatives with respect to X1 and ξ1. Note that the
Boltzmann equation should be solved in accordance with
the direction of the characteristics, which in the present
problem are equivalent to the trajectories of a projectile
in the phase space starting fromX1 = 0 with various initial
velocities ξ1 (> 0) [see Eq. (3)]. To be consistent with that
direction, the finite-difference solution on the grid points
should be constructed in the following manner: (i) the so-

lution for ξ
(j)
α ≥ 0 is constructed successively from X(1) to

X(M) and for each X(i) successively from ξ
(2N−1)
α to ξ

(0)
α ;

(ii) the solution for ξ
(j)
α < 0 is constructed successively

from X(M−1) to X(0) and for each X(i) successively from

ξ
(−1)
α to ξ

(−2N)
α . In this procedure, auxiliary boundary

conditions at ξ
(2N)
α and at X(M) for ξ

(j)
α < 0 are neces-

sary. Here we assume that Fα(ξ
(2N)
α ) = 0, since Fα → 0

as |ξ| → ∞ in general. As for the condition at X(M)

we assume the specular reflection, i.e., Fα(X(M), ξ
(j)
α ) =

Fα(X(M),−ξ
(j)
α ) for ξ

(j)
α < 0. As a result of the latter con-

dition, the atmospheric escape (Jeans escape) is neglected
in the present study [Note that the escape velocity on Io
(about 2.56 km/s) is very fast compared to the typical
thermal speed of molecules (see Table 2)].

Finally it should be mentioned that the derivative with
respect to ξ1 of the VDF on the surface (X1 = 0) may be
discontinuous at ξ1 = 0 in the present problem (the VDF
itself is continuous). The discontinuity is properly taken
into account in the above scheme.

Appendix B. Grid parameters and accuracy tests

The results shown in Sections 3–5 were obtained under
the following computational conditions: (i) the time step
was 4.694 ms; (ii) the parameters for X(i) in Eq. (A.1)
were set as (ϵ, M̄ ,M) = (0.002, 480, 616); (iii) the param-

eters for ξ
(j)
α in Eq. (A.3) were set as (Z,N) = (6, 200).

See Table 2 for the values of HA
0 and cA0 at T0 = 110 K.

The extent of the spatial grids D was about 246 km and
the minimum and maximum intervals were 15.9 m (on the
surface) and 2.84 km (at X1 = D). The computation,
which was not parallelized, was mainly carried out on a
personal computer with an Intel Core i7–870 (2.93GHz)
processor and took approximately 60 hours for each case
until t = 300 min.

We also carried out auxiliary runs for Cases 1 and 2
varying the computational condition as listed below. The
macroscopic quantities obtained in those test runs were
compared with the results shown in Sections 3 and 4.
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(a) The time step was doubled (9.388 ms) without chang-

ing the above X(i)’s and ξ
(j)
α ’s. The differences of nα,

T , and vα1 (from the results shown in Sections 3 and
4) were, respectively, less than 0.12 %, 0.07 %, and 0.2
m/s (0.01 m/s for t > 40 min) at every point up to an
altitude of 180 km.

(b) The number of ξ1 grid points was reduced by setting
N = 160. Up to an altitude of 150 km, the differences
of nα, T , and vα1 were less than 8.4 %, 0.85 %, and
1.7 m/s (0.33 m/s for t > 40 min) in Case 1. Up to
an altitude of 180 km, they were less than 12 %, 0.92
%, and 4.6 m/s (0.41 m/s for t > 40 min) in Case 1
and less than 4.3 %, 0.24 %, and 1.5 m/s (0.11 m/s
for t > 40 min) in Case 2.

(c) The number of X1 grid points were reduced by tak-
ing only even-numbered points from the above X(i)’s
(i.e., X(2i) with i = 0, 1, . . . ,M/2). In Case 1, the
differences of nA, T , and vA1 for t ≤ 40 min were less
than 2.6 %, 2.3 %, and 2.6 m/s (or 15 %, 7 %, and
22.6 m/s) up to an altitude of 150 km (or 180 km) and
those for t > 40 min were less than 2.3 %, 0.24 %, and
0.83 m/s up to an altitude of 180 km. In Case 2, the
differences of nα, T , and vα1 were less than 5.2 %, 0.32
%, and 1.6 m/s (0.65 m/s for t > 40 min) up to an
altitude of 180 km.

(d) The upper boundary was slightly lowered by setting
M = 604 (then, D ∼ 213 km). The differences of nα,
T , and vα1 up to an altitude of 140 km were less than
0.56 %, 4.6 %, and 3.4 m/s (0.001 %, 0.01 %, and 0.01
m/s for t > 40 min) in Case 1 and less than 0.01 %,
0.05 %, and 0.06 m/s in Case 2.

As seen above, rather large differences may occur in some
cases especially at higher altitudes and during the first 40
min (i.e., while the waves in the profiles of the macroscopic
quantities are running upward as seen in Figs. 3 and 9).
However, those differences tend to decrease at lower alti-
tudes. Besides, the column density of SO2 obtained in the
above tests does not differ from that shown in Fig. 13(a)
by more than 0.08 %.
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