
Surface-wave analysis for identifying unfrozen
zones in subglacial sediments

Takeshi Tsuji1, Tor Arne Johansen2, Bent Ole Ruud3, Tatsunori Ikeda4, and
Toshifumi Matsuoka1

ABSTRACT

To reveal the extent of freezing in subglacial sediments, we
estimated S-wave velocity along a glacier using surface-wave
analysis. Because the S-wave velocity varies significantly with
the degree of freezing of the pore fluid in the sediments, this
information is useful for identifying unfrozen zones within
subglacial sediments, which again is important for glacier
dynamics. We used active-source multichannel seismic data
originally acquired for reflection analysis along a glacier at
Spitsbergen in the Norwegian Arctic and proposed an effective
approach ofmultichannel analysis of surfacewaves (MASW) in a
glacier environment. Common-midpoint crosscorrelation
gathers were used for the MASW to improve lateral resolution
because the glacier bed has a rough topology. We used
multimode analysis with a genetic algorithm inversion to

estimate the S-wave velocity due to the potential existence of a
low-velocity layer beneath the glacier ice and the observation of
higher modes in the dispersion curves. In the inversion, we
included information of ice thickness derived from high-
resolution ground-penetrating radar data because a simulation
study demonstrated that the ice thickness was necessary to esti-
mate accurate S-wave velocity distribution of deep subglacial se-
diment. The estimated S-wave velocity distribution along the
seismic line indicated that low velocities occurred below the gla-
cier, especially beneath thick ice (∼1300 m∕s for ice thicknesses
larger than 50m). Because this velocity was much lower than the
velocity in pure ice (∼1800 m∕s), the pore fluid was partially
melted at the ice–sediment interface. At the shallower subglacial
sediments (ice thickness less than 50m), the S-wave velocity was
similar to that of the pure ice, suggesting that shallow subglacial
sediments are more frozen than sediments beneath thick ice.

INTRODUCTION

Because the presence of liquid water lubricates the glacier ice–
subglacial sediment interfaces, meltwater drainage influences the
flow rate of glaciers. Therefore, estimation of the spatial distribution
of unfrozen zones within subglacial sediments, as well as subglacial
meltwater channels, is crucial for the study of glacier dynamics
(e.g., glacier cyclicity). To estimate the degree of freezing in such
sediments, seismic surveys would provide useful information be-
cause seismic velocities in porous rocks vary significantly with
the degree of pore-fluid freezing (Zimmermann and King, 1986;
Jacoby et al., 1996; Johansen et al., 2003). A small amount of frozen
water in the voids of a porous sediment rock can lead to large

S-wave velocity increases (Johansen et al., 2003). Hence, the S-
wave velocity distributions derived from surface-wave analysis
could provide useful information to reveal the degree of freezing
of subglacial sediments. For the seismic line used in this study,
high-resolution ground-penetrating radar (GPR) data are available
(Johansen et al., 2011). Previous studies have demonstrated that
GPR is an effective tool for glacier characterization (e.g., Wood-
ward et al., 2003). The GPR data, acquired with a constant offset,
do not provide any velocity information. The observed reflection
times from the base of the glacier are converted to depth using a
constant velocity of 0.17 m∕ns in the ice. The glacier geometry
derived from the GPR data is integrated in the surface-wave analysis
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to see if we can improve the resolution of the seismic velocities in
the subglacial sediments.
Rayleigh waves, generated by the interaction of P- and S-waves

at the surface of the earth, are polarized elliptically in the vertical
plane containing the direction of propagation. If the elastic con-
stants change with depth, the velocity of Rayleigh waves varies with
frequency. The dispersion of the phase velocity of a Rayleigh wave
can be used to obtain the S-wave velocity at depth scales ranging
from the upper mantle (e.g., Yao et al., 2008) to the near-surface
zone, where surface-wave analysis has applications in geotechnical
engineering (e.g., Hayashi and Suzuki, 2004; Lin et al., 2004). For
geotechnical purposes, spectral analysis of surface waves (SASW)
is used to determine 1D S-wave velocity structures to depths of
100 m (Nazarian et al., 1983). Most SASWmethods calculate phase
differences between two receivers using a crosscorrelation of their
recorded waveforms and determine the phase velocities from differ-
ently spaced crosscorrelations (receiver pair) separately.
To reduce incoherent noise in SASW, several authors have deter-

mined the dispersion curve from multichannel data. McMechan and
Yedlin (1981) propose a method that can transform time-
distance domain data to slowness-frequency domain from multi-
channel shot gathers using the τ-p transform. Park et al. (1998,
1999a, 1999b) also propose an integral transformation to phase-
velocity frequency-domain data called multichannel analysis of
surface-waves (MASW) method. MASW can calculate a higher-
resolution dispersion image compared to McMechan and Yedlin’s
(1981) method (Park et al., 1999a). MASW is more useful than
SASW because, by stacking in the frequency-wavenumber (f-k) do-
main, it can reduce the extent of incoherent noise events which are
often encountered in SASWand visually distinguish the fundamen-
tal mode of the Rayleigh wave from other modes (i.e., higher modes
and body waves) in the dispersion analysis. In this study, we apply
MASW to active-source long-offset seismic data acquired on top of
a glacier in south-central Spitsbergen in the Norwegian Arctic.
The surface of the glacier bed has a rough topology, although the

surface-wave analysis is conventionally assumed to be a horizon-
tally layered structure for S-wave velocity estimation. To improve
the lateral resolution of the estimated S-wave velocity structure, we
use a common-midpoint crosscorrelation (CMPCC) analysis
(Hayashi and Suzuki, 2004). Furthermore, characteristics of the dis-
persion curve are sensitively related to the seismic properties of the
subglacial sediment. Sharp velocity contrasts as well as a low-
velocity layer at the ice–sediment interface generate higher modes
in the dispersion curve. Therefore, the multimode analysis could be
convenient to use for studying the dynamics of the glacier system.

METHOD

Common-midpoint crosscorrelation
analysis

To determine accurate velocity structures for deep lithologies, it
is necessary to use a long receiver array with large channel number
for MASW. However, this decreases the lateral resolution because
the conventional MASW method provides an averaged velocity
over the total span of the array (Hayashi and Suzuki, 2004). A short-
er array provides better lateral resolution in cases where the lithol-
ogy has a significant lateral velocity variation. A trade-off therefore

exists between lateral resolution and investigation depth with
respect to the S-wave velocity structure.
To improve the lateral resolution of our long-receiver-array data,

we use a crosscorrelation analysis that generates a CMPCC gather
(Hayashi and Suzuki, 2004). When we use shot gathers in the sur-
face-wave analysis, the midpoints of the receiver pairs are widely
distributed. Therefore, the estimated S-wave velocity represents an
average value over a wide area. However, because the waveforms in
the CMPCC gather have the same common midpoint (CMP), it in-
creases lateral resolution compared to shot gathers, as in reflection
seismology. Ice thickness can change abruptly in the horizontal
direction due to U-shaped glacial valley, so the application of
the CMPCC approach to study subglacial sediment is effective
for resolving its S-wave velocity.
Data acquisition for the CMPCC method is similar to the acqui-

sition usually performed for a 2D seismic reflection survey. Every
pair of traces in a shot gather is crosscorrelated before being sorted
into CMP gathers. At each CMP point, the equally spaced cross-
correlated traces are stacked in the time domain. Differently spaced
crosscorrelations are ordered with respect to their spacing in each
CMP. The resultant CMPCC gathers contain only the characteristics
of phase differences at each CMP location (Hayashi and
Suzuki, 2004).

Multichannel analysis of surface waves

Dispersion curves can be calculated from the CMPCC gathers
using the MASW method proposed by Park et al., (1998, 1999a,
1999b). First, each trace in the CMPCC gathers is transformed
to the frequency domain via the fast Fourier transform. The CMPCC
gathers in the frequency domain Fðx;ωÞ are then integrated over
receiver space using a phase shift calculated for a fixed apparent
velocity (phase velocity c). This integration is repeated for a range
of apparent velocities as follows:

Fðc;ωÞ ¼
Z þ∞

−∞

Fðx;ωÞ
jFðx;ωÞj e

iωx∕cdx; (1)

where x and ω denote distance and angular frequency, respectively.
By plotting the absolute value of equation 1 on a phase velocity
versus frequency diagram, the dispersion image is obtained. Finally,
phase-velocity variations with frequency are determined by tracing
the peak amplitude of the dispersion image.
Theoretical dispersion curves including higher modes are calcu-

lated from P- and S-wave velocities and density structures using the
compound matrix method (Saito and Kabasawa, 1993). Several
methods have been proposed to calculate dispersion curves and to
avoid numerical instabilities for the high frequencies in phase-
velocities computations (e.g., Watson, 1970; Schwab and Knopoff,
1972; Kennett and Kerry, 1979). The method of Saito and Kabasa-
wa (1993) used in our study is essentially equivalent to Watson’s
(1970) method, although the layered matrix is modified to avoid the
use of imaginary numbers.
The embedded low-velocity layer often makes higher modes of

surface waves predominant (e.g., Gucunski and Woods, 1992;
Tokimatsu et al., 1992), so multimode analysis of surface waves
is important in this study due to the existence of a low-velocity layer
beneath the ice. In the multimode analysis, we use the theoretical
amplitude response of each mode derived by the compound
matrix method in addition to phase velocity. The misidentification
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of observed modes causes significant error in inverted velocity
models (e.g., Zhang and Chan, 2003; O’Neill and Matsuoka,
2005). Therefore, we employ the multimode inversion without
mode identification based on Lu and Zhang (2006), who demon-
strate that mode jumping of the observed phase velocity curve is
consistent with that of surface displacement distribution for each
mode (i.e., amplitude response). In this study, therefore, the ampli-
tude response (Harkrider, 1964, 1970) is used for the identification
of the dominant mode; we fit the theoretical phase velocities of the
mode with maximum amplitude response to the observed phase ve-
locities in the inversion. The amplitude response can be calculated
theoretically for an assumed model by forward calculation, so we do
not need to read the mode of observed phase velocities.
By fitting the theoretical dispersion curve to the observed disper-

sion curve, including higher modes, we can estimate the S-wave
velocity at the CMPCC point. Because the effects of S-wave veloc-
ity on the phase velocity of Rayleigh waves are dominant over those
of P-wave velocity and density (Xia et al., 1999), we only estimate
S-wave velocity in the inversion; the empirical relationship
between P-wave velocity and S-wave velocity (Kitsunezaki et al.,
1990) and the relationship between S-wave velocity and density
(Ludwig et al., 1970) are used in the calculation of P-wave velocity
and density. Here, we use a genetic algorithm (GA) inversion
(Yamanaka and Ishida, 1996) because GA avoids all assumptions
of linearity between the observables and the unknowns and there-
fore is not dependent on the reference (initial) velocity model (e.g.,
Socco et al., 2010). For the inversion of the dispersion curve, the
S-wave velocity and thickness of each layer are inferred.

Simulation study

To evaluate the performance of the multimode analysis and to
determine the inversion parameters for studying the sediment below
the glacier, we conduct a simulation study (Figure 1). Since the un-
frozen zones at the ice–sediment interface should have lower
S-wave velocities than pure ice (e.g., Johansen et al., 2003), we
use low-velocity layermodels (Figure 1a) in the simulation. The shal-
lowest layer of the model is pure ice, with constant seismic velocities
and density (VP ¼ 3466 m∕s,VS ¼ 1839 m∕s; Kim et al., 2010). To
calculate synthetic waveforms (Figure 1b) from the simulation
models, we use the discrete wavenumber integral (DWI) method
(Bouchon and Aki, 1977). Subsequent to the application of MASW,
the dispersion curves (Figure 1c) are calculated from synthetic wave-
forms. The low-velocity-layer models explain well the characteris-
tics of the dispersion curves of field data, as described later.
In this simulation study, we change the thickness of the glacier

ice (i.e., depth of the unfrozen sediment layer) and characterize the
dispersion curves (Figure 1). From the dispersion curves, we clearly
observe the higher modes induced by the low-velocity layer beneath
the glacier ice. The frequency at the transition of dominant mode
where the energy of the fundamental mode starts to decay is related
to ice thickness because the dispersion curve of the thicker ice
model has the transition of dominant mode at lower frequencies
(Figure 1). Thus, multimode inversion will improve the velocity
estimation of the subglacial sediment.
In this study, we use a seven-layer model for the inversion. The

influence of the number of layers on the inverted results is discussed

Figure 1. (a) S-wave velocity models with glacier
thicknesses of 30, 70, and 150 m. (b) Synthetic
wavefield calculated using the DWI method.
(c) Dispersion images calculated from the syn-
thetic waveforms.
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in Appendix A. To evaluate its convergence, we calculate the rms
error for each generation. As a result, we choose 200 generations for
the GA inversion (Figure 2). We estimate S-wave velocities 20
times with random seeds of initial populations for each CMPCC
gather (black lines in Figure 2c) and define the average of them
as the final S-wave velocity (blue line in Figure 2d). The detailed
parameters in the GA inversion are summarized in Table 1.
Figures 2 and 3 demonstrate the effectiveness of this multimode

analysis without mode identification because observed phase veloc-
ities are consistent with theoretical ones for the mode that has the
strongest amplitude. In the case of a 70-m ice thickness (Figure 2),
the amplitude of the first higher mode is smaller than those of the
dominant modes (i.e., fundamental and second higher modes) in the
entire frequency range used in this study (5–30 Hz). This may cause
mode misidentification when we read the mode of observed phase
velocities for frequencies higher than 17 Hz. Therefore, the multi-
mode analysis without mode identification is effective. Note that

although the relative maxima of the observed phase velocity for fre-
quencies near the mode transition zone can be readable, we only use
the theoretical phase velocities of the absolute maximum for each
frequency and neglect the phase velocities of the relative maxima
because of the simplicity of an inversion algorithm. A possible
improvement of the multimode inversion performed in this study
is to incorporate the phase velocities of several relative maxima into
the inversion algorithm.
The simulation studies indicate that the S-wave velocity can be

estimated accurately using GA inversion when the ice is relatively
thin (less than 70m inFigure 2); these estimated velocities are largely
consistent with the true velocity models (Figure 2d). However, the
S-wave velocity beneath thick glacial ice (150 m in Figure 2) is dif-
ficult to estimate, although the rms error is relatively small. The ice
thickness is known from GPR studies, so we can use it in the inver-
sion. When this information is used to fix the thickness of the
shallowest ice layer (150 m in this case), the S-wave velocity of

Figure 2. (a) Dispersion curves derived from the
simulated data at the various ice thicknesses
shown in Figure 1c (red dots) and from one of
the estimated phase velocities of 20 trials (blue
dots). Dashed lines indicate the amplitude re-
sponse of each mode. (b) The rms error in the
GA inversion. We estimate the velocity models
20 times with different random seeds for each
CMPCC gather (thin black lines). The blue line
indicates the average rms value. (c) Twenty results
from S-wave velocity inversion (thin black lines).
The light blue line indicates the reference velocity
model used for the inversion. The red line indi-
cates the true velocity model. (d) Final S-wave ve-
locity profile (blue line) estimated by averaging
the 20 results displayed in (c). The green line in-
dicates the standard deviation (SD) for each depth.
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the deep subglacial sediment can be estimated accurately
(Figure 3). Ice-thickness data are therefore important in surface-wave
analysis of deep subglacial sediments. This simulation study demon-
strates that the S-wave velocity can be estimated for deep subglacial
sediments if we acquire GPR data along the seismic survey line and
use information about ice thickness in the inversion.

SEISMIC DATA

In 2009, the University of Bergen and Statoil, in conjunction with
the University Center on Svalbard (UNIS) and Bergen Oilfield
Services (BOS), conducted a 2D seismic-profiling campaign on
glaciers at Nathorst Land in the Norwegian Arctic, located in
south-central Spitsbergen and facing the Van Mijen fjord to the
north and the Van Keulen fjord to the south (Johannessen et al.,
2011; Johansen et al., 2011; Figure 4). In the study area at Nathorst
Land, the glaciers are up to a few hundred meters thick. At the term-
inal margins of some glaciers, the appearance of meltwater ponds
reveals that the temperature beneath the glaciers is above freezing,
although generally the whole area of Spitsbergen is covered by
permafrost. As the pressure increases toward the base of the glacier,
the melting point of water decreases, and the ice melts. In this study,
we use seismic data of line 1A for the surface-wave analysis (green
line in Figure 4). These multichannel seismic data were originally
acquired for reflection analysis to resolve structures of deep subgla-
cial sediments (e.g., Johansen et al., 2011) using the CMP techni-
que. As such, the multichannel data are well suited for CMPCC
analysis of surface waves.
The seismic data were acquired using a belted vehicle towing a

1500-m-long snow streamer consisting of 60 geophone groups with
a group distance of 25 m (Johansen et al., 2011). Although geo-
phone grouping is usually used to filter out ground roll
(surface waves), the surface waves we focus on in this study
(frequency range ∼ 5 − 35 Hz) are not severely affected by the
grouping because of the high S-wave velocity at the glacier surface
(VS ¼ 1839 m∕s). Each geophone group was equipped with eight
equispaced 14-Hz gimballed vertical geophones. The dispersion
images computed from the CMPCC gathers show that reliable
results could be obtained for frequencies down to about 5 Hz.
The length of the survey line we use in this study is 7400 m. The

distance between shots was 50 m, and each shot was made by a
simultaneous ignition of two 50-m-long parallel lines of detonating
cord deployed in the inline direction. The ignition point was at the
front end of the line source, with a near offset of 125 m. Some ad-
vantages of using detonating cord are that it is flexible and easy to
handle under very low temperatures, fast to deploy, and, when used

as a line source, gives favorable source directivity, with the main
amplitude lobe pointing down and backward (Figure 5a). The
source directivity of the line source causes the extent of spatial alias-
ing of high-frequency surface waves to be considerably less than
that of a point source (Figure 5b, 5c, and 5d). This enables
us to separate the P-waves from the S- and surface waves by
f-k filtering. The acquisition design is set to a temporal sampling
rate of 2 ms and a recording time of 4 s.
From the recorded shot gathers, we calculate 74 CMPCC gathers

with a 100-m horizontal interval. The surface waves are clearly
identified on all CMPCC gathers. The prominent surface waves in-
dicated in the CMPCC gathers (Figure 6a) are Rayleigh waves be-
cause vertical geophones were used. The slope and extent of the
surface-wave pattern in the CMPCC gather are clearly seen to vary,
mainly associated with the thickness of the glacier (Figure 6). We
further identify airwaves on the CMPCC gather (Figure 6a).

RESULTS AND DISCUSSION

Dispersion curves

Dispersion images are calculated from all CMPCC gathers
(Figure 6b) after applying a bandpass filter (1–50 Hz). The

Figure 3. (a) Dispersion curves derived from the
simulated data for an ice thickness of 150 m (red
dots) and from one of the estimated phase veloci-
ties of 20 trials (blue dots). In the GA inversion,
the ice thickness (first layer) is fixed. Dashed lines
indicate the amplitude response of each mode.
(b) The rms error in the GA inversion. We esti-
mated the velocity models 20 times for each
CMPCC gather (thin black lines). The blue line
indicates the average rms value. (c) Twenty results
from S-wave velocity inversion (thin black lines).
The light blue line indicates the reference velocity
model used for the inversion. The red line indi-
cates the true model. (d) Final S-wave velocity
profile (blue line) estimated by stacking the 20 re-
sults displayed in (c). The green line indicates the
standard deviation (SD) for each depth.

Table 1. Parameters used in the GA inversion; γ is the
average coefficient of variation (Yamanaka and Ishida,
1996).

Parameters in GA inversion Value

Generation 200

Population size 100

Crossover probability 0.7

Dynamic mutation probability

γ ≥ 0.1 0.01

0.04 < γ < 0.1 0.05

γ ≤ 0.04 0.1

Trial 20

Number of bit 6

Type of string Decimal

Search range of VS and thickness �30% for the
reference model

S-wave velocity in subglacial sediment EN21
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dispersion images show constant phase velocity in the high-
frequency range (above 20 Hz) due to constant velocity within
the glacier ice. At the profile distance of 3000 m where the ice sheet
is at its thickest, the phase velocity is approximately 1800 m∕s
over a wide frequency range (9–30 Hz; Figure 6b). Because the
higher modes are observed in almost all dispersion curves and be-
cause the simulation study shows an importance of higher
modes, we decide to use the multimode inversion from the simula-
tion study.
We observe transitions of the dominant modes on the dispersion

curves (Figure 6). When the phase velocities of the dominant mode
of all CMPCC gathers are displayed (Figure 7a), the mode transition
is observed continuously for horizontal (survey line) direction
(white dots in Figure 7a). The higher modes could be induced by
a low-velocity layer beneath the glacier or at the interface between
glacier ice and sediment. From the simulation study, the transition
of dominant modes observed on the dispersion curve seems to be
related to ice thickness when the velocity structure beneath the gla-
cier is similar. Furthermore, as an approximate inversion, 1.1 times
phase velocities versus wavelength divided by a factor α (where
α ∼ 2 − 4) is transformed as S-wave velocity versus depth
(Figure 7b; e.g., Heisey et al., 1982; Abbiss, 1983; Socco et al.,
2010). Therefore, we can roughly estimate the geometry of the sub-
glacial sediment surface (location of low-velocity layer; Figure 7c)

Figure 4. Survey area in the Norwegian Arctic, located in south-
central Spitsbergen (Johansen et al., 2011). The green line indicates
the seismic survey profile used in this study. All seismic lines are
located on glaciers.

Figure 5. (a) Simulated source directivity from a line source of 50-m length and with a detonation velocity of 7.0 km∕s on top of a half-space
with a P-wave velocity of 4.0 km∕s. The amplitudes are computed for plane waves with different incidence angles and frequencies. (b) Shot
gather of point source computed with the reflectivity method for a model with a 100-m-thick glacier overlying high-velocity sedimentary rocks
(P-wave velocities of 4.0–5.0 km∕s). (c) The S-waves and surface waves from the gather in (b) are partly removed using an f-k filter. The strong
backward-dipping events are due to spatial aliasing. (d) The responses of the line source and the receiver groups are included in the modeling
(similar to the acquisition setup), resulting in an f-k-filtered gather with strongly reduced spatial aliasing.
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from the transition of dominant modes on the dispersion images
(Figure 7a and 7b).

Estimated S-wave velocity distribution with fixed
thickness of the glacier

After performing the GA inversion, the theoretical dispersion
curve calculated from the inverted S-wave velocity model is
somewhat consistent with the observed curve (Figure 8a). In the
inversion, we fix the thickness of the shallowest (ice) layer obtained
from GPR data (Johansen et al., 2011; Figure 7c) because the si-
mulation study (Figure 3) demonstrates that including the known
ice thickness will improve the inversion results. The reference mod-
el used in the GA inversion contains a zone of a slightly lower ve-
locity beneath the ice (light blue line in Figure 8c) because this
reference velocity model constructed by trial-and-error forward
modeling can roughly explain the observed dispersion curve. Other
parameters used in the GA inversions are the same as the simulation
study (Table 1). By averaging the 20 results obtained from the GA
inversions at each CMPCC point (thin black lines in Figure 8c),
smoothed S-wave velocity structures are obtained (blue line in
Figure 8d). We further estimate the S-wave velocity models from

all of the CMPCC gathers and obtain the S-wave velocity distribu-
tion along the seismic line (Figure 9a). Because the subglacial sedi-
ment layers are steeply dipping, we estimate S-wave velocity at
each CMPCC point independently without applying horizontal
regularization in inversion.
From the obtained velocity distribution (Figure 9a), we estimate

the S-wave velocity within the glacier ice as approximately
1800 m∕s. However, the S-wave velocity in the ice varies laterally,
and at places with thin ice (∼2000 and 5000 m horizontal distance
in Figure 9a), it is significantly higher than the expected
velocity (∼1800 m∕s). Its standard deviation (Figure 9b) is
also larger here than at the surrounding places. This lateral variation
in velocity within the glacier could be erroneously generated
by sediment surface roughness because large lateral velocity varia-
tion may not have been completely resolved, although we use the
CMPCC method to increase lateral resolution. Furthermore,
the dispersion curve calculated from the inverted velocity structure
is not consistent with the observed dispersion curve in the low-
frequency range (Figure 8a). The rms error has a different value
for each GA inversion (Figure 8b), and the estimated 20 S-wave
velocities have significant variations for each inversion
(Figures 8c, 8d, and 9b). It is therefore difficult to find the global
minimum in the GA inversion by only constraining the thickness
of ice.

Estimated S-wave velocity distribution with fixed
thickness, velocity, and density of glacier ice

To improve the results of the GA inversion, we use fixed values
for the S-wave velocity (VS ¼ 1839 m∕s), P-wave velocity
(VP ¼ 3466 m∕s), and density of the glacier ice (first layer), in
addition to the thickness. Using these known fixed values for the
glacier, we can estimate more continuous S-wave velocity structures
for the subglacial sediments (Figures 10 and 11a), and the rms
error (Figures 10b and 11c) is much smaller than previous cases
(Figures 8b and 9c). Furthermore, because the standard deviation
(Figures 10d and 11b) is much smaller than for the previous case
(Figures 8d and 9b), we obtain much more stable results by fixing
S- and P-wave velocities and density for glacier ice in the inversion.
The S-wave velocity within most of the subglacial sediment

(Figure 11) is approximately 1500 m∕s, which is lower than the
velocity of pure ice (1800 m∕s). Significantly lower velocity
(∼1300 m∕s) is estimated at the ice–sediment interface beneath
thick ice (e.g., 3300 and 6500-m horizontal distance in Figure 11a).
This velocity is so low that it could be interpreted as an unconso-
lidated sediment (moraine). However, it seems unlikely that
such a thick layer of moraine material should exist below the glacier
as it would normally be removed by the moving ice. Therefore, our
interpretation is that the low velocities are due to deep glacial
erosion and (partly) unfrozen pore water in the sedimentary
rocks.
At the topological high (or shallow ice–sediment interface) at ap-

proximately 5000 m horizontal distance (ice thickness less than
50 m; Figure 11a), the S-wave velocity is similar to the pure ice
value (∼1800 m∕s), suggesting that subglacial sediment at the shal-
lower part of the topological high is more frozen than the sediments
at the deeper ice–sediment interface. Furthermore, high S-wave ve-
locities are observed several places within the subglacial sediment
(∼2800 m∕s). Because the S-wave velocity changes significantly at
a critical ratio of porewater to ice and with the degree of saturation

Figure 6. (a) CMPCC gathers and (b) their dispersion images at
horizontal distances of 1400, 3000, and 6400 m (blue arrows in Fig-
ure 7). Because the thickest ice (∼190 m) occurs at a horizontal
distance of 3000 m, the phase velocity is constant for a wide fre-
quency range. The artifacts in the lower-right corner of the images
are due to aliasing, which may occur when the receiver interval is
long compared to the wavelength.
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Figure 9. (a) Estimated S-wave velocity distribution. Here we have
only fixed the thickness of ice (first layer). White dots indicate the
ice–sediment interface. (b) The 2D standard deviation distribution
of the S-wave velocity section (a). This value corresponds to the
green line in Figure 8d. (c) Average rms error with its deviation
from 20 trials at each CMPCC location.

Figure 8. (a) Example of dispersion curves derived from the field data (red dots) and from GA inversion (blue dots) at 1400-m horizontal
distance. Here we have only fixed the thickness of the first layer (ice thickness derived from GPR data). Dashed lines indicate the amplitude
response of each mode. (b) The rms error in GA inversion. We estimate the velocity models 20 times for each CMPCC gather (thin black lines).
The blue line indicates the average rms error. (c) Twenty results from S-wave velocity inversion (black thin lines). The light blue line indicates
the reference velocity model used for the inversion. (d) Final S-wave velocity profile (blue line) estimated by stacking the 20 results displayed
in (c). The green line indicates the standard deviation (SD) for each depth.

Figure 7. (a) Phase velocity of the dominant mode for each fre-
quency, derived from all CMPCC gathers. Vertical and horizontal
axes indicate frequency and distance for the survey line direction,
respectively. White dots indicate the transition of dominant modes.
The blue arrows indicate the locations of dispersion curves dis-
played in Figure 6. (b) Phase velocity of the dominant mode versus
wavelength. The vertical axis can be converted to depth when we
assume α for the conversion (depth ¼ wavelength∕α). In this pro-
file, we use α ¼ 2 for the conversion. (c) Ice thickness estimated
from GPR data. Because the line was acquired from east to west,
distances are measured from the east end of the line.
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(Johansen et al., 2003), the variations in S-wave
velocity within subglacial sediment can be ex-
plained by the degree of freezing as well as
pore-space saturation (Zimmermann and King,
1986; Jacoby et al., 1996; Johansen et al., 2003).

CONCLUSIONS

Six main results were obtained in this study:
First, to reveal the S-wave velocity distribution

in the subglacial sediment, we applied MASW to
active-source multichannel seismic data origin-
ally acquired for reflection analysis along a gla-
cier at Spitsbergen in the Norwegian Arctic.
Second, because higher modes were observed

in the dispersion curves indicating potential low-
velocity layer under glacier ice, we used multi-
mode analysis with a GA inversion to estimate
S-wave velocity profiles. We employed the mul-
timode inversion without mode identification to
avoid mode misidentification for the extracted
dispersion curve.
Third, because of significant lateral variation

in the S-wave velocity associated with the steep
slope of the subglacial sediment surface,

CMPCC gathers were used for the surface-wave analysis to improve
the lateral resolution of the long-receiver array data.
Fourth, by including ice thickness derived from GPR data and by

using constant P- and S-wave velocities and density for glacial ice in
surface-wave analysis, the S-wave velocity distribution of subgla-
cial sediments was estimated accurately.
Fifth, the resolution of the glacier–sediment interface for GPR

data is much higher than that obtained by surface wave analysis.
However, due to the limited radar penetration within subglacial se-
diments, it is hard to resolve properties within the deeper subglacial
sediments. Therefore, we integrated the ice thickness derived from
GPR data in the surface-wave analysis and improved the resolution
of the S-wave velocity.
Finally, the S-wave velocity distribution estimated in our study

clearly indicated zones of lower velocities beneath the glaciers. The
variation in S-wave velocity reflected change in the pore-space stiff-
ness associated with partial or complete freezing of the pore fluid in
the sediment.
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APPENDIX A

INFLUENCE OF LAYER NUMBERS TO THE
INVERTED RESULTS

In this study, we use a seven-layer model for the inversion
(Figures 2, 3, 8, and 10). However, the number of layers used in

Figure 11. (a) Estimated S-wave velocity distribution. Herewe have
fixed the thickness, velocity, and density of ice (first layer). White
dots indicate the ice–sediment interface. (b) The 2D standard devia-
tion distribution of the S-wave velocity section (a). This value is cor-
responding to the green line in Figure 10d. (c) Average rms error with
its deviation from 20 trials at each CMPCC location.

Figure 10. (a) Example of dispersion curves derived from the field data (red dots) and
from the GA inversion (blue dots) at a horizontal distance of 1400 m. Here we have fixed
the thickness, velocity, and density of the first layer. Dashed lines indicate the amplitude
response of each mode. (b) The rms error in GA inversion. We estimate the velocity
models 20 times for each CMPCC gather (thin black lines). The blue line indicates
the average rms error. (c) Twenty results from S-wave velocity inversion (black thin
lines). The light blue line indicates the reference velocity model used for inversion.
(d) Final S-wave velocity profile (blue line) estimated by stacking the 20 results dis-
played in (c). The green line indicates the standard deviation (SD) for each depth.
The standard deviation is quiet small compared to Figure 8d.
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the inversion would influence the final results. There is a possibility
that the inversion using seven layers (Figure 10) is overparameter-
ized for the determination of velocity of deep layers. To evaluate the
influence of number of layers on the final results, we estimate
S-wave velocity using models with a reduced number of
layers. Here we use five- and six-layer models in addition to the
seven-layer model for the inversion and compared the results
(Figure A-1).
Although the standard deviation of the seven-layer model is

larger than that of the five-layer model in the case of (I) fixed
ice thickness in Figure A-1, the standard deviation is similar for
all three models in the case of (II) fixed ice thickness, P- and S-wave
velocities, and density of glacier. Furthermore, the rms errors of all
cases are similar. This observation demonstrates that reliable
S-wave velocity can be estimated by using a seven-layer model.
Because the models with a large number of layers generate results

of higher resolution (e.g., deep subglacial sediment in Figure A-1),
we use the seven-layer model in this study.
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