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SUMMARY Phase structure of nonlinear dynamical system is governed by the vector field and decides the trajectories. Accordingly, the power spectra of trajectories include the structural field effect on the phase space. In this paper, we develop a method for analyzing phase structure using power spectra of trajectories and reconstitute a potential function in the system.
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1. Introduction

State variables in a nonlinear dynamical system temporally show the motions similar to a rolling ball in the potential well. The potential well is characterized by equilibrium points and vector flow in the phase space around the points. Therefore, the phase space analysis is of basic importance for understanding nonlinear dynamical systems in science and controlling systems in engineering. There are many analytical and numerical methods for analysis of phase space structures: averaging, perturbation, Poincaré map [1], cell-to-cell mapping [2], and so forth. Trajectories are governed by the geometry of potential function on the phase space in both short and long distance. Therefore, it is substantial to develop a methodology and tools for reconstitution of the potential function for unknown system. In this paper we develop a method for analyzing the phase space structures using the power spectra of trajectories [3] and reconstitute a potential function in the system.

Many groups of researchers have worked at the intersection of phase space analysis and spectrum analysis. The spectrum of dynamical systems has been extensively studied since the Koopman’s pioneering work [4]. These notions of spectrum can be linked with the terms of ergodic theory in dynamical systems [5]. In particular, the analyses based on operators are proposed for extracting invariant measures and statistics values [6]–[8]. The analysis for Arnold web resonances are proposed to an experimentally accessible atomic system that may well form a paradigm for phenomena in several degrees of freedom [9]. The method fundamentally focuses on power spectrum distribution in parameter space [3]. In [10] the authors performed a time-frequency analysis of Hamiltonian systems based on a ridge extraction from a wavelet decomposition of a single-trajectory coordinate. The ridge pattern can reveal the phase space structures and give a characterization of weak or strong chaos. In [11], [12] the authors develop a method for visualization of dynamical systems with a smooth invariant measure. The method uses time average along trajectories of a set of functions defined on the phase space, which are called observables, and enables the detection of ergodic invariant sets. Also, in [8], [13] the authors present a visualization of periodic sets in phase space using the concept of harmonic time average found in [14]. These methods are associated with spectrum properties of the Koopman operator [14]. In [15] the authors develop a numerical method for detection of almost-invariant sets [16], [17], which are an extension of invariant sets, using the transfer operator approach. The method is applied to analysis of coherent structures arising in transport and mixing of fluid flows [18]. They show that the structure of almost-invariant sets is associated with the eigen structure of the transfer operator, namely, the Perron-Frobenius operator.

This paper is organized as follows. Section 2 introduces and assumes a nonlinear dynamical system in this paper. We focus on the relationship between the potential function and the power spectra of finite-time trajectories, confirmed in Sect. 3. Section 4 addresses a method for reconstituting the potential function in conservative systems. It will be the basis of the following discussion. Section 5 applies the method to a conservative, damped, and forced system. Section 6 remarks the results of this paper.

2. System Setting

This section introduces a nonlinear dynamical system confirmed in this paper. It is assumed that state variables in the system show one-degree-of-freedom motions. We consider the system having one-degree-of-freedom so as to visualize our results in the later sections, and to understand a potential function.

A potential function leads restoring force in the nonlinear dynamical system. A continuous-time dynamical system on phase space \(X\), which is assumed 2-dimensional smooth manifold, is described by

\[
\frac{dx}{dt} = y, \quad \frac{dy}{dt} = -\varepsilon ky - \frac{dU(x)}{dx} + \varepsilon B \cos t, \tag{1}
\]

where \([x, y]^{T} \in X\), \(U(x)\) is a smooth nonlinear function, \(-\varepsilon ky\) denotes the damping force term, \(-dU(x)/dx\) the restor-
ing force term, and $εB\cos t$ the external force term. $ε$ is relatively small enough. If $-eBky$ and $εB\cos t$ are negligible, then Eq. (1) becomes the following conservative system:

$$\frac{d^2x}{dt^2} = -\frac{dU(x)}{dx}. \quad (2)$$

The shape of potential function is considered for the system. It is assumed that the potential function is given by $U(x) = \sum_{i=0}^{n} a_i x^i$, where $n$ is a finite integer and $a_i \in \mathbb{R}$ ($i = 0, 1, \ldots, n$) is a constant coefficient. In addition, bounded trajectories are assumed in order to focus on a power spectrum of local and global oscillations in this paper. Then $n$ is even and $a_n > 0$.

3. Power Spectra of Trajectory and Its Calculation Setting

The notion of power spectrum is confirmed for a time series, which originates the trajectory, generated by the dynamical system given by Eq. (1). For the time series $x(t)$, the power spectrum is defined as the Fourier transform of the power distribution of a time series in frequency domain [19]. Here we consider the power spectrum of an observable time series $ψ(t)$. The observable time series implies a physically-measured time series generated from the dynamical system given by Eq. (1). For the time series $ψ(t)$, the power spectrum is defined as the Fourier transform of the auto-correlation function [19], [20]:

$$S_ψ(ω) \triangleq \int_{-∞}^{∞} \left[ \frac{1}{t_1 - t_0} \int_{t_0}^{t_1} ψ(t)ψ(t + τ)dτ \right] e^{-iωτ}dτ. \quad (3)$$

In the following, it is assumed that the power spectrum is well-defined in the nonlinear dynamical system of our interest.

The method for calculating the power spectrum of a finite-time trajectory is described as follows. The power spectrum is generally defined as infinite interval ($-∞$, $∞$), that is $t_0 \to -∞$ and $t_1 \to +∞$ in Eq. (3). However, it is impossible to calculate the trajectory in the infinite interval. The physically-measured time series is finite data. It is significant to consider the power spectrum of a finite-time trajectory. Then, an augmented trajectory is defined as a monomial potential function is introduced. State variables $x$ and $y$ as a potential function and address a method for reconstituting a monomial potential function based on the relationship between initial state and $x(t)$ periodicity. Thus, $x(t)$ gives the period $T_1$ and the fundamental angular frequency $ω_1$. $T_1$ and $ω_1$ are determined by the potential function and the initial state. The correspondence induces a method for reconstituting a potential function.

The low-amplitude and high-amplitude oscillation are dominated by monomial potential functions. Here, we consider $a_n x^n$ as a potential function and address a method for reconstituting a monomial potential function based on the relationship between initial state and $T_1$ or $ω_1$. Setting an initial state at $x(0) = x_0$ and $y(0) = 0$. The potential function shows peak at $x_0$. The relationship between the period $T_1$ and the fundamental angular frequency
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LETTER points at \( x \). Potential function is drawn in Fig. 1. There exist equilibrium analytically signifies \( n \) value of stable sink. Power spectrum of the trajectory analysis of the saddle, the trajectories are governed by the eigen values of the trajectory passes from \( x \).
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The trajectory shows oscillation in potential well. Let us consider \( U(x) \) given by Eq. (1). At first, decomposition of power spectra from trajectories is requested for reconstituting potential functions by the method in Sect. 3.

Figure 2 shows the numerically obtained decomposition of power spectra by Eq. (1) with \( U(x) = x^4/4 - x^2/2 \) as the potential function. The color contour visualizes the power spectra in \((x_0, \omega)\) plane. Figures 2(a), 2(b), and 2(c) correspond to conservative, damped, and forced system owing to setting \( ek \) and \( eB \) respectively. Figure 2(a) shows strong power spectra with respect to the fundamental angular frequency \( \omega_1 \). In Fig. 2(b) the power spectra spreads to frequency domain because the trajectories converge to the stable sinks. The spread depends on the convergence time due to the initial state. It is positively explained that the power spectra include the convergent characteristic in finite time. In Fig. 2(c), the power spectra also include the components of the angular frequency by the external excitation set at \( \omega = 1 \). It shows the feature of modulation in the distribution around \( \omega = 1 \). The power spectra of the trajectories from the vicinity of the saddle include several component of the angular frequencies, since the trajectories traverse between two potential wells. The discussion on the details is not the aim of this paper.

\[ \omega_1 \] holds \( \omega_1 = 2\pi/T_1 \). Then, \( \omega_1 \) is estimated by [21, 22]:

\[\omega_1 = \sqrt{\frac{\omega_n \pi}{2 n} \frac{\Gamma(\frac{3}{2} + \frac{1}{n})}{\Gamma(\frac{1}{2})}} |x_0|^{2-n}, \tag{4}\]

where \( \Gamma(x) \) is the Gamma function, which is defined as \( \int_{0}^{\infty} t^{x-1} e^{-t} dt \). At \( n = 2 \), Eq. (4) becomes a linearized eigen value of stable sink. Power spectrum of the trajectory analytically signifies \( n \) and \( a_n \) through Eq. (4).

4.2 Motion in Potential Well

The proposed analysis is the power spectrum analysis for the trajectories originated from vicinity of a saddle point. The trajectory shows oscillation in potential well. Let us consider \( U(x) = x^4/4 - x^2/2 \) as the potential function. The potential function is drawn in Fig. 1. There exist equilibrium points at \( x = 0 \) and \( x = \pm 1 \). They are a saddle at \( x = 0 \) and stable sinks at \( x = \pm 1 \).

The linearized eigen values around the saddle are depicted by \( \lambda_1, \lambda_2 \). In particular, \( \lambda_1 = 1, \lambda_2 = -1 \). In the vicinity of the saddle, the trajectories are governed by the eigen vectors. Setting the initial state at \( x(0) = x_0 \) and \( y(0) = 0 \), the trajectory passes from \( x_0 \) to \( x_1 \). \( x_0 \) and \( x_1 \) keep the relationship \( U(x_0) = U(x_1) \). Then the period \( T_1 \) of the trajectory satisfies

\[ \frac{\lambda_1 T_1}{2} \ln x_1 - \ln x_0 + \delta, \tag{5}\]

where \( \delta \) denotes a linear error term. Hence, the period \( T_1 \) presents the eigen value of the saddle with respect to an unknown potential function \( U(x) \).

5. Applications to the Nonlinear Oscillator

This section applies the proposed method to the nonlinear oscillator given by Eq. (1). At first, decomposition of power spectra from trajectories is requested for reconstituting potential functions by the method in Sect. 3.

Figures 2 shows the numerically obtained decomposition of power spectra by Eq. (1) with \( U(x) = x^4/4 - x^2/2 \). The initial state is set at \( x(0) = x_0, y(0) = 0 \). The color contour visualizes the power spectra in \((x_0, \omega)\) plane. Figures 2(a), 2(b), and 2(c) correspond to conservative, damped, and forced system owing to setting \( ek \) and \( eB \) respectively. Figure 2(a) shows strong power spectra with respect to the fundamental angular frequency \( \omega_1 \). In Fig. 2(b) the power spectra spreads to frequency domain because the trajectories converge to the stable sinks. The spread depends on the convergence time due to the initial state. It is positively explained that the power spectra include the convergent characteristic in finite time. In Fig. 2(c), the power spectra also include the components of the angular frequency by the external excitation set at \( \omega = 1 \). It shows the feature of modulation in the distribution around \( \omega = 1 \). The power spectra of the trajectories from the vicinity of the saddle include several component of the angular frequencies, since the trajectories traverse between two potential wells. The discussion on the details is not the aim of this paper.

In the vicinity of stable sinks at \( x_0 = \pm 1 \), the fundamental angular frequency \( \omega_1 \) converges to \( \sqrt{2} \) in Fig. 2. Equation (4) and the result lead the lowest dimension of the potential function to \( n = 2 \). The coefficient \( \alpha_2 \) becomes unity. In fact, \( U(x) \) is transformed to \( U(x') = x'^4/4 + x'^3 + x'^2 - 1/4 \)
by $x^\prime = x - 1$. $x^\prime$ is a variational displacement around the stable sink at $x = 1$. The potential function $U(x^\prime)$ can be approximated as $U(x^\prime) = x^2$ in the vicinity of the stable sink at $x = 1$. Therefore, the proposed methods provide to reconstitute the potential function.

The validity of the proposed method must be confirmed in the global range. Figure 3 shows the decomposition of power spectra of trajectories. Figures 3(a) and 3(c) show bright line spectrum so that Eq. (4) leads the highest difference of power spectrum. On the other hand, in Fig. 4(b), because the trajectories converge to the stable sinks. Thus, the upper edge of bright line corresponds with $\omega_i$ in the Eq. (4).

The power spectra is confirmed for the trajectories originated from vicinity of saddle. Figure 4 shows the decomposition of the power spectra by Eq. (1). In Fig. 4(a), strong power spectra show high intention at the fundamental angular frequency $\omega_1$ and the harmonic angular frequency $2\omega_1, 3\omega_1, 4\omega_1, 5\omega_1,$ and $6\omega_1$. The result is expected by Eq. (5). A little difference of initial state makes a large difference of power spectrum. On the other hand, in Fig. 4(b) the power spectra spread to upper frequency. It is because a damping force decreases a difference of power spectrum by a difference of initial state.

6. Remarks

This paper focused on the relationship between power spectra and potential function. The power spectra analytically reconstituted a monomial potential function. In addition, the power spectra presented an eigen values of a saddle in the conservative system. The proposed method was applied to low-dimensional nonlinear dynamical systems. However, our contribution will provide the fundamentals for the case of high-dimensional system. As results, it is clarified that the proposed method has a possibility of reconstituting the potential function in the nonlinear dynamical system. Since the power spectra is closely related to the study of observable time series, the proposed method are expected to find applications in sciences and engineering.
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