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Abstract

Techniques estimating cloud amount and classifying cloud type from GMS IR and/or VIS imagery data have been developed and evaluated. Cloud amount is estimated by a Two-Threshold-Method (TTM) which takes account of the partially cloud-covered pixels. Cloud type is classified by a discriminant analysis technique. Fairly good agreement is obtained between the satellite estimated and the surface observed cloud amounts. The comparison between the satellite classified and ground observed cloud types shows correctness ratios of 52.9% and 47.7% for the daytime and nighttime respectively, but the distinction between cumulus and middle clouds seems insufficient. The techniques were applied to produce the time series of cloud amounts and types during the period from 3 to 11 Sept. 1980, and the results were acceptable.

1. Introduction

Cloud information, such as cloud amount, cloud height and cloud type have been considered as important and essential parameters in meteorology and climate. Clouds take part in the water circulation process by condensing water vapor converged from the environment and then precipitating it out of the clouds. Clouds also affect the energy budget by reflecting solar radiation, absorbing the long wave radiation from the earth and lower atmosphere and releasing the latent heat of condensation. Cloud information can be looked on as parameters for rainfall information which can be used for rainfall estimation from satellites.

Cloud observations have been made routinely from surface observational stations. But they can not provide accurate information about middle and high clouds when the low cloud cover is significant. Their space representiveness, especially over the ocean, is insufficient because of sparse island-located meteorological observational stations and ships.

Since the launch of the first meteorological satellite TIROS-1, satellite imagery data have been used broadly to derive meteorological information. The observation made by a satellite has the advantages of nearly uniform space resolution and wide scope. By use of the network comprised of polar-orbited and geostationary satellites, nearly global observation can be made at 30 minute intervals. However, there has been no method, until now, to derive cloud amount and type with acceptable accuracy and on a completely objective base, perhaps because of the characteristics of satellite observation and the enormous amount of data to be processed.

Most techniques for cloud amount estimation with meteorological satellite imagery data use IR blackbody temperature and/or albedo histograms for the area of interest. Koffler, et al.1) investigated method for estimating high, middle and low cloud amounts with TIROS IR imagery data. Every pixel is assigned to clear sky,
low cloud, middle cloud or high cloud according to $T_{BB}$, being the surface temperature $T_{sfc}$, 5K, 700 mb temperature ($T_{500}$), 400 mb temperature ($T_{100}$) or lower. The high, middle and low cloud amounts for a 32 line × 32 pixel area are then defined as the ratios of high, middle and low cloud pixel numbers to the total pixel number of the area, respectively. Meteorological Satellite Center of Japan calculates high and low cloud amounts routinely using $T_{sfc}$-5K and $T_{500}$ as thresholds.

The cloud amount estimation methods mentioned above define a pixel as being clear sky or totally cloud covered from observation and by a single threshold value (hereafter referred to as Single Threshold Method, STM). It is thought that the estimations by STM may have some error arising from the use of a fixed threshold and the existence of partially cloud covered pixels, and that this error may be relatively large in estimation from large size pixels such as infrared data of geostationary satellites.

Meanwhile, the cloud type is classified from satellite imagery data operationally by trained meteorologists at present. It is clear that it is difficult for such a subjective method to make a fine cloud map (nephanalysis map) for a wide area (e.g. the whole globe) on a real time base. Aiming to solve this problem, objective cloud type classification methods have been investigated by using threshold, clustering and discriminant analysis techniques.

The threshold technique, as described by Koffler et al.⁵ and LiJas³, classifies cloud type according to the cloud top temperature or albedo by use of $T_{500}$ and/or albedo thresholds. Clustering technique, as described by Desbois et al.⁶ and Sege and Desbois⁷, classifies “similar” pixels in an interest area into several clusters. Relatively long computation time is consumed for repeating the calculation and the resulted clusters must be related to real cloud types.

The discriminant analysis technique, as investigated by Harris and Barrett⁸, Parikh⁹, Parikh⁹ and Parikh and Ball⁹, classifies an observed satellite parameter $X$ for interest area by comparing the probabilities of $X$ being produced by each cloud type. It is considered as a relative appropriate method for objective cloud type classification, because only simple computation is needed to classify cloud type after the cloud types to be classified are determined, the training cases for every type were selected based upon the ground truth and the discriminant equations were established.

The present paper describes a two threshold method (hereafter referred to as TTM) to estimate total cloud amount taking account of the spectral peaks due to the ground surface as well as the pixels partially covered by cloud. We will also describe a discriminant method to classify four cloud types, in relation to the future rainfall estimation, employing the data of the geostationary meteorological satellite GMS.

2. Data

In order to develop the cloud amount estimation and cloud type classification methods, six flat areas of about $10^4$ km$^2$ in Japan were selected as the testing areas. The 1R and VIS imagery data of GMS for these six areas were collected, and the simultaneous cloud information (total cloud amount and cloud amounts for each cloud form) of the meteorological stations were collected and used as the ground truth for the periods 3 to 10 Sept., 1980, 23 July 1982 and 22 to 23 July and 7 to 9 Aug. 1983.

Fig. 1 shows the six testing areas: Hokkaido, Kanto, Kyushu, Sanin and Kyushu, the lengths (NS direction) and widths (EW direction) of which were respectively 80 and 110 km on average. There are four or five meteorological stations in each area. The pixel numbers are about 550 and 4400 for 1R and VIS in each area.

GMS observes the earth’s atmosphere by visible and infrared spin scan radiometer (VISSR) which has two observation channels of VIS (0.5-0.75 µm) and 1R (10.5-12.5 µm). It had been observing routinely at an interval of 3 hours until 1986. In order to compare the satellite data with the ground observations which are made at intervals of 6 hours for most meteorological stations, only the data sets for 06Z, 06Z and 12Z could be used in this study.

VI5 and IR imagery data of the six testing areas were extracted from the GMS original MT. The line and pixel numbers in the GMS imagery frame corresponding to the latitudes and longitudes of four corners of the testing area were calculated by applying a navigation method which makes a correction with the earth’s edge in the image frame (Takahashi⁹).

![The testing areas](image_url)
The extracted VIS and IR data are converted to albedo, $A$ and blackbody temperature, $T_{bb}$. The conversion from IR digital count (DC) to $T_{bb}$ can be accomplished using the calibration table which is recorded on the top of the original VISSR MT. As for the method converting VIS DC to albedo, the calibration table recorded on the MT is for the illumination condition that the sun and the satellite are both right above the reflector (e.g. clouds), it is necessary to normalize the observed albedo, $A$, considering the solar and the satellite zenith angles, as follows:

$$A = \frac{a}{\cos Z \cdot \cos \theta} \quad (1)$$

$$\cos Z = \sin \phi \cdot \sin \delta + \cos \phi \cdot \cos \delta \cdot \cos t \quad (2)$$

$$\cos \theta = \frac{1}{(1 + \tan^2 \theta)^{1/2}} \quad (3)$$

$$\tan \theta = \frac{\sin \delta}{\cos \delta - R \cdot \frac{R + H}{R + H}} \quad (4)$$

$$\cos \delta = \cos \phi \cdot \cos (\lambda - \lambda_c) \quad (5)$$

where, $A$ is normalized albedo, $Z$ solar zenith angle, $\theta$ satellite zenith angle, $\phi$ and $\lambda$ latitude and longitude of the observed point, $\delta$ solar declination, $t$ hour angle, $\lambda_c$ latitude of the sub-satellite point, $R$ radius of the earth and $H$ being the height of the satellite.

The ground truth of total cloud amounts and cloud amounts of each cloud form of the testing areas were obtained as the area weighted mean of the observed values at each station in the areas.

Cloud observation from the surface has some limitations: 1) observation extent is restricted by obstacles (e.g. mountains, high buildings) in the field of view; 2) only the clouds within a range of about 20-30 km can be observed even when there is no obstacle; 3) the visual size varies with the angle of view; 4) upper clouds can not be observed when the lower clouds are prominent and 5) the reliability declines when illumination conditions are bad (e.g. at night). In the present study, because averages of 4-5 station observations are used as the ground truths for each area of about 100 km x 100 km on plain, 1), 2) and 3) can be disregarded. Such averages are expected to give relatively reliable ground truth for cloud information.


3. Cloud Amount Estimation from Satellite Data

Shenk and Salomonson simulated the effects of spatial resolution of the sensor on the cloud amount estimation, and showed that, in order to estimate cloud amount
within an accuracy of 10%, the cloud size to pixel size ratio should be greater than 100 when STM is used. In the case of GMS, as the pixel size for IR is about 7 km near Japan and cloud size may be in the order of 10 km, it is difficult to satisfy this ratio. Therefore, TTM was introduced as stated before. In this chapter, after a simple analysis of \( T_{BB} \) and \( A \) histograms, the TTM, two-threshold cloud amount estimation method, was developed using satellite and surface observation data of 00Z and 06Z.

3.1 Examples of Histograms

Among the total of 156 cases of 00Z and 06Z data used here, 6 cases are with no ground observed cloud amount (clear sky case). Fig. 2 shows an example of \( T_{BB} \) and albedo histograms for clear sky. The \( T_{BB} \) and albedo histograms have shape mono-mode distributions and concentrate in warm (\( T_{BB} \)) or dark (albedo) side. The investigation of the histograms for the six clear sky cases shows that, while the modes of \( T_{BB} \) differ from each other because of the different surface temperatures, the variation in the modes of albedo is not so large. The standard deviation of \( T_{BB} \) in a testing area ranges from 1.0°C to 3.2°C with an average of 2.0°C, and the standard deviation of albedo ranges from 0.02 to 0.05 with an average of 0.04.

Fig. 3 shows an example of \( T_{BB} \) and albedo histograms for the case of ground-observed cloud amount of 3. The ground observation shows the existence of middle clouds. The \( T_{BB} \) and albedo histograms have a warm or dark peak related to the surface while other points distribute to the cold and bright side showing the second peak corresponding to the middle clouds. When the area is overcast with clouds, the \( T_{BB} \) and albedo histograms tend to extend to the cold and bright sides, and the distribution pattern differs with cloud type. Fig. 4 shows an example of \( T_{BB} \) and albedo histograms for the convective cloud case with total cloud amount of 10.

3.2. Cloud Amount Estimation by TTM

Based upon the above results, a two-threshold cloud amount estimation method (TTM), taking account of the spectral peaks due to the ground surface and of the pixels partially covered by clouds, was developed for daytime observations (00, 06Z). A simple schematic explanation of TTM is given in Fig. 5.

(a) IR Histogram

IR imagery data are the only data that can be obtained throughout the day but they have the shortcoming of poor spatial resolution. When the IR 1-dimensional histogram of the area is constructed as in Fig. 5, the two thresholds that discriminate the no-cloud, partial cloud and total clouds pixels were determined as follows.

If there is a peak on the warm side (\( T_{BB} \) near normal surface air temperature) of the IR histogram, and the peak temperature is \( T_{c} \), the peak is assumed to be yielded by ground surface. In case no peak can be found on the warm side, the
average of $T_0$ of those cases with a ground peak at the same hour at the same place is used. As described above, the standard deviations of $T_{bb}$ in the investigation areas for 6 clear sky cases have an average of 2.0k. When the area is partially covered by clouds, $T_{bb}$ due to the no-cloud part (ground surface) are assumed to distribute around $T_2$ with standard deviation the same as that of clear sky cases and a pixel with temperature warmer than $T_1 = T_0 - 2.0$ k is defined as a no-cloud pixel.

If the warmest pixel covered totally by clouds is assumed to be with a $T_{bb}$ of $T_2$, a pixel with a $T_{bb}$ between $T_1$ and $T_2$ is considered to be covered partially by clouds. The ratio of clouds can be assumed to be linearly proportional to $\Delta T = T_2 - T_1$. That is, the satellite estimation of cloudiness, FC for an area is calculated by the following equations:

$$FC = \frac{1}{N} \sum_{i} f_i$$

(6)

where

$$f_i = \begin{cases} 
1 & T_i \leq T_2 \\
\frac{T_1 - T_i}{T_1 - T_2} & T_1 < T_i \leq T_2 \\
0 & T_i < T_1 
\end{cases}$$

(7)

where $T_i$ is $T_{bb}$ of a pixel, $N$ is the total pixel number of the area.

Because the second threshold $T_2$ can't be determined directly from IR histograms, it is selected by an indirect way. First, FC's for all cases are calculated from IR histograms by assuming various values of $T_2$. Regressions between the surface observed cloud amounts (GC's) and FC's for various $T_2$ are made and $T_2$ with the highest correlation coefficient is selected as the second threshold which discriminates the partial cloud and total cloud pixels. The correlation coefficients vary from 0.810 to 0.861 when $\Delta T = T_1 - T_2$ varies from 1.0k to 10.0k, with the
The highest value at $\Delta T=1.0k$. The correlation coefficient becomes 0.853 for $\Delta T=0.0$, namely the STM case. Although the difference between correlation coefficients for TTM and STM cases was not so large, it is considered that the small difference results from the dominant cases of overcast and the cloud amount estimation is improved for the partial cloudy case. The two threshold cloud amount estimation method developed by Parikh and Ball \cite{Parikh} for GATE uses the warmest peak temperature as $T_p$, the second warmest peak temperature as $T_q$, and the difference between the so defined $T_i$ and $T_q$ has an average of about 2.5k, which is close to the corresponding value of 3.0k ($\Delta T=2.0k$) in the present method. Although $\Delta T$ is calculated here from limited data and the value can be different for other areas or seasons, the method to determine it could be applicable for any case.

(b) VIS Histogram

Although VIS data can be used only in daytime and complicated normalization has to be performed, they are still considered as an important information source because of their fine spatial resolution. Similarly for IR data, when a VIS 1-dimensional histogram is used to estimate cloud amount, first of all the ground surface related peak is detected in the dark side of the histogram and in the peak albedo $A_p$. The first threshold $A_i-A_p+0.04$ is then determined in the same way as IR data. Assuming the second threshold has a value of $A_p$, the satellite estimation can be calculated by using eqs. (6) and (8).

$$f_i = \begin{cases} 1, & A_i \geq A_p \\ A_i-A_p, & A_p > A_i > A_i-A_p \\ 0, & A_i > A_p \\ \end{cases} \quad (8)$$

Here $A_i$ is the normalized albedo of a pixel. And in the same way as IR, the second threshold value $A_p$ is determined as $A_i=A_i-0.02$ with a correlation coefficient of 0.825.

(c) IR-VIS 2-Dimensional Histogram

Although the estimation from IR or VIS histograms has an advantage of simplicity, a relative larger error will result, because the very low clouds and thin cirrus can hardly be detected from IR or VIS data. Takeda and Hattori \cite{Takeda} indicated that when IR data of NOAA with spatial resolution of 1 km are used to estimate cloud amount over the ocean, the low level clouds can be detected by incorporating spatial distribution information of $T_{bb}$ (such as standard deviation around a pixel). But no obvious improvement can be achieved when their method is applied to the IR data of GMS with a spatial resolution of 5 km. Meanwhile, as was shown by Xie and Mitsuta \cite{Xie} it is possible to detect low level clouds and thin cirrus by using IR-VIS 2-dimensional histograms.

The procedures for the 2-dimensional histogram method are the same as those for the 1-dimensional one described above, except that 1) the corresponding 2 thresholds are constituted by 2 perpendicular lines in a IR-VIS domain, 2) the satellite estimation FC is calculated by eqs. (6) and (9).

$$f_i = \begin{cases} 1, & T_i \leq T_i \text{ or } A_i \geq A_i \\ T_i - T_i, & T_i < T_i \leq T_i, A_i > A_i \\ A_i > A_i - 0.04, & T_i - T_i \leq A_i \leq A_i + 0.04 \\ \max \left[ \frac{T_i - T_i}{A_i - A_i} \right], & T_i > T_i, A_i > A_i \geq A_i \\ 0, & T_i < T_i \leq A_i > A_i \\ \end{cases} \quad (9)$$

Here, $T_i$ and $A_i$ are the $T_{bb}$ and albedo of pixel, $T_i=T_i-2.0k$ and $A_i=A_i+0.04$ are the first thresholds to discriminate clear sky and partial cloud pixels. The statistical results showed that the highest correlation coefficient of 0.889 is obtained when $T=1.0$ and $A_2-A_i-0.04$.

3.3 Comparison of Satellite Estimated Cloud Amounts and Ground Observations

The cloud amount estimation methods described above were tested and compared with the corresponding ground observations. Comparisons were made for daytime (00Z, 06Z) data which were used in the development of the method, and nighttime (12Z) with the same methods, respectively.

The satellite estimated FC's were calculated from IR, VIS 1-dimensional histograms and IR-VIS 2-dimensional histograms separately by using thresholds determined in the preceding section. Fig. 6 gives a comparison between IR estimated FC's and ground observed GC's for the daytime. The points were scattered when ground cloud amounts were 4-6. The correlation coefficient between FC's and GC's is 0.861 and the RMS error for FC's was 0.155. Kubota and Endo \cite{Kubota} estimated the cloud amount for a $1^\circ \times 1^\circ$ area by using GMS IR imagery data in a one threshold method, defining the cloud pixels as 5°C colder than the surface temperatures defined by the GMS data. Their comparison between the estimated values and the ground observations showed a correlation coefficient of 0.438 and RMS error of 0.331 for overland cases. Although no direct comparison can be made between the results in their and the present study because different data are used, significant difference in correlation coefficients in the two studies implies that TTM developed here did improve cloud amount estimation.

The comparisons between VIS estimated FC's and GC's, IR-VIS estimated FC's and GC's were also conducted for the daytime. The correlation coefficients and RMS errors were 0.925 and 0.167 for VIS estimations, and 0.889 and 0.140 for IR-VIS two dimensional estimations. It was found from the comparisons that the best correspondence between FC's and GC's is obtained when both IR and VIS data are
used, but the differences from other methods are not so large.

The IR cloud amount estimation method developed with the daytime data was applied to estimate the nighttime cloud amounts with the same methods and the results were compared with the surface observations for 84 cases of 12Z. Fig. 7 shows the scatter diagram of IR estimated and surface observed cloud amounts. In general, the IR estimations were overestimated compared to the surface observations, the correlation coefficient was 0.659, and lower than that for the nighttime (0.861). It is considered that the reduction of the coefficient results from an error of ground temperature \( T_g \) when cirrus clouds present and errors in observation of clouds from the surface at night.

4. Cloud Type Classification

As described in the introduction, discriminant analysis technique is considered as the most appropriate one for objective cloud type classification among the three methods. In this section, such a method is developed to classify the cloud type for the 6 test areas by using GMS imagery data. Although similar methods have been investigated by several authors (e.g. Parikh and Ball[9]), it is still necessary to apply and test the technique to classify cloud types defined for rainfall estimation, and to attempt to get the best results by trying to select the most effective parameters from the various satellite parameters used and unused in previous studies.

As described by Okuno et al.[10] and Sugiyma[11], discriminant analysis technique classifies cloud types as follows: assuming there is a total number of \( p \) parameters which characterize cloud type \( i \) out of \( n \), and the observed vector \( X \) of cloud type parameters is obtained, the probability to obtain \( X \) when cloud type is \( i \), \( \text{Pr}(X|i) \), becomes as follows, assuming the \( p \)-th degree normal distribution for \( \text{Pr}(X|i) \):

\[
\text{Pr}(X|i) = \frac{1}{(2\pi)^{p/2}|\Sigma|^{1/2}} \exp \left[ -\frac{1}{2} (X-M)^T \Sigma^{-1} (X-M) \right] \tag{10}
\]

where \( M \) is the mean vector for cloud type \( i \) and the covariance matrix \( \Sigma \) is assumed to be equal for every cloud type. The discriminant analysis technique assigns a satellite observation with parameter vector \( X \) to cloud type \( j \), when

\[
\text{Pr}(X|j) > \text{Pr}(X|i), \quad \text{for all } i \neq j \tag{11}
\]

A cloud type classification method was thus developed by using GMS IR and/or VIS imagery data for 06Z and 12Z and the classification results were evaluated by the comparison with the cloud types obtained from the ground.

4.1 Determination of the Cloud Types

The cloud types to be classified are different case by case according to the purpose of the study. Koffler et al.[12] classified 3 cloud types based on the cloud top temperatures. Liias[13] identified 6 cloud types according to the temperatures and
albedos of the clouds. Harris and Barrett\(^5\) classified surface and 4 cloud types: stratiform, stratocumulus, mixed and cumulus clouds. Parikh\(^6\) discriminated 4 types of low clouds, mixed clouds, cumulonimbus and cirrus. He later\(^7\) divided cirrus clouds into cirrus unmixed with other clouds and cirrus mixed with other clouds. Parikh and Ball\(^8\) designed a method for classifying 5 types: low clouds only, middle clouds with no significant high clouds, high clouds with no significant lower clouds, high clouds with significant lower clouds andCb.

In the present study, 4 cloud types as defined in Table 1 were chosen for classification, considering the future application of the discriminant results to the rainfall estimation technique. In Table 1, type A, B, C and D denote cumulus, cumulonimbus, middle clouds and high clouds, and NT, Cu, Cb etc. are total cloud amount and cloud amounts for every cloud form observed from the surface, respectively. 70 cases (training cases) that satisfy the selection criteria described in Table 1 were selected from the 156 cases of 00Z and 06Z based upon the ground observed cloud types, and used to develop the cloud type classification method. Among the 70 selected cases, type A, B, C and D include 18, 9, 28 and 15 cases, respectively.

### 4.2 Method of Classification

264 parameters for classifying the cloud types were selected and calculated from the total histograms, quadrant histograms, difference histograms\(^6,7\) and Roberts Gradient histograms\(^8\) of IR and VIS imagery data. 80 of them are spectral parameters reflecting ground or cloud information such as mode, mean, maximum and minimum, and 184 of them are textural parameters reflecting ground or cloud smoothness information.

The best combinations for classifying the 4 cloud types were then selected from the calculated 264 parameters by using the forward selection technique described in Okuno et al.\(^9,10\) and Sugiyama\(^11\). As a result, it was revealed that (1) the best classification results are obtained when both IR and VIS parameters were used, and the worst results appeared when only IR parameters were used, 2) better classification resulted using more parameters but the improvement becomes less significant when more than 4 parameters were used. The selected best 4 parameter combination for IR data is given in Table 2 and TBB\(_{0.3}\), TBB\(_{0.5}\), TBB\(_{0.7}\) and TBB\(_{0.8}\) are TBB values at 0\(\%\), 10\(\%\), 50\(\%\) and 90\(\%\) points in a cumulated TBB histogram, respectively.

The 4 parameters selected for IR, VIS and IR and VIS were used to classify the 4 cloud types. On the assumption that the observed parameters follow the 4-dimensional normal distributions and have an equal covariance matrix, discrimination of cloud type was made consequently by comparing the values, \(D_i\) for every cloud type.

\[
D_i = \frac{1}{2} x'\Sigma^{-1} M_i + \frac{1}{2} M_i'\Sigma^{-1} X - \frac{1}{2} M_i'\Sigma^{-1} M_i
\]  

(12)

From the values of \(\Sigma\) and \(M_i\) calculated for the parameters of the selected 70 training cases of 00Z and 06Z, the coefficients on the right side of eq. 12 (classification equations) were determined. Cloud type classification was then made simply by substituting the observed parameter values into the equations.

### 4.3 Results of Classification

The cloud type classification method was then applied to classify cloud types for all cases of 00Z and 06Z, including the cases in which cloud type was not clearly defined.

The additional cases, in which ground observed cloud type was not clearly defined as shown in Table 1, were classified into additional categories as shown in Table 3. Type S (clear sky) are those with cloud amounts smaller than 0.3, Type F (fraction) are those with cloud amounts GC 0.4-0.6, and Type MA (Mixed A), MB (Mixed B), MC (Mixed C) and MD (Mixed D) are those with cloud amounts over 0.7 and covered mainly by the clouds of Type A, B, C and D but not defined as A, B, C and D in Table 1.

The satellite cloud type classification was performed in two steps. At first, the cloud amount was estimated by using TTM described in Chapter 3. The cases having cloud amount estimations smaller than 0.3 and 0.7 were then classified as Type S and F, respectively. Secondly, the classification equations described in (4.2) for 4 types were then applied to the cases with cloud amounts not smaller than 0.7.

Table 3 shows the comparison of the results of satellite classified cloud types using IR parameters with the ground observed data. Among the 70 training cases, 5 cases were classified as Type F, 37 cases were classified correctly, giving a correctness ratio of 52.9\(\%\). Among the 50 mixed cloud cases, 5 MA cases, 2 MB cases,
In general, classifications of type B (Cb) and D (high clouds) matched comparatively well, but misclassification between types A (Cu) and C (middle clouds) was significant. Misclassification may result from the similarity in appearances of the two types of clouds when observed from a satellite.

The cloud type classification method developed for the daytime data were also applied to classify the cloud types for the nighttime (12Z) cases which the surface cloud observations are less reliable. The comparison between IR classified and ground observed cloud types are shown in Table 4. Results of classification were similar to that for the daytime cases. Among the 44 cases of cloudy condition with single cloud type, 21 cases were classified correctly and the correct ratio decreased to 47.7%, among the 23 mixed cloud cases, 3 MA cases, 2 MC cases and 2 MD cases were classified as Type A, C and D, respectively.

As seen above, cloud classification by GMS IR imagery data was acceptably good and even in mixed cloud cases, the main cloud form was detectable except for recognition of middle clouds from cumulus clouds, and vice versa.

### Table 3. Cloud type classification result from IR data for daytime

<table>
<thead>
<tr>
<th>Type</th>
<th>Discriminated</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>S</td>
<td>F</td>
</tr>
<tr>
<td>S</td>
<td>20</td>
<td>2</td>
</tr>
<tr>
<td>F</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>A</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>B</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>C</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>D</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>MA</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>MB</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>MC</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>MD</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Total</td>
<td>28</td>
<td>17</td>
</tr>
</tbody>
</table>

Table 4. Cloud type classification result from IR data for nighttime

<table>
<thead>
<tr>
<th>Type</th>
<th>Discriminated</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>S</td>
<td>F</td>
</tr>
<tr>
<td>S</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>F</td>
<td>11</td>
<td>1</td>
</tr>
<tr>
<td>A</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>B</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>C</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>D</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>MA</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>MB</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>MC</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>MD</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Total</td>
<td>6</td>
<td>0</td>
</tr>
</tbody>
</table>

5. Applications of the Cloud Amount Estimation and Cloud Type Classification Techniques

The techniques to estimate cloud amounts and to classify cloud types from GMS IR imagery data discussed in the previous sections were tested and applied to a time series of data of six testing areas for the period from 06Z Sept. 3, 1980 to 12Z Sept. 11, 1980.

The results are shown in Fig. 8 a-f together with ground observed data at 00, 06 and 12Z. As explained before, the satellite data were observed in 3 hour interval, instead of hourly as at present. During this period, a stationary front extended over almost the entire Japan islands from Chishima island in the direction of northeast-southwest, on Sept. 8 and Typhoon T8013 passed Kyushu Island on Sept. 10.

The cloud amount estimated from the satellite data showed good agreement with the ground observed data, if considered a significant difference of observation times between both methods. The GMS scans the vicinity of the Japanese islands about 20 min earlier than the surface observation.

The cloud type classification from satellite may be significantly in agreement with the ground observed data, except for the confusion of type A and C in satellite classifications. We could not find any significant difference in estimation score in
Fig. 8. Time series of IR estimated and ground observed cloud amounts and cloud types for the period of 00Z Sept. 3 to 12Z Sept. 11, 1980, for a) Hokkaido, b) Kanto, c) Kinki, d) Setonaikai, e) Sanin and f) Kyushu. The cloud amounts of ground observation and IR estimation are plotted in circles and solid line, respectively. The cloud types derived from ground observation and IR data are listed in the lower and upper lines above the cloud amounts charts. Signs of S, F, A, B, C and D denote Clear Sky, Fraction, Type A, B, C and D, respectively. Sign M includes MA, MB, MC and MD.
areal difference from Hokkaido to Kyushu.

6. Conclusions

Methods to estimate cloud amount and classify cloud type for an area of about 10^2 km^2 have been investigated by using IR and/or VIS imagery data of GMS and the surface cloud observation data as reference.

A Two-Threshold-Method (TTM) which takes account of the ground related spectral peak and of the partially cloud-covered pixels has been developed to estimate the total cloud amount from GMS IR and/or VIS imagery data. The satellite estimated and surface observed cloud amounts agree appreciably with correlation coefficients of 0.861 and 0.659 for the daytime and nighttime respectively when IR data were used.

A discriminant analysis technique was applied to classify 4 types of clouds: cumulus, cumulonimbus, middle clouds and high clouds. Combinations of four parameters are selected to classify the cloud types. The comparisons between the cloud types classified by IR data and ground observed data show correctness ratios of 52.9\%, and 47.7\% for the daytime and nighttime. Confusions of cumulus and middle cloud are the largest cause of misclassification.

The methods were applied to produce the time series of cloud amounts and cloud types for the period of a week by use of IR data. The satellite derived cloud amounts and cloud types showed variations corresponding to the passages of weather systems and their variation trends agree relatively well with those indicated by the surface observations.

To have more reliable classification, the methods should be improved in the introduction of time changes of images in hourly observations, as well as diminishing the effects of cirrus and distinguishing cumulus from middle cloud.
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Abstract

A new method is proposed for estimation of rainfall in mid-latitude areas from GMS infrared imagery data. This method was developed by using the satellite and gage data in 5 areas of about 10° in Japan, taking account of the different features of rainfall from various types of clouds. In this method, clouds are classified into six types: S(Clear Sky), F(Fine), A(Cumulus), B(Cumulonimbus), C(Middle Clouds) and D(High Clouds), by using the discriminate analysis technique from IR imagery data. The cloud types S, F and D are assumed to be no rain cases and in the cases of A, B and C, rainfall is assumed to be proportional to the cold cloud fractional coverage (FC). A proportional constant for each cloud type is determined from the regression equation between FC and 3 hr rainfall, where the threshold $T_m$ used to define FC is determined to give the highest correlation for each cloud type. This method gives a good rainfall estimation for 24 hr cumulative rainfall with the correlation coefficient of 0.651 and relative root mean square error (RRMSE) of 0.968. To apply this method to the Hokkaido area, the results should be adjusted by an empirically determined factor, because weather conditions are different in this area.

1. Introduction

Investigation of the spatial distribution and time change of global rainfall is a fundamental requirement in understanding global weather systems. However, the present rainfall observation network consisting of radars and gages does not cover the oceanic area and upcountry (Browning1). The recent development of the meteorological satellite has enabled us to observe rainfall from space, and many methods have been proposed to estimate rainfall from infrared (IR) and visible (VIS) imagery data of meteorological satellites (e.g. Martin and Scherer,2 Barrett and Martin,3 Tsuchiya4 and Arkin and Ardanuy5). Besides these methods, passive microwave radiometer and active radar observation of rainfall from satellite are also under development (Simpson et al.6). However, observation from the geosynchronous satellite is the best in terms of spatial and time resolution of the global distribution of rainfall, although it has the limitation of being an indirect method.

Among the rainfall estimation techniques using geosynchronous satellite data which have been developed so far, the “life cycle” methods and the “cloud coverage” methods are typical and are considered to be relatively successful. The life cycle method, as developed by the group of Griffith and Woodley (Griffith et al.7, Woodley et al.8, August-
tine et al., and Griffith estimates rainfall volume for individual clouds under the assumptions that: a) rainfall falls from cold clouds; b) rainfall is proportional to cloud area and c) the constant of proportionality is related to the life cycle stage of the clouds. Rainfall was then calculated from the cloud area colder than a threshold (253K in Griffith and Woodley’s method) and life cycle stage parameters derived from the time series of the cloud images. In this method clouds must be tracked throughout their summits that: a) rainfall falls from cold clouds; b) rainfall is proportional to cloud area and c) the constant of proportionality is related to the life cycle stage of the clouds. Rainfall was then calculated from the cloud area colder than a threshold (253K in Griffith and Woodley’s method) and life cycle stage parameters derived from the time series of the cloud images. In this method clouds must be tracked throughout their

The cloud coverage method, as developed by the group of Arkin et al. (Arkin, Richards and Arkin, Meisner and Arkin and Arkin et al.,) estimated rainfall for climatic scales (10 km² in space and 5 days in time) from cloud coverage colder than a threshold (253K in Arkin’s method) under the assumption that the cloud life cycle effect is diminished by averaging the states in both space and time. Rainfall was then estimated from cold cloud coverage by using an empirically established linear relation between them, where the threshold temperature was determined by empirical methods.

Most of the methods described above have been developed for estimating rainfall in tropical areas, where rainfall is associated mainly with convective clouds. In mid-latitude areas near Japan, however, it becomes more difficult to estimate rainfall from satellite data, because precipitation from stratiform clouds and nonprecipitating cirrus clouds often appear. Wylie, Griffith et al., and Arkin and Meisner tried to apply the methods developed for tropical areas to estimate mid-latitude rainfall, and obtained reasonable success in estimating convective rainfall. However, to estimate total rainfall in mid-latitudes, it is necessary to consider various types of clouds.

Xie and Mitsuta tried to distinguish cirrus that does not cause rain from other clouds by joint use of GMS (Geostationary Meteorological satellite of Japan) IR and VIS imagery data and to estimate hourly rainfall for the noncirrus cases by using a linear regressional equation between rainfall and cold/bright cloud coverage. Relatively good correlation (r=0.76) was obtained between the estimated rainfall and gage observed rainfall. However, this method can not be applied at night, which prevents long range cumulative rainfall estimation in this method. Recently, Xie developed a method for classifying six cloud types from GMS IR imagery data by using a discriminate analysis technique, which can be used for rainfall estimation.

In the present paper, a method applicable for both day- and night-time has been developed to estimate rainfall in mid-latitude areas of about 10 km² by using cold cloud fractional coverage and the cloud type classified by the method of Xie, and some examples of its application are shown.

2. Satellite and Gage Data

The same satellite data sets as those used in Xie and gage rainfall data for the same periods are employed to develop the rainfall estimation method. These data sets are for the six testing areas of about 10 km², Hokkaido, Kanto, Kinki, Setonaikai, Sanin and Kyushu, located in plain areas in Japan (see Fig.1 of Xie). Rather large testing areas have been chosen, because Richards and Arkin and Negri and Adler have shown that good rainfall estimations in the tropics can be made from satellite IR data only for areas with spatial scales larger than 1.0° latitude.

The data sets consist of GMS IR digital data and gage observed rainfall data for 18 days: September 3-11, 1980; July 23 and August 1-3, 1982; July 22-23 and August 7-9, 1983. The precipitation at those times was mainly due to typhoons, fronts and extratropical cyclones, respectively, and the area averaged hourly rainfall for the six areas are 0.4, 1.3, 2.7, 1.4, 1.7 and 2.0 mm, respectively. Only 105 GMS IR images are available for these days since GMS observation was performed only at intervals of 3 hours in those days.

For tropical areas, Arkin made use of the fractional coverage (FC) of cloud pixels colder than a threshold temperature from IR imagery for rainfall estimation. Later, Adler and Mack, Adler and Negri, and Goldenberg et al. made use of several parameters such as minimum value and standard deviation of Tbb (Blackbody Temperature) for the tropical half hourly rain estimation for an area of 10 km², and obtained a
Table 1. Cloud type definition

<table>
<thead>
<tr>
<th>SIGN</th>
<th>CLOUD TYPE</th>
<th>DEFINITION</th>
</tr>
</thead>
<tbody>
<tr>
<td>S</td>
<td>Clear Sky</td>
<td>CA &gt; 0.3</td>
</tr>
<tr>
<td>E</td>
<td>Fine</td>
<td>0.3 ≤ CA &lt; 0.7</td>
</tr>
<tr>
<td>A</td>
<td>Cumulus</td>
<td>CA ≤ 0.7; Significant Cumulus</td>
</tr>
<tr>
<td>B</td>
<td>Cumulonimbus</td>
<td>CA ≤ 0.7; Significant Cumulonimbus</td>
</tr>
<tr>
<td>C</td>
<td>Middle Clouds</td>
<td>CA ≤ 0.7; Significant Middle Clouds</td>
</tr>
<tr>
<td>D</td>
<td>High Clouds</td>
<td>CA ≤ 0.7; Significant High Clouds</td>
</tr>
</tbody>
</table>

*: Total cloud amount estimated from GMS infrared data by TTM (Two Threshold Method) as described in Xie.\(^{(1)}\)

root mean square difference of 0.39 mm from the gage-adjusted radar observation, which was only a little improvement compared to that obtained by Arkin's method (0.48) by using the same data. Also, for mid-latitude areas, Xie and Mitsuta\(^{(2)}\) showed that the FC is useful for estimation of daytime rainfall by joint use of IR and VIS data. In the present paper, FC obtained only from T\(_{\text{IR}}\) histogram of IR data, together with the cloud type classification method developed by Xie\(^{(1)}\), are used to estimate rainfall in the mid-latitudes.

For this reason, at first, the IR imagery data of the six testing areas were extracted from the original full disc GMS VIS observation data, and then the T\(_{\text{IR}}\) histograms were constructed with an interval of 1K, from 200K–280K, referring the T\(_{\text{IR}}\) calibration tables. The total number of pixels for each area varies with an average of about 550.

Cloud type information is also used to discriminate the rain case and no-rain case and to estimate the rainfall caused by convective and stratiform clouds. Six types of clouds (see Table 1 for definitions) are classified in two steps from GMS IR imagery data, as described in Xie\(^{(1)}\) in detail:

1) Estimate total cloud amount CA from GMS T\(_{\text{IR}}\) histograms by TTM (Two Threshold Method) which takes account of the ground related spectral peak and of the partially cloud covered pixels. Define the cases with CA smaller than 0.3 and between 0.3 and 0.7 as Type S (Clear Sky) and F (Fine), respectively.

2) Classify clouds into four types (A: cumulus, B: cumulonimbus, C: middle clouds and D: high clouds) from the selected 4 IR parameters for the cloudy cases with CA equal to or larger than 0.7 by using the discriminate analysis technique as described by Okuno et al.\(^{(20)}\). The six cloud types have been chosen to reflect the rainfall-cloud relationship in mid-latitude areas.

Hourly rainfall observed by AMeDAS (Automated Meteorological Data Acquisition System) is used as the ground truth of the rainfall. The gage distribution density of the system is about 27 km\(^2\)/gage. Although spatial variation of rainfall can be very large, the simple arithmetical average of the hourly rainfall observed by all gages located in each area is taken as the ground truth of the hourly rainfall of the area, because the gage numbers in the six testing areas (vary from 18 to 44, with an average of 25 over about 10\(^7\) km\(^2\)) are sufficiently large and their distribution is relatively uniform. The sum of the hourly rainfalls of HH, HH+1 and HH+2 o'clocks is used as the gage observation corresponding to the 3 hourly GMS IR observation of HH o'clock which scans the area near Japan on about 20 min ahead of HH.

The satellite and gage data described above are then used to investigate the relationship between rainfall and cold cloud fractional coverage (FC) for various types of clouds and to establish the rainfall estimation method for mid-latitudes.

3. Rainfall Estimation Method

The selection of testing areas with similar meteorological conditions is very important for developing a good empirical estimation method. A preliminary study showed that the ratios do not vary much for the testing areas except for the Hokkaido area where rainfall is much less than in the other 5 areas. For this reason, at first, the rainfall estimation method was developed by using the data of the 5 similar areas, and then the method was adjusted to estimate the rainfall for the Hokkaido area.

The correlation coefficient and relative root mean square error were used to evaluate the correspondence between gage-observed and IR estimated rainfall. The correlation coefficient and the relative root mean square error (Hereafter referred to as RRE; see caption in Table 3 for definition) were used to evaluate the similarity in temporal variability and the difference in value between the IR estimates and gage observations, respectively.

The possibility of applying a simple linear estimation method without regard to cloud type, such as that of Arkin, to mid-latitude areas, was first checked by calculating the correlations between the area averaged rainfalls and cold cloud fractional coverages (FC) disregarding cloud type, for 1, 3, 6, 12 and 24 hr averages. Fig. 1 shows the contours of the resulting correlation coefficients between rainfall and FC for various time scales and temperature thresholds. The correlation increased with the time scales less than 12 hr, with its maximum at the temperature threshold of 230–240K. The correlation is 0.418 for the time scale of 3 hr and 0.561 for 12 hr at the threshold of 240K. The highest correlation appears at almost the same temperatures as those in tropical areas (235K in Arkin\(^{(12)}\), Richards and Arkin\(^{(13)}\)). However, the poor correlation coefficients obtained indicate that it is difficult to use a simple linear relationship between rainfall and FC without regard to cloud type in estimating rainfall in the mid-latitudes.

This poor correlation is considered to be caused mainly by inclusion of non-precipitating cold cirrus clouds and from disregard of different precipitating mechanisms between convective and stratiform clouds. Cloud type classified by the method of Xie\(^{(1)}\) was thus introduced to improve the accuracy of IR rainfall estimation. Fig. 2a-f shows the scattering between 3 hr rainfall and FC at a threshold of 240K for cloud type S, F, A, B, C and D, respectively. Among the total of 72, 71 and 74 cases of cloud types of S, F and D, 65, 65 and 60 cases respectively show no-rain (-1.0mm). Although no significant linear distributions could be found for the cases of cloud type A, B and C, their scattering concentrated mainly in the right-bottom of the figures and made it appear that cases with larger FC have more rainfall on the average, suggesting a rough linear relationship between the rainfall and FC.
Based upon these results, it was decided to discriminate cloud type by IR parameters and to estimate rainfall for the mid latitudes as follows:

1) Discriminate the cases with cloud type of S(Clear Sky), F(Fine) and D(High Clouds) as no-rain cases, and other cloud types (A, B and C) as rain cases.

2) Estimate 3 hr rainfall for the cases with cloud type A(Cumulus), B(Cumulonimbus) and C(Middle Clouds) by using the linear regressive equations between 3 hr rainfall and FC defined by the optimal threshold for each type of raining clouds. The correlation coefficients between rainfall and FC at various temperature thresholds are calculated and those with the highest correlation coefficients are selected as the optimal thresholds, for the 3 types of raining clouds, respectively.

Table 2 shows the optimal thresholds and regresional equations for the 3 raining types for all 5 testing areas. Computation of respective relation for each area is difficult because of a lack of data. The optimal thresholds are 245K, 235K and 255K for type A, B and C, respectively. While type B(Cumulonimbus) has the coldest threshold and the largest proportional constant (8.460), type C(Middle Clouds) has the warmth and the smallest values (3.713). These differences in the thresholds and constants are characteristic if one considers the respective cloud features.

Fig. 2. The scattering of 3 hourly rainfall and IR fractional coverage (FC) at temperature thresholds 240 K for the cases with cloud type a) S(clear sky), b) F(fine), c) A (cumulus), d) B(cumulonimbus), e) C(middle clouds) and f) D(high clouds), respectively.

Table 2. Optimal thresholds and regression equations

<table>
<thead>
<tr>
<th>TYPE</th>
<th>THRESHOLD</th>
<th>REGRESSION EQUATION</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>245 K</td>
<td>E_A = 7.582 \cdot FC</td>
</tr>
<tr>
<td>B</td>
<td>235 K</td>
<td>E_B = 8.460 \cdot FC</td>
</tr>
<tr>
<td>C</td>
<td>255 K</td>
<td>E_C = 3.713 \cdot FC</td>
</tr>
</tbody>
</table>

E: 3 hr rainfall estimation

Table 3. The comparison between the IR estimation and gage observation

<table>
<thead>
<tr>
<th>PERIOD</th>
<th>KANTO</th>
<th>KINKI</th>
<th>SETONAI</th>
<th>SANIN</th>
<th>KYUSHU</th>
<th>5 AREAS</th>
</tr>
</thead>
<tbody>
<tr>
<td>3 HR</td>
<td>0.495</td>
<td>0.588</td>
<td>0.471</td>
<td>0.324</td>
<td>0.410</td>
<td>0.428</td>
</tr>
<tr>
<td>6 HR</td>
<td>2.349</td>
<td>1.783</td>
<td>2.223</td>
<td>2.506</td>
<td>2.615</td>
<td>2.291</td>
</tr>
<tr>
<td>12 HR</td>
<td>2.103</td>
<td>1.545</td>
<td>1.916</td>
<td>2.144</td>
<td>2.070</td>
<td>1.951</td>
</tr>
<tr>
<td>24 HR</td>
<td>1.550</td>
<td>1.305</td>
<td>1.295</td>
<td>1.252</td>
<td>1.216</td>
<td>1.364</td>
</tr>
</tbody>
</table>

*The statistics on the top and bottom are correlation coefficients and RRE (Relative Root Mean Square Error) between the IR estimated and gage observed rainfall, respectively. RRE is defined as follows:

\[
RRE = \frac{\sqrt{\sum (R - E)^2}}{N} / \sqrt{R/N}
\]

where R, E, are the gage observation and IR estimation respectively, N is the data number.

In order to evaluate the present method for estimating rainfall for various time scales, IR estimations and gage observations were accumulated and compared at 6, 12 and 24 hr. Table 3 shows the results of correlations and RRE(Relative RMS Error) between the IR estimations and gage-observed rainfalls. No obvious differences can be seen among the results for the 5 testing areas. Correspondence is higher for longer time scales until 12 hr (4 images). The correlation and RRE for 24 hr estimation are 0.651 and 0.986 respectively for all the 5 testing areas. These values show improvement over the estimation which disregarded cloud type for all time scales, e.g. r increased from 0.561 to 0.651 for 24 hr.

Fig. 3 shows the time series of the estimations and rainfalls plotted in intervals of a) 3 hr, b) 6 hr, c) 12 hr and d) 24 hr for the Sanin area. Although the estimation fails to reflect some significant rainfall peaks caused by heavy rain, the agreement is relatively good in both variation pattern and absolute value in a time series accumulated for a long time e.g. for 24 hr series. Fig. 4 shows the scattering of the IR estimation and rainfall for 24 hr accumulations for all of the 5 testing areas. Most of the points are distributed near the diagonal line except for one case of heavy rain in the upper left corner, which indicates that the present method can estimate 24 hr rainfall with relatively good
Figure 3. Time series of the gage-observed rainfall (dashed line) and IR estimation (thin line), with intervals of a) 3 hr, b) 6 hr, c) 12 hr, and d) 24 hr, for the Sanin area for the period from 3 to 11 Sept. 1980. The cloud types derived from surface observation and IR data as described in Xie are also listed in the lower and upper lines above a). S, F, A, B, C, and D denote Clear Sky, Fine, Type A, B, C, and D, respectively. M includes Mixed A, B, C, and D.

Figure 4. Scatter plot of the gage-observed rainfall and IR estimation for 24 hr for all the 5 areas.

Accuracy except for rain storms.

The possibility of improving the estimate by applying higher and fractional exponential equations, as well as by including other parameters such as cloud top temperature and time change of FC into the rainfall-cloud relationship were also investigated, but no significantly improved results were obtained when compared to those obtained by using linear relations as described above.

4. Adjustment for the Hokkaido Area

When an empirically based estimation method developed for one area is applied to other areas with different weather conditions, adjustment is necessary to take into account many factors such as the environmental field or instabilities. Although attempts (Wylie, Alder and Mack) have been made to account for these factors by using a cumulus model, it seems difficult to apply the model to an estimation area where sonde observation is rarely available. For this purpose, a simple method was tried to adjust the present method for estimating rainfall for the Hokkaido area by using the ratio of gage observation data. This adjustment method is expected to be applicable for the rainfall estimation in those marine and remote areas where at least sparse gage observation is available so that the adjustment factor for the surrounding areas can be calculated.

Fig. 5 and Table 4 show the time series and the statistics for the comparison between the gage observed rainfall and the IR estimation derived by the same method for the Hokkaido area as was done in the other 5 areas. The IR estimation was much too high (RRE=5.065 for 24 hr), instead of the relatively high correlation to the gage rainfall (r=0.780 for 24 hr). These facts suggested that the estimation could be improved by multiplying by an adjustment factor F(F<1).

In order to correct the overestimation, the adjustment factor F was then taken to be the ratio of the total rainfall of Hokkaido to those of the other 5 areas in the testing period, namely:

\[ F = \frac{R_{\text{IR}}}{R} \]

where, R_{IR} is the total rainfall in depth for the Hokkaido area, and R, is the average of the total rainfall in depth for the other 5 areas used to develop the present method in the same period. The calculated value is 0.19, which indicates that only about 1/5 rainfall falls from the same cloud coverage in Hokkaido compared to the other 5 areas.

The adjustment of the rainfall estimation for Hokkaido is then made by multiplying the estimation made by the same method as for the other 5 areas by F(0.19). Fig. 5 and Table 4 show the resulting time series and the statistics of the comparison with the concurrent gage rainfall. The significant decrease of RRE(from 5.065 to 0.937 for 24 hr) shows the improvement achieved by the present adjustment.
5. Conclusions

A new method has been developed to estimate the rainfall for midlatitudinal areas of about 10^2 km^2, by using the IR histograms and IR derived cloud types of the 5 areas in Japan with similar meteorological conditions with the concurrent gage rainfall data observed by AMeDAS as ground truth.

In order to take account of the difference of precipitating mechanisms of different types of clouds in midlatitudinal areas, the cloud type is discriminated from IR parameters into S (Clear Sky), F (Fine), A (Cumulus), B (Cumulonimbus), C (Middle Clouds) and D (High Clouds). Then the cases with cloud type of S, F and D are assumed to be no-rain cases, and estimation of the rainfall for the rest of cases is made by using the linear regresional equations between 3 hr rainfall and FC defined by the optimal temperature thresholds for each cloud type. The present rainfall estimation method is found to give a fairly good estimation. The 24 hr estimation shows correlation of 0.651 and RRE of 0.968 with the concurrent gage observation. The method is also applied to estimate the rainfall for the Hokkaido area where the weather conditions are different from the other 5 areas. While direct application resulted in a significant overestimation, the estimation was improved greatly by multiplying an adjustment factor F defined as the ratio of Hokkaido’s rainfall to the total rainfall of the 5 other areas.

Although the present method was developed by using limited data (18 days), the relatively high correlation and small bias between the IR estimation and the gage observation suggest that it has promise for the estimation of rainfall for climatic studies. In order to validate the present method, tests are now underway by using independent data sets for various seasons and regions. Following that, the present rainfall estimation method, together with the cloud amount estimation and cloud type classification methods described in Xie, will be used to derive and study the spatial and temporal distribution of cloud amount, cloud type and rainfall over the oceanic areas near Japan.
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Estimation of Rainfall on the Japanese Islands and Their Adjacent Ocean

from Satellite (GMS) Infrared Imagery

By Pingping Xie

Abstract

The method developed for estimating rainfall over several sample areas over main islands of Japan from IR imagery data of GMS is extended to estimate rainfall over wider region including Japanese islands and their adjacent ocean. In this method, rainfall estimation over a grid of 1.25° latitudes x 1.25° longitude is made by assuming linear relations between hourly rainfall and cold cloud fractional coverage (FC) for the 3 raining cloud types (A: Cumulus; B: Cumulonimbus and C: Middle Clouds) and assuming rain free in cases of cloud amount less than 70% and cloud type D (Cirrus). The threshold temperatures to define FC for the 3 raining cloud types are kept as the same as those used in Xie, that is 245K, 235K and 255K for each cloud type A, B and C, respectively. The proportional constants between hourly rainfall and FC are assumed to be functions of latitude and are calculated by using the rainfall data obtained by radar-AMeDAS composite and FC data of the grids over Japanese islands. The resultant relative errors of rainfall estimation over Japanese islands are 73% and 17% for daily and monthly estimation respectively, which satisfy the useful level of the accuracy of rainfall data in climatic use.
1. Introduction

The requirements for global rainfall distribution come from many fields of meteorology and climatology. The rainfall over land can be observed directly from networks constituting of raingages and weather radars, but rainfall data over ocean are hard to obtain without the aid of satellite observation.

Among infrared (IR), visual (VIS) and passive microwave (PM) data available from the present satellite observation which can be used to detect rainfall, IR data are most hopeful in estimating rainfall for climatic scale, eventhough it is performed only by an indirect method (Barrett and Martin \(^1\), Arkin and Ardanuy \(^2\)). The IR techniques, such as those developed by Griffith et al. \(^3\) and Arkin and Meisner \(^4\), provide good estimations of rainfall in the tropical areas where convective clouds dominate. However, it is much more difficult to estimate rainfall in mid-latitudes from IR data, because non-raining cirrus and raining stratiform clouds with lower cloud tops are often observed (Xie and Mistsuta \(^5\)). Therefore, it is necessary to introduce in the cloud type information in the rainfall estimation in mid-latitudes from satellite observed IR data.

The present author (Xie \(^6\), Xie \(^7\)) has developed a method to estimate rainfall in five areas of about \(10^4\) km\(^2\) over the main islands of Japan from GMS (Geostationary Meteorological Satellite) IR data, using \(T_{mm}\) histogram and cloud type information derived by a discriminate analysis technique. The further step toward practical application of this IR rainfall estimation method is to adjust the method for wider area, because the method is developed originally for areas with similar weather conditions on the main islands of Japan.
The present paper intends to extend the method for the estimation of rainfall for a region of 23.75° latitudes × 27.5° longitudes surrounding Japan with spatial resolution of 1.25° latitudes × 1.25° longitudes in June 1989.
2. Method of Rainfall Estimation

Xie \(^6\) developed a method to estimate total cloud amount and to discriminate cloud type for areas of about \(10^4 \text{ km}^2\) with similar weather conditions on Japanese main islands using only GMS IR data. Following to that study, Xie \(^7\) developed a method to estimate the area-averaged rainfall for the same areas from the \(T_{BB}\) histograms and the cloud type derived from the IR data. The fundamental procedures to estimate rainfall from IR imagery data in this method are as follows:

1) **Estimate total cloud amount of the target area from \(T_{BB}\) histogram by the method developed in Xie \(^6\).** Which takes account of the ground-related spectral peak and the partially cloud-covered pixels. Define the case with cloud amount smaller than 0.3 as Clear Sky (Type S), that between 0.3 and 0.7 as Fine (Type F) and that equal to or larger than or 0.7 as cloudy case, respectively.

2) **In cloudy case with cloud amount equal to or larger than 0.7, classify clouds into four types A: cumulus, B: cumulonimbus, C: middle clouds and D: high clouds from the selected 4 IR cloud feature parameters (see Table 3 in Xie \(^6\)) by using discriminate analysis technique.**

3) **Estimate hourly rainfall for each area by using the cloud type information and \(T_{BB}\) histogram.** The cases with cloud type of S (Clear Sky), F (Fine) and D (High Clouds) are assumed as rain free and the hourly rainfall for the raining cases (Type A, B and C) are
calculated from fractional coverage (FC) of clouds with cloud top
colder than a certain threshold temperature in the area by applying
linear relations shown in Table 1. The threshold temperatures and
proportional constants shown in Table 1 were determined by calculating
the linear regression between area-averaged rainfall and cold cloud
fractional coverage from GMS IR data. Estimation of rainfall for a
longer period is made by accumulating the hourly estimation for the
period.
3. Data

The GMS IR imagery data and radar-AMeDAS composite rainfall data of the First Algorithm Intercomparison Program (AIP-1) data set of GPCP (Global Precipitation Climate Project) are used in the present study. The data area extends from 120°E - 147.5°E, 22.5°N-46.25°N, as shown in Fig.1, and the data period covers for a month from 1 to 30 June, 1989. The precipitation in this period over the area is mainly from Baiu front and a tropical depression.

As the method described in Xie6 and Xie7 was originally developed for areas of about $10^4 \, \text{km}^2$ over the main islands of Japan, the entire area of AIP/1 as shown in Fig.1 is divided into $22 \times 19$ meshes of $1.25°$ latitudes $\times$ $1.25°$ longitudes and rainfall is estimated for each mesh.

The data set includes 720 hourly GMS IR observations in the 30 day period, from 00Z 1 to 23Z 30 June, 1989. The original GMS VISSR IR data have been interpolated into a form that each pixel has a spatial resolution of $0.05°$ latitude $\times$ $0.065°$ longitude. So the total IR pixel number in each mesh is 500. IR data at each pixel is in a digital form ranging from 0 to 255, which can be converted into equivalent blackbody temperature, $T_{bb}$ by referring the calibration table in the data file. In order to estimate total cloud amount and to discriminate cloud type, $T_{bb}$ histograms are constructed and the 4 IR cloud feature parameters (see Table 3 in Xie6) are calculated for every mesh.

The data set of Radar-AMeDAS rainfall is used as the ground truth of rainfall in the present study, which includes 720 hourly rainfall distributions obtained by raingages of AMeDAS network supplemented by weather radar.
observation (Takenura et al.) for the period. The network constituting of 22 weather radars and about 1300 AMeDAS raingages supplies a reliable ground truth of rainfall over and near the main islands of Japan. The rainfall data used here have the same spatial resolution as that of the IR data. Here in this study, the areal-averaged rainfall in each mesh of 1.25° latitudes \( \times \) 1.25° longitudes are calculated and employed as the ground truth of rainfall.
4. Extension of the Estimation Method

Among the whole procedures of rainfall estimation described in section 2, discrimination of cloud type and derivation of rainfall may be most critical to geographic changes. For this reason, the method of discrimination of cloud type is first tested with the present data set. The results showed a high correct ratio of about 70% when compared with the concurrent subjective cloud type composed by the Meteorological Satellite Center of Japan meteorological agency (JMA) for several meshes in the area. This correct ratio may be enough for applying the original method to the whole area.

The necessary parameters in the estimation of the rainfall are the threshold temperatures and proportional constants as shown in Table 1. A preliminary study showed, however, that the threshold temperatures to define cold cloud fractional coverage $FC$ do not vary so much within the present data area. So, the cloud type discrimination method and the threshold temperatures are thus decided to be kept as the same as those in the previous studies as summarized in section 2 (Xie $^6^7$), and the recalculation of the proportional constants between hourly rainfall and $FC$ are made for the 3 raining types of clouds.

Although the proportional constants can be affected by many meteorological factors such as air temperatures, instability and amount of water vapor, the constants are assumed simply to be dependent upon the latitudes in the present latitudes. Proportional constants between hourly rainfall and $FC$ are thus calculated for various latitudes by using the IR and radar-AMeDAS rainfall data in the meshes with at least 5 gage observations. Fig. 2a, b and c show the
results for the clouds of type A, B and C, respectively. The proportional constants tend to increase linearly from north to south, in general, for all of the three cloud types.

Based upon the results shown in this figure, the proportional constants are then taken as the linear functions of latitude, and the related parameters are determined from the data shown in Fig. 2 by making linear regression for the three raining types of clouds, whose results are shown in Table 2. The slope for the proportional constant of type B (cumulonimbus) is 0.106, which is nearly twice as large as those of type A (cumulus) and C (middle cloud). This means that the development of cumulonimbus is most sensible to the latitude, which may comes from changes in air temperature and water vapor with latitude.

So, in the present study, rainfall estimation is made from cold cloud fractional coverage FC for each mesh by applying proportional constants shown in Table 2, which is the functions of the latitude.
5. Application of the Extended Method

The extended method described in the previous section is then applied to estimate rainfall for the entire area and period and the results are compared with the concurrent radar-AMeDAS composite rainfall for meshes over Japanese islands.

The appendix shows the distributions of estimated daily rainfall for entire area (middle) and observed daily rainfall over Japanese islands (left), together with surface weather charts at 0900JST (right) for the period from 1 to 30 June, 1989. The rainfall has been plotted in 8 classes, that is, non-rain; \( R<1 \text{ mm}; R<2 \text{ mm}; R<5 \text{ mm}; R<10 \text{ mm}; R<20 \text{ mm}; R<50 \text{ mm} \) and \( R \geq 50 \text{ mm} \). The figures plotted above weather charts is the mean and maximum estimation errors in the meshes with at least 5 gages over Japanese islands for the day. The Baiu front is located over the main islands of Japan and their adjacent ocean during this period. Lows originated over the China Continent moved eastward along the front and brought rainfall over the area. A tropical depression also entered into this area from south, landed on Kyushu island and resulted in rainfall in the period from 23 to 25 of June.

Table 3 shows the statistical comparison between the estimation and the radar-AMeDAS rainfall over Japanese islands for 1, 3, 6, 12, 24 hours and 2, 5, 10, 30 days. The correlation increased from 0.41 for 1 hour to 0.88 for 30 days, while the relative error, defined as the ratio of mean absolute error to the mean of the radar-AMeDAS rainfall, decreased from 107% for 1 hour to 17% for 30 days. The accuracy of the estimation shown here satisfies the useful level of the requirement for climatic study presented by Browning\(^2\), that is
100% and 20% for the 6 hour and the monthly rainfall.

Fig. 3 shows the scatter plot of the estimation and radar-AMeDAS data of daily rainfall. The estimation tends to overestimate in the light rain case and to underestimate in the heavy rain case. There is an obvious upper limit for estimating heavy rainfall, because a linear relation between rainfall and cold cloud fractional coverage (FC) is adopted and FC is less than unity in the present method.

Fig. 4 shows the same scatter plot for 30 day rainfall. When compared with that for 24 hours as shown in Fig. 3, the agreement between estimation and radar-AMeDAS rainfall is improved greatly, especially for the cases with rainfall smaller than 400 mm/month. However, underestimation still exists for cases with rainfall larger than 400 mm/month.

The spatial distribution patterns of the estimation and the radar-AMeDAS rainfall are also compared for 24 hour and 30 day. As shown in the Appendix, the estimated daily rainfall distributions agree relatively well with those of radar-AMeDAS rainfall in general. However, overestimation for light rain and underestimation for heavy rain are found systematically in the edge and central parts of a disturbance, respectively. This is considered to be resulted from the difference in relationship between rainfall and cloud coverage in various parts of a disturbance. The cloud top varies little from the central to the edge parts, while the ascending current and rainfall concentrate mainly in the central part. As the result, the present method tends to overestimate the rainfall in the edge of disturbances and to underestimate the maximum of the rainfall in the central part.
The estimation error is found to be also resulted in from the assumption of rain-free in cases with cloud amount less than 0.7 (Type S,F) and from mis-discrimination of the cloud type. Table 4 shows rainfall in the cases the cloud type is determined as the non-rain three types of clouds from IR data. Among whole 12268 cases of type S and F, which are estimated as non-rain in the present method, 2864 cases (23%) are rainy with rainfall larger than 0.0 mm. Among 2801 cases of type D (Cirrus), which are discriminated also as non-rain, 1582 cases (55.7%) are rainy and 324 cases (11.6%) with rainfall larger than 1.0 mm/hr. This should be decreased in the future development of the method.

In cases with cloud type of A (Cumulus), B (Cumulonimbus) and C (Middle Clouds), the warm cloud case with the fractional coverage (FC) of zero also results in rainfall estimation of 0.0 mm. Table 5 shows the statistics of real rainfall in such cases which are estimated as non-rain in cloud type A, B and C. About 44% of such cases are truly non-rain but 56% are rainy. This error in estimation is considered to be caused in the mis-discrimination of cloud type and in the adoption of a temperature threshold.

Geographical distribution of relative error for 24 hour rainfall estimation is shown in Fig.5. The larger error seems to appear in the mountaineous areas. This is considered to be resulted from differences in the relation between rainfall and cloud coverage in mountaineous areas from that in the plain areas.

The agreement in spatial distributions between estimation and radar-AMeDAS rainfall is then investigated for longer period. Fig.6a and b show the total estimation and radar-AMeDAS rainfall distributions for 30 days period. The
rainfall band extends from east to west over Japan and its adjacent ocean has been estimated well, but heavy rainfall larger than 500 mm in Fig. 5a have been underestimated.

Comparison of time changes of the estimation and radar-AMeDAS rainfall is also made for all meshes with at least 5 gages over Japanese islands. Fig. 7a,b show examples of the time series at mesh (35.00°N - 36.25°N; 133.75°E - 135.00°E) for 3 and 24 hour rainfall. The rainfall in this mesh during the period from 1 to 30 June, 1989 is characterized by five peaks on 5th, 9th, 16th, 23rd and 28th June, among which four peaks are due to passages of lows along the Baiu front and the other one is due to the landing of a tropical depression.

In the time series of 3 hour rainfall, the estimation reproduces the main peaks of the radar-AMeDAS rainfall, however, the magnitude of the rainfall is underestimated greatly in general. The correlation between the estimation and radar-AMeDAS rainfall is 0.467 and the mean absolute error is 1.7 mm, which is about 105% of the mean of the radar-AMeDAS rainfall in the mesh.

For 24 hr rainfall, the correlation between the estimation and the radar-AMeDAS rainfall is 0.552 and the mean absolute error is 10.5 mm, which is about 81% of the mean of the rainfall. As shown above, the agreement between the time change pattern has been improved for the 24 hour rainfall.
6. Conclusion

The rainfall estimation method developed for the limited area over Japanese islands \( (Xie^71) \) is extended to estimate the rainfall for wider area surrounding Japan, using the GMS IR imagery data and radar-AMeDAS composite rainfall data in June 1989.

After investigating the relationship between rainfall and cloud over Japanese islands, threshold temperatures to define cold cloud fractional coverage FC for the three raining types of clouds (A: cumulus; B: cumulonimbus and C: middle cloud) are determined to be kept the same as those used in the previous study \( (Xie^71) \). The proportional constants to calculate hourly rainfall from FC are then taken as linear functions of latitudes and determined for the three types of clouds.

The extended method provides a relatively good estimation for meshes of 1.25° latitudes \( \times \) 1.24° longitudes, when compared with the concurrent rainfall obtained from radar-AMeDAS network over Japan. The correlations and relative errors are 0.595 and 96% for daily rainfall and 0.88 and 17% for monthly rainfall, which satisfy the useful level of the rainfall data to be used in a climatic study. However, the estimation data tends to underestimate some heavy rainfall peaks and overestimate in light rain cases, especially for shorter estimate periods.

The spatial distribution of estimated rainfall agrees relatively well with that of observed rainfall. The main errors are the underestimation in the center and the overestimation in the edge of a rain area. The time changes of
the estimation catch the main peaks in the observation, but the peak values are underestimated greatly in shorter estimate periods.

The estimation errors may also come from the ignorance of the rainfall in the meshes with cloud amount smaller than 0.7 and also from the adoption of a simple linear equation to relate hourly rainfall with the cold cloud fractional coverage FC. These points should be improved in the further study.
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Thresholds and Regressional Equations Used in Xie

\[ E_1: \text{IR estimation of hourly rainfall in mm} \]

FC: cold cloud fractional coverage

Thresholds and Regressional Equations Used in the Extended Method

\[ E_1: \text{IR estimation of hourly rainfall in mm} \]

\[ \phi: \text{latitude in degree} \]

FC: cold cloud fractional coverage

Comparison between Radar-AMeDAS composite rainfall and IR Estimation of Rainfall

| OBS. | mean of the radar-AMeDAS composite rainfall |
| EST. | mean of the IR estimation |
| RATIO | ratio of EST. to OBS. |
| CORR | correlation coefficient between the estimation and the composite rainfall |
| BIAS | bias of the estimation compared to the composite rainfall |
| R.E. | relative error defined as the ratio of BIAS to OBS. |

The Observed Rainfall for the Case of Non-Rain Cloud Type, S (Clear Sky), F (Fine) and D (Cirrus).

Classification of the Rainfall for the Cloud Type of A (Cumulus), B (Cumulonimbus) and C (Middle Clouds) with Estimated Rainfall of 0.0mm.
Fig. 1 The investigation area of GPCP-AIP/1.

Fig. 2 Proportional constants at various latitudes for the 3 raining types of clouds.

Fig. 3 Scatters of the radar-AMeDAS composite rainfall and IR estimation of rainfall for 24 hour.

Fig. 4 Same as Fig. 3, except for 30 day.

Fig. 5 Distribution of relative error for 24 hour estimation.

Fig. 6 Distributions of a) radar-AMeDAS composite rainfall and b) IR estimation of rainfall of June 1989 over the investigation area of GPCP-AIP/1.

Fig. 7 Time series of radar-AMeDAS composite rainfall (dashed line) and IR estimation of rainfall (thin line) at grid (35.00°-36.25°N; 133.75°-135.00°E) for a) 3 hour and b) 24 hour accumulated data.

Appendix The distributions of estimated daily rainfall for the entire area (middle), observed daily rainfall over Japanese islands (left) and the surface weather charts at 0900JST (right) for the period from 1 to 30 June, 1989. The rainfall has been plotted into 8 classes: non-rain: R < 1 mm; 1 mm ≤ R < 2 mm; 2 mm ≤ R < 5 mm; 5 mm ≤ R < 10 mm; 10 mm ≤ R < 20 mm; 20 mm ≤ R < 50 mm and R ≥ 50 mm.
Table 1
Thresholds and Regressional Equations

Used in Xie\textsuperscript{79}

<table>
<thead>
<tr>
<th>TYPE</th>
<th>THRESHOLD</th>
<th>REGRESSIONAL EQUATIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>245 K</td>
<td>$E_1 = 2.527 \cdot FC_A$</td>
</tr>
<tr>
<td>B</td>
<td>235 K</td>
<td>$E_1 = 2.820 \cdot FC_B$</td>
</tr>
<tr>
<td>C</td>
<td>255 K</td>
<td>$E_1 = 1.238 \cdot FC_C$</td>
</tr>
</tbody>
</table>

$E_1$: IR estimation of hourly rainfall in mm

$FC$: cold cloud fractional coverage
Table 2
Thresholds and Regressional Equations Used in the Extended Method

<table>
<thead>
<tr>
<th>TYPE</th>
<th>THRESHOLD</th>
<th>REGRESSIONAL EQUATIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>245 K</td>
<td>$E_t = (4.779 - 0.059\phi)F_{C_A}$</td>
</tr>
<tr>
<td>B</td>
<td>235 K</td>
<td>$E_t = (6.383 - 0.106\phi)F_{C_B}$</td>
</tr>
<tr>
<td>C</td>
<td>255 K</td>
<td>$E_t = (3.956 - 0.062\phi)F_{C_C}$</td>
</tr>
</tbody>
</table>

$E_t$: IR estimation of hourly rainfall in mm
$\phi$: latitude in degree
$F_C$: cold cloud fractional coverage
### Table 3

Comparison between Radar-AMeDAS Composite Rainfall and IR Estimation of Rainfall

<table>
<thead>
<tr>
<th>DURATION</th>
<th>OBS.</th>
<th>EST.</th>
<th>RATIO</th>
<th>CORR.</th>
<th>BIAS</th>
<th>R.E.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 HR</td>
<td>0.4 mm</td>
<td>0.4 mm</td>
<td>0.98</td>
<td>0.41</td>
<td>0.5 mm</td>
<td>107.2%</td>
</tr>
<tr>
<td>3 HR</td>
<td>1.3</td>
<td>1.3</td>
<td>0.98</td>
<td>0.45</td>
<td>1.3</td>
<td>98.1</td>
</tr>
<tr>
<td>6 HR</td>
<td>2.6</td>
<td>2.6</td>
<td>0.98</td>
<td>0.48</td>
<td>2.4</td>
<td>91.6</td>
</tr>
<tr>
<td>12 HR</td>
<td>5.3</td>
<td>5.2</td>
<td>0.98</td>
<td>0.54</td>
<td>4.3</td>
<td>82.0</td>
</tr>
<tr>
<td>24 HR</td>
<td>10.3</td>
<td>10.2</td>
<td>0.99</td>
<td>0.59</td>
<td>7.5</td>
<td>73.1</td>
</tr>
<tr>
<td>2 DAY</td>
<td>21.3</td>
<td>20.7</td>
<td>0.97</td>
<td>0.61</td>
<td>13.1</td>
<td>61.6</td>
</tr>
<tr>
<td>5 DAY</td>
<td>53.2</td>
<td>51.2</td>
<td>0.96</td>
<td>0.74</td>
<td>18.0</td>
<td>33.8</td>
</tr>
<tr>
<td>10 DAY</td>
<td>98.1</td>
<td>91.9</td>
<td>0.99</td>
<td>0.81</td>
<td>25.6</td>
<td>27.5</td>
</tr>
<tr>
<td>30 DAY</td>
<td>279.4</td>
<td>275.6</td>
<td>0.99</td>
<td>0.88</td>
<td>48.1</td>
<td>17.2</td>
</tr>
</tbody>
</table>

OBS. : mean of the radar-AMeDAS composite rainfall  
EST. : mean of the IR estimation of rainfall  
RATIO : ratio of EST. to OBS.  
CORR : correlation coefficient between the estimation of rainfall and the composite rainfall  
BIAS : bias of the IR estimation compared to the composite rainfall  
R.E. : relative error defined as the ratio of BIAS to OBS.
Table 4

The Observed Rainfall for the Case of Non-rain Cloud Types, S (Clear Sky), F (Fine) and D (Cirrus)

<table>
<thead>
<tr>
<th>OBSERVED RAINFALL</th>
<th>CLOUD TYPE</th>
<th>TOTAL</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>S</td>
<td>F</td>
</tr>
<tr>
<td>NON-RAIN</td>
<td>6717</td>
<td>2687</td>
</tr>
<tr>
<td>R=0 mm</td>
<td>83.2%</td>
<td>54.1%</td>
</tr>
<tr>
<td>LIGHT RAIN</td>
<td>1340</td>
<td>1427</td>
</tr>
<tr>
<td>R&lt;1 mm</td>
<td>16.6%</td>
<td>34.0%</td>
</tr>
<tr>
<td>MODERATE RAIN</td>
<td>17</td>
<td>80</td>
</tr>
<tr>
<td>R&lt;5 mm</td>
<td>0.2%</td>
<td>1.9%</td>
</tr>
<tr>
<td>HEAVY RAIN</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>R&gt;=5 mm</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>TOTAL</td>
<td>8074</td>
<td>4194</td>
</tr>
</tbody>
</table>
Table 5  
Classification of the Rainfall  
for the Cloud Type of A (Cumulus), B (Cumulonimbus) and C (Middle Clouds)  
with Rainfall Estimation of 0.0 mm

<table>
<thead>
<tr>
<th>OBSERVED RAINFALL</th>
<th>CLOUD TYPE</th>
<th>TOTAL</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A</td>
<td>B</td>
</tr>
<tr>
<td>NON-RAIN</td>
<td>168</td>
<td>450</td>
</tr>
<tr>
<td>R=0 mm</td>
<td>56.6%</td>
<td>45.4%</td>
</tr>
<tr>
<td>LIGHT RAIN</td>
<td>118</td>
<td>477</td>
</tr>
<tr>
<td>R&lt;1 mm</td>
<td>39.7%</td>
<td>48.1%</td>
</tr>
<tr>
<td>MODERATE RAIN</td>
<td>11</td>
<td>65</td>
</tr>
<tr>
<td>R&lt;5 mm</td>
<td>3.7%</td>
<td>6.5%</td>
</tr>
<tr>
<td>HEAVY RAIN</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>R&gt;=5 mm</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>TOTAL</td>
<td>297</td>
<td>992</td>
</tr>
</tbody>
</table>
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Comparisons of Rainfall

on the Japanese Islands and Their Adjacent Ocean

by Pingping Xie

Abstract

Rainfall features of the Baiu season estimated from GMS IR images are investigated on the Japanese islands and their adjacent ocean for June 1989. The total monthly rainfall for the period is distributed in a band-like shape extending from west to east, showing its maximum on 35°N in the latitudinal section and a sudden decrease to the west of 130°E in the longitudinal section. The latitudinal distributions of rainfall relative to the Baiu front show almost the same shape with their maximum at 1.25° north of the front at the surface over both land and ocean, but the peak amount is larger over the island than that over the ocean. The temporal changes of rainfall are dominated by a period of synoptic scale for all regions over both land and ocean, and secondly peak corresponding to daily variation is observed only over the continent. The rainfall region moves eastward along the Baiu front with almost same phase speed of about 7.5° longitudes per 12 hours over almost all regions.
1. Introduction

Investigation of the spatial distribution and temporal change of rainfall of the Baiu front (Mei-yu in China) is an important subject in understanding the water and energy budget in the East Asia. The Baiu front extends widely from the central portion of China to the east of Japan, moves slowly from south to north during the period from late spring to summer.

Yoshino investigated the climatic rainfall characteristics of Baiu front by using rain gage data of 1954 and showed a band-like distribution of rainfall over China continent and Japanese islands (Fig.1). The distribution over the East China sea was unknown, but he tried to link the isohyets subjectively between the east coast of China and the Kyushu island. During the last two decades, series works of Ninomiya, Akiyama and their collaborators (e.g. Ninomiya and Akiyama, Akiyama, Ninomiya and Muraki, Ninomiya and Mizuno) have contributed much on understanding of the features of Baiu rainfall by using mainly radar and gage observations. Their works have revealed many important aspects of the nature of the clouds and rainfall of the Baiu front. The main conclusions are that 1) frontal depressions with meso-α scale develop along the Baiu front; 2) intense Baiu rainfall is produced by successive development of these depressions; and 3) in many cases, precipitation system is composed of a few meso-β precipitation systems. However, their studies have also been limited to the clouds and rainfall over land (mainly over Japanese islands) because of lack of data over the ocean. Rainfall features of the Baiu front have not been investigated neither over the East China sea nor over the Pacific ocean and the Japan sea, because of shortage of the observational data. In order to
investigate the rainfall features of the Baiu front as a whole system, the rainfall data with an adequate accuracy is necessary over ocean.

The practical use of satellite observation has made it possible to infer rainfall over both land and ocean especially for those in the tropical areas where convective clouds dominate (e.g. Arkin\textsuperscript{11}, Arkin and Meisner\textsuperscript{12}, Shin\textsuperscript{13}, Janowiak and Arkin\textsuperscript{14}). Estimation of rainfall in midlatitudes, however, has been a much more difficult task because of the existence of non-raining cirrus and raining stratiform clouds (Wylie\textsuperscript{15}, Xie and Mitsuta\textsuperscript{16}). Recently, the present author has developed a method to estimate rainfall in midlatitudes from the IR observation data of the Geostationary Meteorological Satellite of Japan (GMS) (Xie\textsuperscript{17,18}). The method has shown a reasonable success in estimating rainfall of the Baiu front in June 1989 (Xie\textsuperscript{19}).

The present paper will give a description and analysis of the features of rainfall of the Baiu front as the first step toward the understanding of the Baiu front as a system, by using the results of the previous research on the estimation of rainfall in 1.25° meshes (Xie\textsuperscript{19}). Among the many aspects of rainfall, the present work will be focused on 1) spatial distribution of the rainfall of Baiu front in a climatic scale; 2) temporal change features of rainfall at various regions over land and ocean; 3) phase speed of rainfall region along the Baiu front.
2. Data

The data set of the First Algorithm Intercomparison Program of Global Precipitation Climatology Project (GPCP-AIP/1) is used in the present study to investigate the rainfall features of Baiu front. The data area extends from 120°E - 147.5°E; 22.5°N - 46.25°N and the period covers from 1 to 30 June, 1989 (see Fig.1 in Xie¹⁹).

The hourly rainfall has been estimated for 22×19 meshes with size of 1.25° x 1.25° in latitude and longitude for the entire period from the hourly observation of GMS IR images, by using the modified rainfall estimation method described in Xie¹⁹). This estimation has been shown to satisfy the useful level of accuracy requirement for climatic application presented by Browning²⁰, when compared with the results of the concurrent radar-AMeDAS composite rainfall over the main islands of Japan (Xie¹⁹). Besides the satellite data mentioned above, daily surface weather charts on 0900JST for the period are also employed to determine the positions of Baiu front. These position data are then used to derive latitudinal distribution of rainfall relative to the Baiu front.

During the period, a large band of cloud and rainfall moved slowly south and north. Several depressions developed and moved eastwardly along the front in intervals of about 7 days. As shown in the daily rainfall distributions of the period in the Appendix of Xie¹⁹, these depressions resulted in rainfall over both land and ocean over the investigation area.
3. Spatial Distribution of Rainfall

Fig. 2 shows the distribution of the estimated monthly rainfall over the area, together with the estimated average cloud amount. Positions of the Baiu front obtained from the surface weather charts on 0900JST of each day for the whole period are also plotted on these figures.

While the cloud amount forms a band extending from (120°E, 30°N) to (147.5°E, 35°N) almost continuously, the monthly rainfall distribution has a distinct break over the East China sea (120°E - 130°E). The band of the monthly rainfall larger than 300 mm centers on about 35°N and extends from 130°E to the east side of the area with width of about 5°N. Maximum with rainfall larger then 500mm is observed in the Kanto area. This result resembles well with the guess in the rainfall distribution over the East China sea by Yoshino as shown in Fig.1.

Fig. 3a and b show the averaged latitudinal and longitudinal profiles of rainfall (solid line) and cloud amount (dashed line) over the area for the whole period. The latitude profile (fig.2a) of both rainfall and cloud amount shows a single peak shape extending from about 25 to 40°N. The rainfall peak of 325 mm appears at 35°N, and the peak of cloud amount of 0.63 is at 33.75°N, a little south to the rainfall peak in latitudinal profile.

In the longitudinal profile shown in Fig.3b, both rainfall and cloud amount show nearly constant values (rainfall 210 - 230 mm, cloud amount 0.55 - 0.58) over areas to the east of 130°E (Kyushu), while those over the East China sea are obviously smaller than the values over land, with their minimum at
about middle of the East China sea. The decreases in rainfall and cloud amount are 14% and 34% when compared with those at Kyushu.

In order to investigate the rainfall features relative to the frontal structures over land and ocean, whole area east to 122.5°E (excluding portions over the east coast of China) is divided into $3 \times 3$ sub-regions as shown in Fig. 4 and the latitudinal profiles of rainfall and cloud amount relative to the position of surface front are calculated by averaging the daily rainfall at various positions for the entire period of 30 days. Fig. 5 shows the results for the 6 sub-regions with latitudes south of 41.25°N. No relative profile is obtained for the 3 sub-regions with latitudes north of 41.25°N, because the Baiu front did not move into the three sub-regions during the period.

The resultant relative profiles of rainfall and cloud amount have almost the same shapes for the whole 6 sub-regions. The maximum of the rainfall is not just at the position of surface front, but about 1 mesh (1.25° latitudes) north to it. The values of rainfall and cloud amount, however, are different for the sub-regions over ocean and over land. Table 1 shows the rainfall (bottom) and cloud amount (upper) values at the peaks. The peak rainfall varies from 11 mm over the East China sea to 21 mm over the main islands of Japan, while the peak cloud amount varies from 0.71 to 0.85 for the same sub-regions. Both the rainfall and cloud amount have larger amount while the Baiu front lies over Japanese islands and smaller while over the surrounding ocean. The difference of rainfall peaks over the Japanese islands and their adjacent ocean is about 50%. These facts show that frontal rainfall peak is at the position where the slanting frontal surface gains higher altitude to north of the surface front and also that the rainfall pattern is of the same over the
islands and ocean but the peak amount of rainfall is larger over the islands than over the ocean by about 50%. Topography seems to account for this difference.
4. Temporal Change of the Rainfall

Temporal changes of rainfall are also investigated for the various subregions as shown in Fig. 4. Fig. 6 shows the power spectral density distributions of the area-averaged 3 hour rainfall for the subregions calculated by the Maximum Entropy Method (MEM). The data number of each time series is 240.

The spectra for the 9 subregions have well defined peaks at periods corresponding to the variations of synoptic scale (4 - 8 days). Another small peak is also seen at period of 1 day in the spectra of the subregion extending from 122.5°E - 130.0°E; 41.25°N - 46.25°N (Northeastern provinces of China). These facts suggest that the temporal changes of the area-averaged rainfall are dominated by the variations of synoptic scales for all of the 9 subregions, while that for the subregion over the China continent has an additional peak related to the daily variation. This result is similar to the result for the spectra of high cloud amount of the Baiu front investigated by Akiyama¹⁰¹, which shows obvious peaks in synoptic scale (about 5.86 days) over whole portions of the front and in daily scale only over the continent.

Fig. 7 shows the spectrum of the time series of the area averaged rainfall for the entire region to the east of 122.5°E. The spectra is characterized by two peaks at periods of about 7 days (synoptic) and 1 day (daily), respectively. The daily variation becomes distinct compared to those in the subregions caused by averaging in space.
5. Movement of the rainfall along the Baiu front

Fig. 8 shows the results of space-time correlations of rainfall when the Baiu front lies over various sub-regions shown in Fig. 4. Five lines in each figure represent the correlations with lagged time of -12, -6, 0, 6 and 12 hours, respectively. Almost all of the correlation lines have single mode shapes, with their maximum at distance proportional to the time lag, suggesting the eastward movement of the rainfall region along the Baiu front with constant speed. The peak values of the correlations for time lag of ±12 hours, however, are very low, which suggests that the rainfall pattern usually does not keep its shape for period longer than 12 hours while moving eastward along the Baiu front. This fact agrees with the conclusions of Ninomiya and Akiyama²,³, in which they revealed that the rainfall of the Baiu front is directly caused from several meso scale cloud clusters.

Table 2 shows the phase speeds of the movement of the rainfall region for the 6 subregions which are determined from the correlations with time lag of ±6 hours. The phase speeds are 7.5°E per 12 hours over most of the sub-regions except the sub-region over ocean to the south of Japanese islands, over which the speed is slower (5.0°E per 12 hours). The phase speed averaged over all of the sub-regions are 6.25°E per 12 hours or about 55 km/hr. This speed is almost the same as the wind speed at 500mb.
6. Conclusions

Rainfall features are investigated by using the satellite IR rainfall estimation data of June 1989 over an area of 27.5° longitudes × 23.75° latitudes surrounding Japan, with special attention on the spatial distribution, temporal change and the movement of the Baiu front.

The rainfall of the investigation period is mainly that of Baiu front, which moves slowly south and north. The accumulated monthly rainfall for the period has a band-like distribution, which extending from (120°E, 30°N) to (145°E, 35°N) with a width of about 5° latitudes. The latitudinal profile of the rainfall averaged from 120°E to 147.5°E shows that the rainfall of the Baiu front is in an one-mode shape with its peak at 35°N. The longitudinal profile of rainfall shows that the rainfall of the Baiu front has almost same values over longitudes east to Kyushu, but rainfall over the East China Sea decreases to about 2/3 of that over Kyushu.

The latitudinal distribution of rainfall relative to the surface front also has an common one-mode shape, with its maximum at positions 1.25° north to the surface front. Although the shapes for the distributions are almost the same for all regions over both land and ocean, the peak amount over land (main islands of Japan) is about 1.5 times larger than that over ocean (the East China Sea).

The temporal change of the rainfall is characterized by a dominant period of synoptic scale (about 7 days). The apparent daily variation of the rainfall is observed only over the Asian continent (Northeastern provinces of China).
The phase speeds of the eastward movement of rainfall along the Baiu front show almost the same value of about 7.5° latitudes per 12 hours (about 55 km/hr) for all subregions except over ocean to the south of Japanese islands where the speed is a little slower.

As summarized above, the estimation of rainfall obtained from the IR imagery data of GMS has revealed some important aspects of the rainfall of the Baiu front, although it still has some deficiencies in accuracy and resolution. The further efforts toward improvement and extension of such a satellite-based rainfall estimation method are needed to supply more reliable data in global scale.
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Captions

Fig. 1 The Baiu rainfall distribution for the period from June 24 to July 31, 1954. (After Yoshino)

Fig. 2 Spatial distributions of a) monthly averaged cloud amount and b) monthly accumulated rainfall of June 1989 over the investigation area.

Fig. 3 a) latitudinal and b) longitudinal profiles of rainfall (solid line) and cloud amount (dash line) over the investigation area.

Fig. 4 9 sub-regions in the area for investigating the rainfall features in various areas over both land and ocean. The latitudinal bound lines are at 41.25°N and 31.25°N. The longitudinal bound lines are at 122.5°E, 130.0°E and 141.25°E, respectively.

Fig. 5 Latitudinal distributions of daily rainfall (solid line) and daily-averaged cloud amount (dash line) relative to the position of surface front in the subregions. The results for the very north 3 subregions are not shown in the figure because no front moved in to the extent during the period. The surface front positions are read from the surface weather chart on 0900JST.

Fig. 6 Normalized spectral density (NSD) distributions of the time series of rainfall for the 9 subregions.

Fig. 7 Normalized spectral density (NSD) distribution of the time series of
rainfall averaged over all of the 9 subregions.

Fig. 8 Space-time Lagged correlations of the rainfall for all of the subregions except the very north three. The 5 lines in each figure show the correlations with time lags of -12, -6, 0, 6 and 12 hours, respectively. The value in the abscissa represents the longitudinal distance to the east of the reference point.
Table 1: Peak values of cloud amount and rainfall at Baiu front

<table>
<thead>
<tr>
<th>Area</th>
<th>122.5-130.0E</th>
<th>130.0-141.25E</th>
<th>141.25-147.5E</th>
<th>122.5-147.5E</th>
</tr>
</thead>
<tbody>
<tr>
<td>41.25-41.25N</td>
<td>0.72 94%</td>
<td>0.85 111%</td>
<td>0.85 111%</td>
<td>0.81 107%</td>
</tr>
<tr>
<td></td>
<td>13.9 95%</td>
<td>21.3 146%</td>
<td>19.8 137%</td>
<td>19.3 132%</td>
</tr>
<tr>
<td>22.50-31.25N</td>
<td>0.71 93%</td>
<td>0.79 104%</td>
<td>0.73 96%</td>
<td>0.75 98%</td>
</tr>
<tr>
<td></td>
<td>11.0 75%</td>
<td>14.0 96%</td>
<td>14.0 96%</td>
<td>12.3 84%</td>
</tr>
<tr>
<td>22.50-31.25N</td>
<td>0.71 93%</td>
<td>0.80 105%</td>
<td>0.77 101%</td>
<td>0.76 100%</td>
</tr>
<tr>
<td></td>
<td>11.1 76%</td>
<td>16.8 115%</td>
<td>14.9 102%</td>
<td>14.6 100%</td>
</tr>
</tbody>
</table>

Upper: cloud amount
Bottom: rainfall in mm
Table 2  Phase speeds of the movement of rainfall region over various subregions

<table>
<thead>
<tr>
<th>Area</th>
<th>122.5-130.0E</th>
<th>130.0-141.25E</th>
<th>141.25-147.5E</th>
<th>122.5-147.5E</th>
</tr>
</thead>
<tbody>
<tr>
<td>41.25-41.25N</td>
<td>7.5</td>
<td>7.5</td>
<td>7.5</td>
<td>7.5</td>
</tr>
<tr>
<td>22.50-31.25N</td>
<td>7.5</td>
<td>5.0</td>
<td>7.5</td>
<td>6.25</td>
</tr>
<tr>
<td>22.50-41.25N</td>
<td>7.5</td>
<td>5.0</td>
<td>7.5</td>
<td>6.25</td>
</tr>
</tbody>
</table>

unit: °E/12hr
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