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Surface modeling is a principal step in theoretical investigations of chemisorptions and catalytic reactions on a solid surface. Catalytic reactions are due to surface-adsorbate interaction. In the cluster model, a surface is represented by several solid atoms which interact directly with an admolecule. Furthermore, the interaction in chemisorption is localized within a small region and the adsorbate-substrate bond is local. Many calculations for surface reactions have been performed using the cluster model, and it has been shown to be useful for clarifying the mechanisms of chemisorption, as well as for describing active sites and electronic structures. The cluster model provides a good approximation of covalently bound material, particularly semiconductors and the reaction centers of proteins. However, this model does not adequately take into account the specific effect of the bulk solid and is influenced by the boundary effect due to its finite size. The electrostatic field in metal oxides, the so-called Madelung potential, plays an important role in the calculation of the bonding energy of the ionic crystal. EVALTS summation method has been used to estimate bonding energy, but this method cannot be readily adapted to the surface-adsorbate system.

Various models have been proposed to include the bulk effect. The free electron and image force are considered in the Dipped Adcluster Model proposed by Nakatsuji. The embedding method proposed by Grimley, Pisani and Ravenek, which is based on the Green's function method, attempts to represent the connection between the cluster and the underlying bulk solid. This model is particularly good for representing the change in electron density that is induced by a chemical reaction.

Part I of this thesis summarizes a theoretical model for representing surface-adsorbate interaction.

Chapter 1 describes the modeling of a metal-oxide. To estimate the electrostatic field of the crystal, many point charges must be considered in the calculation, due to the slow convergence of the electric field. This study reveals the exponential
attenuation of the field against the surface based on the periodicity of the electric field. The entire field is then well represented by considering only the first and second layers of the solid. The Madelung potential is important for reproducing the adsorbed structure and the band-gap. Furthermore, this study also describes the role of the charge polarization of the metal-oxide in the catalytic reaction.

Chapter 2 presents a modification of the ECM and its application to hydrogen adsorption on a lithium surface. In this system, due to the small difference in adsorption energy between different adsorption sites, the actual adsorption site is unclear. Furthermore, if we use the cluster model, the calculated adsorption energy largely depends on the cluster size. This study modifies the Green's function, the basis set and the convergence algorithm to produce a new ab-initio program. The modification results in an on-top adsorption of hydrogen instead of the bridge-site adsorption in the cluster model. The effect of the cluster size is also less than that of the cluster model.

Part II focuses primarily on the mechanism of GaAs epitaxial crystal growth. Gallium arsenide, a material which does not exist in nature, is a typical compound semiconductor and shows many interesting behaviors. Since gallium and arsenic have different vapor pressures, the GaAs crystal is difficult to produce and must be made by a special technique; the so-called epitaxial method. In molecular beam epitaxial (MBE) growth, a gallium atomic beam and an arsenic cluster beam composed of As$_2$ or As$_4$ are irradiated onto a GaAs surface in a vacuum chamber, and Ga and As atomic layers grow alternately. Although the surface morphology has been observed by LEED, RHEED, photoemission and so on, it was difficult to identify the species present on the surface and to clarify the mechanism of crystal growth.

Arthur, Foxon, Joys and others studied the reaction mechanisms of MBE using the reaction rate theory and showed that the mechanisms of the adsorption of As$_2$ and As$_4$ clusters differ from each other. In the process of proposing a reaction mechanism, they adopted several assumptions regarding the reaction rate. Therefore, the explicit geometry of the adsorbate, the reaction path, and the cause of smooth epitaxial growth remain to be clarified.

Part II describes the mechanism of GaAs crystal growth in the arsenic beam epitaxy by an ab-initio theoretical method using the cluster model. Chapter 1 discusses the molecular and dissociative adsorption of As$_2$ on the GaAs surface, and the site effect of the surface is clarified. In Chapter 2, a new crystal growth mechanism is proposed which includes the formation of an intermediate GaAs$_2$ cluster. Chapter 3 presents a mechanism of epitaxial crystal growth using the As$_4$ cluster beam. Two mechanisms are examined, i.e., 1) that which involves a single As$_4$ cluster proposed here, and 2) that involving two As$_4$ clusters proposed by other experiments. The present study shows that both of these mechanisms are possible.

The main theme of Part III is the hydrolysis of guanosine-triphosphate (GTP) in ras-p21 protein. In protein reactions, some of the most important considerations involve the effect of the dynamic motion and the electrostatic field of the protein and the solvent molecules. The ras-p21 protein binds guanine nucleotide with a high affinity, and is involved in various signal transduction pathways in many cells. The p21-guanosine-diphosphate (GDP) complex receives a signal from an upstream element, and the GDP is exchanged for GTP to convert the inactive p21-GDP complex to the active p21-GTP complex. The p21-GTP is able to transmit the signal downstream to an appropriate target. The active p21-GTP complex is converted to the inactive GDP complex by hydrolysis of GTP to GDP. Thus, hydrolysis is the key reaction in the transmission of the signal. A recent study proposed that glutamine 61 (Gln61) helps to facilitate the nucleophilic attack on the y-phosphate by activating a water molecule, i.e., Gln61 is the general base in the hydrolysis (GB61). However, despite the appealing structural evidence, this mechanism is not fully established.

In addition to the GB61 mechanism (proton-transfer from the water molecule to Gln 61), another mechanism can be assumed, (proton-transfer to an oxygen atom of the y-phosphate). This work examines the GB61 mechanism and the new mechanism (mechanism A) by the ab-initio method using a cluster model and a molecular
dynamics simulation. The free energy difference between the intermediate of the mechanism A and that of the GB61 mechanism is estimated by the free energy perturbation method based on the molecular dynamics simulation. The lower energy barrier is given by the mechanism A and its intermediate is also more stable than that of the GB61 mechanism. The result reveals that the mechanism A is preferable to the GB61 mechanism in the hydrolysis of GTP.

Part IV discusses a small theoretical modification of the Hartree-Fock equation. If we suppose an N-electron system using the Hartree-Fock approximation, N one-electron wave-functions are required to describe the total wave function. This representation is somewhat cumbersome since the Hamiltonian and the number of one-electron wave functions depend on the number of electrons.

Several theories which incorporate this feature have been proposed, including the one-particle Green's function method, the field theory and the density equation or functional theory, whose theoretical concept is very appealing despite the problem of N representativity.

Part IV presents the Fourier transformation of the Hartree-Fock equation. This method combines the N one-electron simultaneous equations of the Hartree-Fock method, where N is the number of electrons in the system, into a single differential equation which includes only two variables: i.e., one spatial coordinate \( x(x, y, z) \) and a parameter \( t \). Furthermore, a new representation for the exchange interaction is proposed by this transformation.

As shown in this thesis, the quantum chemical approach is useful for studying the reactions of macromolecules, such as solid surfaces and proteins. Although the methods examined in this thesis have not yet been fully developed, combining the quantum chemical method and molecular dynamics may provide valuable tools for studying solid surfaces and proteins.
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Chapter 1

Theoretical study of the hydrogen chemisorption on a ZnO surface

Abstract

Reactions of a hydrogen molecule with a ZnO surface are studied by an \textit{ab initio} method. For simulating the ZnO (10\,1\,0) surface, one ZnO molecule both with and without a Madelung potential is used. Since the electrostatic potential due to the ionic layer decreases exponentially, the effect of the layers deeper than the second one can be neglected. The Madelung potential is, therefore, expressed by the 32 point charges of \pm 0.5 situated on the first and second layers. Several low-lying states of ZnO and ZnO + H2 system have been calculated by the SAC (symmetry adapted cluster) and SAC-CI methods. It is found that the $^1\Sigma^+$ state of ZnO is the ground state and catalytic active and the other states are inactive. ZnO ($^1\Sigma^+$) reacts with H2 and dissociatively adsorbs it with making Zn-H and O-H bonds. This occurs both with and without the Madelung potential. Without the Madelung potential, the heat of reaction is 81.3 kcal/mol and the reaction barrier is 14.0 kcal/mol. With the Madelung potential, the heat of reaction decreases to 73.5 kcal/mol and the barrier decreases to 11.5 kcal/mol. The mechanism of this reaction is the electron donation from the $2p_{\pi}$ orbital of O to the antibonding $\sigma_u$ MO of H2 and the back-donation from the bonding $\sigma_g$ MO of H2 to the LUMO of ZnO. In the intermediate stage of the reaction, the dipole of ZnO works to increase the overlap of the
active MO's to make the reaction easier. Throughout the reaction, the in-plane \( 2p_{\pi} \) orbital of O and the HOMO of ZnO are inactive and work to keep the ZnO bond stable during the catalytic process.

1. Introduction

Zinc oxide is n-type semiconductor and has a catalytic activity for hydrogenations of olefins. It is a wurtzite-type crystal and has many stable surfaces. It dissociatively adsorbs hydrogen molecule and the existence of some adsorbed hydrogen species is known. Particularly, type I hydrogen shows a rapid and reversible adsorption and is responsible for the O-H and Zn-H IR peaks observed at 1710 and 3510 cm\(^{-1} \), respectively. This species is the principal source of hydrogen for the hydrogenation of ethylene [1]. Type II hydrogen, on the other hand, contributes little to the hydrogenation of ethylene and does not give Zn-H and O-H bands, but it promotes the rate of the catalytic reaction. Type III hydrogen exists at the temperature near 78° K. This is molecularly adsorbed on the same site as the type I species [2].

On the theoretical side, some relevant papers are published in recent years. Anderson and Nichols studied the adsorption of hydrogen on the ZnO \((10 \overline{1} 0)\) surface by a semi-empirical molecular orbital method. They found that the heterolytic adsorption of H\(_2\) allows a formation of a strong O-H and Zn-H bonds but the homolytic adsorption results in two weak Zn-H bonds [3]. Bauschlicher Jr and Langhoff studied low-lying electronic states of ZnO and ZnS. They calculated the spectroscopic constants and the dipole moments for the \( 1.3\Sigma^+ \) and \( 1.3\Pi \) states of ZnO and ZnS by the configuration-interaction and coupled pair methods [4]. Dolg et al. studied early transition metal monoxides by the SD-CI method [5]. Gropen et al. calculated the diatomic oxides of Sc, Ti, Cr, Ni and Zn in order to test the reliability of the pseudo potential methods [6]. Witko and Koutecky studied the potential curves of ZnO + C\(_2\)H\(_4\) and (ZnO + C\(_2\)H\(_4\))^+ systems using pseudo-potential-MRD-CI and all electron MRD-CI methods [7]. An attractive interaction has been found for several excited states of the ZnO + C\(_2\)H\(_4\) system.

We here study hydrogen chemisorption on the ZnO \((10 \overline{1} 0)\) surface. We calculate the reaction path for the H\(_2\) chemisorption on ZnO surrounded by a Madelung potential represented by an array of a limited number of point charges. We examine the effect of the Madelung potential on the low-lying states of ZnO and on the activity of ZnO for the dissociative adsorption of H\(_2\). We show the reorganization of the electron density along the reaction process. Conclusion of the present study is given in the last section.

2. Computational method

The Gaussian basis for Zn atom is the \((3s2p5d)/(2s2p2d)\) set and the Ar core is replaced by the effective core potential [8]. For O atom, we use Huzinaga-Dunning \([4s2p]\) basis [9] plus diffuse sp functions (exponent 0.059) and polarization \(d\) functions (exponent 0.30). For H atom, we use Huzinaga-Dunning \([4s]/[2s]\) set plus \(p\)-type functions which are the first derivatives of the \([2s]\) set. Then, the Hellmann-Feynman theorem is satisfied for the forces acting on the hydrogen nuclei [10]. Calculating the Hellmann-Feynman forces acting on the H atoms, we examine the path of approach of H\(_2\) onto ZnO for which the distance is fixed at 1.95 Å, an experimental value for the crystal. We calculate the potential energy curves of the ground and excited states by the SAC (symmetry adapted cluster)/SAC-CI method [11,12]. We use 37 active orbitals, 9 orbitals being occupied and 28 orbitals being unoccupied. The linked operators in the SAC/SAC-CI calculation are selected by using the thresholds $\lambda_g$ and $\lambda_e$ of $1 \times 10^{-5}$ and $2 \times 10^{-5}$ au [13], respectively. The wave
function consists of 3000 ~ 5000 linked operators which are symmetry adapted in each spin symmetry. The Hartree-Fock calculation are performed with the use of the program GAMESS [14], and the SAC/SAC-CI calculations by the program SAC85 [15].

For simulating the ZnO (10 1 0) surface, one ZnO molecule embedded in a Madelung potential is used. The Madelung potential is expressed by the 32 point charges of ± 0.5 situated on the first and second layers, which are illustrated in Fig. 1. The electrostatic potential due to the ionic layer decreases exponentially and the one due to the charges which are situated in z axis decreases more rapidly as shown in the appendix. Therefore, the electrostatic potential made by the 32 point charges located around the ZnO molecule reach to 92% of the one due to 6886 point charges. The Madelung potential is proportional to the ionic charge, \( q \), in \( \text{Zn}^{+q}\text{O}^{-q} \). There are several ways of estimating this quantity, but the results are widely spread, namely, \( q \sim 1 \) [16], \( q \sim 0.8 \) [17], \( q \sim 0.4 \) [18]. The Mulliken's atomic charge of ZnO calculated by the Hatree-Fock method is ± 0.6. However, the smaller value should be used for \( q \) because of the electron spatial distribution. We then choose point charge of ± 0.5.

3. Results and discussions

A. ZnO

We calculate the potential curves of the low-lying states of ZnO by the SAC/SAC-CI method. The results are shown in Fig. 2. The ground state is \( 1\Sigma^+ \) for the Zn-O distance shorter than 1.98 Å, but at a larger distance the \( 3\Pi \) state becomes the ground state. The equilibrium bond length of the \( 1\Sigma^+ \) state is 1.76 Å which is shorter than the distance in the crystal, 1.95 Å. The bonding orbital is made of the 4s orbital of Zn and the 2p\( \sigma \) orbital of O. The...
binding energy is 20 kcal/mol and the dipole moment at the point of equilibrium is 5.82 Debye. These results are in good agreement with the results of the previous theoretical studies. They gave $R_{eq} = 1.809 \, \text{Å}$, $D_{(dissociation \, energy)} = 9.22 \, \text{kcal/mol}$ [7], $R_{eq} = 1.742 \, \text{Å}$, $D = 13.8 \, \text{kcal/mol}$ [5], though the experimental studies gave $D = 65 \pm 5 \, \text{kcal/mol}$ [19]. We calculate the ZnO molecule with the Madelung potential in order to see the influence of the outer field. The ZnO distance is fixed at the value of the crystal, 1.95 Å. Table I shows the dipole moments of the ground and excited states and the energy gap between the ground and excited states. The $1\Sigma^+$ ground state is an ionic state with the polarization Zn$^+$O$^-$ and the Madelung potential enhances the polarization from $\mu = 6.18$ Debye to $\mu = 8.85$ Debye. The energy gap between the $1\Sigma^+$ and $3\Pi$ states increases from 1.8 kcal/mol without the Madelung potential to 36.0 kcal/mol. The reason is that the $\Pi$ state is a electron transferred state from O to Zn against the Madelung potential and therefore is more unstable than in the free molecule.

B. ZnO + H$_2$ without Madelung potential system

We examine the reaction path for the ZnO + H$_2$ without the Madelung potential system. The Zn-O distance is fixed at 1.95 Å. Fig. 3 is a display of the reaction path calculated by the Hartree-Fock method and the forces acting on the H atoms. Fig. 4 shows the potential energy diagram for the ground and excited states of this system calculated by the SAC/SAC-CI method. The geometry of the each point is shown in Table II. Ha is the proton on the left hand side and Hb on the other side. At the initial points 1 and 2, the H-H distance is fixed at the length of a free H$_2$ molecule. The points 3, 4, 5, and 6 are located successively from the force vectors acting on the H atoms at the points 2, 3, 4, and 5, respectively. The point 7 is the most stable geometry.
Table I. Dipole moments (Debye) and the energy gaps (kcal/mol) between the $^1\Sigma^+$ ground state and the $^1,^3\Pi$ excited states with and without the Madelung potential.

<table>
<thead>
<tr>
<th>State</th>
<th>$R=1.76\ \text{Å}$</th>
<th>$R=1.95\ \text{Å}$</th>
<th>$R=1.95\ \text{Å}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\mu$</td>
<td>$\Delta E$</td>
<td>$\mu$</td>
</tr>
<tr>
<td>$^1\Sigma^+$</td>
<td>-5.82</td>
<td>0</td>
<td>-6.18</td>
</tr>
<tr>
<td>$^1\Pi$</td>
<td>-1.73</td>
<td>22.9</td>
<td>-2.52</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^3\Pi$</td>
<td>-1.58</td>
<td>12.9</td>
<td>-2.06</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 3. Force acting on the H atoms in the ZnO + H$_2$ system along the reaction path shown in Table II.
<table>
<thead>
<tr>
<th>Cluster</th>
<th>Site</th>
<th>Adsorption Energy (kcal/mol)</th>
<th>Atomic Population</th>
</tr>
</thead>
<tbody>
<tr>
<td>Li14 cluster</td>
<td>#13</td>
<td>-18.9</td>
<td>1.25</td>
</tr>
<tr>
<td>embedded cluster (A)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Li14 cluster</td>
<td>#15</td>
<td>-31.2</td>
<td>1.23</td>
</tr>
<tr>
<td>embedded cluster (B)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3-fold hollow</td>
<td>#14</td>
<td>24.7</td>
<td>1.29</td>
</tr>
<tr>
<td>on-top</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>bridge</td>
<td>#14</td>
<td>34.9</td>
<td>1.28</td>
</tr>
<tr>
<td>on-top</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Figure 4.** Potential energy diagram of the ground and several singlet and triplet excited states of the ZnO + H₂ system calculated by the SAC/SAC-CI method.
from both of the Hartree-Fock and the SAC method. The transition state of the reaction exists between the points 3 and 4 as seen from Fig. 4. The H-Zn-O angle at the point 7 is 180°, which is impossible on the surface, since the hydrogen conflicts with the neighboring O on the surface.

In Fig. 4, the 1A' state is the ground state and originates from the 1Σ+ state of ZnO and the 1Σ+ state of H2, both being the ground states of the separated systems. It gives an exothermic potential curve with the heat of reaction of 81.3 kcal/mol and the reaction barrier of 14.0 kcal/mol. Other low-lying excited states give repulsive potential curves.

C. Two point charges plus H2 system

To estimate the effect of the charges of ZnO on H2, we replace ZnO by the two point charges (±0.5) placed at the positions of Zn and O, and let H2 approach along the reaction path shown in Fig. 3. The energy is calculated by the full-CI method. We study the role of the electrostatic polarization of ZnO at the initial stage of the reaction. The energies of the H2 along the reaction path and the atomic charges on H are given in Table III. We see that the electrostatic potential works to stabilize the system before reaching to the barrier. The electrostatic polarization at the place of ZnO induces a polarization of the σg MO of H2 on the side of Ha, and the σu MO on the other side. This effect increases the overlaps between the σg orbital of H2 and the LUMO of ZnO and between the σu orbital of H2 and the 2πe orbital of O. Therefore, the electrostatic potential makes the cleavage of H2 easier.

D. ZnO + H2 system with Madelung potential

We finally study the ZnO + H2 system with including the Madelung potential. The reaction path is the same as the one shown in Fig. 3. Fig. 5 is a

<table>
<thead>
<tr>
<th>point</th>
<th>R_H-H(Å)</th>
<th>ΔE(kcal/mol)</th>
<th>H_a/H_b</th>
<th>ΔE(kcal/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.7417</td>
<td>-0.19</td>
<td>-0.03/+0.03</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0.7846</td>
<td>-10.23</td>
<td>0.00/0.00</td>
<td>0.69</td>
</tr>
<tr>
<td>4</td>
<td>1.2191</td>
<td>18.14</td>
<td>-0.05/+0.05</td>
<td>39.91</td>
</tr>
<tr>
<td>5</td>
<td>2.1674</td>
<td>43.36</td>
<td>-0.45/+0.45</td>
<td>97.70</td>
</tr>
</tbody>
</table>
Figure 5. Force acting on the H atoms in the ZnO + H₂ system with the Madelung potential along the reaction path shown in Figure 3.
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display of the forces acting on the H atoms along the reaction path calculated by the Hartree-Fock method. The point 6 is the equilibrium geometry calculated by the Hartree-Fock method. At this point, the H-H distance is 3.73 Å which is 5 times as large as the one of a free H₂. The H-H bond is completely broken. There the H-Zn-O angle is 146° which is different from the angle 180° obtained without the Madelung potential. The H-O-Zn angle, on the other hand, is 111° which is slightly larger than 95° obtained without the Madelung potential. The reason is the electrostatic repulsion between the adsorbed hydrogen and the surrounding Madelung potential.

The potential energies along the path calculated by the SAC/SAC-CI method are shown in Fig. 6. The energies of the ground and excited states do not change much from the one shown in Fig. 4. Again, only the ground state is exothermic and the excited states are all repulsive. The heat of reaction is 73.5 kcal/mol and the reaction barrier is 11.5 kcal/mol. The Madelung potential lowers the barrier by 2.5 kcal/mol. The calculated vibrational frequencies $\nu_{\text{O-H}}$ and $\nu_{\text{Zn-H}}$ at the point 6 are 4090 and 1730 cm⁻¹, and are similar to the experimental values of 3510 and 1710 cm⁻¹, respectively.

Fig. 7 shows the contour maps of the density difference defined by $\Delta\rho = \rho(\text{ZnO-H}_2) - \rho(\text{ZnO}) - \rho(\text{H}) - \rho(\text{H})$.

At point 2, the density of H₂ is polarized by the long-range electrostatic dipole field of Zn⁺O⁻ with the right-hand side hydrogen becoming protonic. There is a large difference between the densities at 3 and 4, though there is only a little difference in geometry between 3 and 4. It indicates that the transition state exists between 3 and 4 in accordance with the potential diagram given by Fig. 4. At 5, the H-H bond is completely broken, and the Zn-H and O-H bonds are formed. Along the Zn-H bond, the density in the left region of the Zn-H bond increases and induces to the left a force acting on the hydrogen.
Figure 6. Potential energy diagram of the ground and several singlet and triplet excited states of the ZnO + H2 system with the Madelung potential calculated by the SAC/SAC-CI method.

Figure 7. Reorganization of the electron density of the ZnO + H2 system along the reaction path shown in Figure 3. The difference density is defined in the text.
Then the hydrogen moves and at 6, the final Zn-H and O-H bonds are observed. Throughout the reaction, the density in the ZnO region does not decrease, indicating that the Zn-O bond is kept stable. This is related to the stability of the catalytic surface.

The mechanism of this reaction is qualitatively explained by the orbital correlation diagram shown in Fig. 8. The electron donation from the 2pₓ orbital of O to the antibonding σᵤ MO of H₂ and the back-donation from the bonding σ₉ MO of H₂ to the LUMO of ZnO are important. In the intermediate stage of the reaction, the charge polarization of ZnO works to increase the overlaps between these active MO's and makes the reaction easier. Throughout the reaction, another type of 2pₓ orbital of O, which is parallel to the surface, and the bonding HOMO of ZnO are inactive and works to keep the ZnO bond stable during the catalytic processes.

4. Conclusion

The ZnO molecule in the ground state both with and without the Madelung potential reacts with H₂ and dissociatively adsorbs it, making Zn-H and O-H bonds. Without the Madelung potential, the heat of reaction is 81.3 kcal/mol and the reaction barrier is 14.0 kcal/mol. With the Madelung potential, the heat of reaction is 73.5 kcal/mol and the barrier is 11.5 kcal/mol. The dissociative adsorption of H₂ on a ZnO surface studied here corresponds to the so-called type I adsorption. We note that we did not observe molecularly adsorbed state. The calculated vibrational frequencies νₒ-H and ν₀z-H at the dissociated geometry are 4090 and 1730 cm⁻¹, respectively and are similar to the experimental values.

The mechanism of the dissociative adsorption of H₂ on a ZnO surface is the electron donation from the 2pₓ orbital of O to the antibonding σᵤ MO of
H₂ and the back-donation from the bonding σg MO of H₂ to the LUMO of ZnO. Throughout the reaction the bonding σ orbital of ZnO is inactive and works to keep the ZnO bond stable during the catalytic processes.

The reactivity of the ZnO surface is analyzed and the following results are notable.

a) The charge polarization in ZnO induces a polarization of the HOMO of H₂ on the side of O and LUMO on the other side, which makes the electron transfer and back-transfer interaction with ZnO easier, because such a deformation of MO's increases the overlaps between the active MO's of H₂ and ZnO.

b) Among the lower-lying states of ZnO, only the 1Σ⁺ state is catalytically active for the H₂ chemisorption. All the other low-lying states are repulsive. While a free ZnO molecule has the 3Π state in the vicinity of the 1Σ⁺ state, the energy separation much increases in the ZnO cluster as an effect of the Madelung potential. The reason is that the 3Π state is an electron transferred state from O to Zn against the surrounding electrostatic field and therefore is more unstable than in the free ZnO molecule.

c) The Madelung potential enhances the polarization of ZnO, namely Zn⁺-O⁻, and the reactivity with H₂ as a result. It also affects the geometry of the dissociatively adsorbed H₂ on a ZnO surface.
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Appendix

We show here a simple mathematical forms of the electrostatic potential due to an array of charges on a surface. Though Evalt, Kohnfeld and others have shown the method of calculating the Madelung potential [20-22], they are for the inner region of a solid and are too complicated for the present purpose.

We consider a y-z plane in which positive and negative point charges are situated alternatively as shown in Fig. 1. Let φ be the scalar potential. In the region above the plane, the Poisson equation is

\[ \Delta \phi = 0, \]

since there is no charge distribution. Considering the translational symmetry of the plane,

\[ \phi(x,y,z) = \phi(x,y+nB,z), \]

\[ = \phi(x,y+z+mA), \]

where A and B are the lattice constants along the z and y axes, respectively, shown in Fig. 1 and n, m are integers. The charges are symmetrically located for the z-x plane and anti-symmetrically located for the x-y plane,

\[ \phi(x,y,z) = \phi(x,y,-z), \]

\[ = - \phi(x,y-z). \]

Any periodic value is represented by the summation of the sine waves by the Fourier’s theorem. We suppose a function which satisfies Eqs. (2) ~ (5).

\[ \phi(x,y,z) = \sum_{n=1,m=0}^{\infty} F_{n,m}(x) \sin(k_{nz}) \cos(k_{my}) , \]

where \( k_a = 2\pi/A, \quad k_b = 2\pi/B \).

The terms with \( n = 0 \) do not satisfy the Eq. (5), so they should be excluded.
It is easy to show the mathematical form of $F_{n,m}(x)$. Substituting Eq. (6) into Eq. (1), and operating $\Delta$ on $\phi$ term by term, we see that Eq. (1) holds only when

$$\frac{\partial^2}{\partial x^2} F_{n,m}(x) \sin(k_{anz}) \cos(k_{bmy})$$

$$= \frac{d^2}{dx^2} F_{n,m}(x) \sin(k_{anz}) \cos(k_{bmy})$$

$$- ( (k_{anz})^2 + (k_{bmy})^2 ) F_{n,m}(x) \sin(k_{anz}) \cos(k_{bmy})$$

$$= 0$$

(7)

Thus,

$$F_{n,m}(x) = C_{n,m} \exp(\pm \sqrt{ (k_{anz})^2 + (k_{bmy})^2 } |x|) \sin(k_{anz}) \cos(k_{bmy})$$

(8)

where $C_{n,m}$ is a constant. The potential should vanish at $\pm \infty$, then the sign of Eq. (8) must be minus,

$$F_{n,m}(x) = C_{n,m} \exp( - \sqrt{ (k_{anz})^2 + (k_{bmy})^2 } |x|) \sin(k_{anz}) \cos(k_{bmy})$$

(9)

We need a boundary condition for determining the constant $C_{n,m}$. If $x$ is large enough, $\phi$ would be nearly proportional to $\sin(k_{anz})$ for fixed $x$ and $\partial \phi / \partial y \sim 0$. So we suppose a boundary condition for a large enough fixed $x_0$ as,

$$\phi(x_0,y,z) = C' \sin(k_{anz})$$

(10)

The solution of Eq. (1) which satisfies Eq. (10) is

$$\phi(x,y,z) = C \exp(-k_{anz}) \sin(k_{anz})$$

(11)

Eq. (11) suggests that the electrostatic potential due to the ionic layer decreases exponentially. The 3rd and 4th layers give 10.5 % of the total electrostatic potential at the surface, and 5th and 6th layers give only 0.6 %, so the effect of deeper layer than the second one may be neglected. We take into account the charges situated in the first and second layers alone.

We next consider the electric potential along the $z$ axis. We consider a linear array which is made by the positive and negative point charges alternatively situated on the $z$ axis as shown in Fig. (1). $\Delta \phi = 0$ is supposed as the previous discussion. Using the cylindrical symmetry around the $z$ axis, $\Delta \phi = 0$ is read as

$$\frac{\partial^2 \phi}{\partial r^2} + \frac{1}{r} \frac{\partial \phi}{\partial r} + \frac{\partial^2 \phi}{\partial z^2} = 0$$

(12)

where $r$ is a radius from the $z$ axis. Considering the translational symmetry of the plane,

$$\phi(r,z) = \phi(r,z+ n A)$$

(13)

where $A$ is the lattice constants along $z$ axes shown in Fig. 1 and $n$ is integer. The charges are anti-symmetrically located,

$$\phi(r,z) = - \phi(r,-z)$$

(14)

We suppose the function

$$\phi(r,z) = \sum_{m=1}^{\infty} F_n(r) \sin(\frac{2\pi nz}{A})$$

(15)

as the one which satisfies Eqs. (13) and (14). The term with $n = 0$ does not satisfy the Eq. (14) and so should be excluded.

Substituting Eq. (15) into Eq. (12), and operating $\Delta$ on $\phi$ term by term, we see that Eq. (12) holds only when

$$\frac{\partial^2}{\partial r^2} F_n(r) \sin(k_{anz}) + \frac{1}{r} \frac{\partial F_n(r)}{\partial r} \sin(k_{anz}) - (k_{anz})^2 F_n(r) \sin(k_{anz})$$

$$= 0$$

(16)

where $k = 2\pi / A$.

Thus,

$$F_n(r) = \frac{C_n}{\sqrt{r}} \exp(-k_{anz}) (1 - \frac{1}{4} (k_{anz})^2 + \frac{1}{(k_{anz})^3} - \ldots )$$

(17)

where $C_n$ is a constant. We need a boundary condition for determining the constant $C_n$. If $r$ is large enough, $\phi$ would be nearly proportional to $\sin(k_{anz})$ for fixed $r$. So we suppose a boundary condition for a large enough $r_0$ as,

$$\phi(r_0,z) = C' \sin(k_{anz})$$

(18)

The solution of Eq. (12) is
\[ \phi(r, z) = \frac{C}{\sqrt{r}} \cos(kz) \exp(-kr) \left(1 - \frac{1}{4} (kr)^2 + \frac{1}{(kr)^3} - \ldots \right). \quad (19) \]

If \( r > A \), the first term of this expansion is dominant. So,
\[ \phi(r, z) = \frac{C}{\sqrt{r}} \cos(kz) \exp(-kr) \quad (20) \]
approximates the electrostatic potential. Eq. (20) suggests that the electrostatic potential decreases more rapidly than exponential. The 2nd neighbour array shown in Fig. 1 gives 7.4% of the total electrostatic potential at the position of ZnO interacting with H\(_2\), and the 3rd neighbour array gives 0.8%, the 4th neighbour array gives 0.1% and so on. Therefore, we take into account the charges situated only in the first, second and third neighbour linear array.
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Chapter 2

Modifications for ab-initio calculations of the moderately large-embedded-cluster model. Hydrogen adsorption on a lithium surface

Abstract

Moderately large-embedded-cluster (MLEC) model of Grimley, Pisani, Ravenek and others are modified so that the model is more easily applicable to ab-initio calculations. We give a line width to each discrete energy level of a cluster for simulating the density of states of a bulk metal and for preventing from the singularity. The dependence of the calculated results on this line width is shown to be small. Symmetric orthogonalization of basis set and new convergence algorithm are adopted in writing up our ab-initio program. These modifications give a rapid convergence of density matrix in the self-consistent-field calculation. Test calculations are performed for hydrogen adsorption on a Li (100) surface with the use of the several cluster models and embedded cluster models.

1. Introduction

Cluster model is based on the locality of surface-molecule interactions. Large number of cluster model calculations have been performed for studying surface reactions and it is proved that the cluster model is useful for clarifying the mechanism of chemisorption and electronic structures of active sites. In previous ab-initio calculations on small Li clusters, various adsorption sites were compared. The bridge or hole site of the Li (100) surface have been found to be most favorable, though the energy differences among the bridge, hole, and on-top sites were rather small. The cluster model does not include the enough effect of the bulk solid and is not prevented from an artificial boundary effect due to a finite size of the cluster. The calculated adsorption energy depends on the cluster size. The heats of atomic hydrogen adsorption on a Li cluster are reported to vary from 5 to 70 kcal/mol for different Li clusters. [1-8]

Some models have been proposed for including the effect of bulk metal. For surface-molecule interactions in which electron transfer between surface and adsorbate is important, the dipped adcluster model is proposed from this laboratory.[9] The adcluster, which is a combined system of adsorbate and cluster, is dipped on to the electron bath of a solid surface and is made equilibrium for electron exchange. The electrostatic image force between adsorbate and surface is also taken into account. This model has been applied successfully to O₂ chemisorptions on palladium and silver surfaces.[9,10]

On the other hand, Grimley and Pisani proposed earlier the method in which the surface-adsorbate system is embedded on a surface (actually on a larger cluster) and is attempted to connect with the outer surface region. This embedded cluster model has been extended by many authors.[11-44] This model is intuitively so charming that we tried to use this model by preparing an ab-initio program.
In this work, we adopt the moderately large-embedded-cluster (MLEC) method of Grimley, Pisani, Ravenek, and Geurts based on the Green's function method.[11-20] For ab-initio calculations, the size of the metal cluster appearing in the model is very important; it is difficult to use a moderately large cluster for representing the solid. We therefore modify the MLEC method such that the calculational labour is reduced by modifying the Green's function method and some other computational techniques. We have coded an ab-initio program based on the program "GAMESS".[45]

Section II gives a brief derivation of the MLEC method proposed by Pisani.[13] In section III, a formalism of symmetric orthogonalization are presented instead of the orthogonalization of basis set by Ravenek and Geurts,[20] and in section IV, a new convergence algorithm is summarized. In section V, we modify the Green's function method so that it is able to take into accounts the line width of the energy levels of a cluster. In section VI, additional terms in the Fock matrix due to the electrostatic potential, and in section VII, the behavior of the coupling matrix in the present calculations are presented. In section VIII, the calculation of the hydrogen adsorption on a Li (100) surface is performed with the use of the several cluster and embedded cluster models; Li₄, Li₁₀ and Li₁₄ clusters, and Li₄ embedded in Li₆ and Li₁₀ clusters. The calculated results and the comparison between the two models are given.

2. Method

We explain here the MLEC model of Pisani et. al. which is the starting basis of the present study. The surface-adsorbate system is illustrated in Fig. 1, where the adsorbate is represented by A and the solid surface by B ∪D. In the cluster model, the system is represented by the cluster B interacting with the adsorbate A. In the embedded cluster model, the self-consistent-field (SCF) calculation on A ∪ B region is performed with considering the effect of D. The

Figure 1. Schematic representation of the embedded cluster model. A is the adsorbate, B the cluster, and D represents the solid.
embedding scheme is performed based on the restricted Hartree-Fock (RHF) approximation.

The Fock matrix F in the RHF-Roothaan method and its total energy E are given as a functional of the one-electron density P as,

\[ F(P) \equiv S \sum_{\lambda \sigma} P_{\lambda \sigma} (H + F(P))_{\lambda \sigma} \]

(1)

\[ E = \sum_{\lambda \sigma} P_{\lambda \sigma} (H + F(P))_{\lambda \sigma} \]

(2)

where

\[ F_{\mu \nu} = H_{\mu \nu} + \sum_{\lambda \sigma} P_{\lambda \sigma} [(\mu \nu | \lambda \sigma) - \frac{1}{2} (\mu \lambda | \nu \sigma)] \]

(3)

and H, S, C and ε are core-Hamiltonian, overlap, LCAO-MO coefficient and orbital energy matrices and (\mu \nu | \lambda \sigma) is electron repulsion integral.

The Green's function G and a matrix Q are defined by:

\[ Q(z) G(z) = z \]

(4)

\[ Q(z) = G(z) = 1 \]

(5)

So, the Green's function G is given by:

\[ G(z) = (z S - F)^{-1} \]

(6)

\[ G_{\lambda \sigma}(z) = \sum_{i} \frac{C_{\lambda i} C_{\sigma i}}{z - \varepsilon_{i}} \]

(7)

The density matrix is given as an integral of the Green's function:

\[ P_{\lambda \sigma} = \frac{1}{2\pi i} \oint G_{\lambda \sigma}(z) \, dz \]

(8)

where the integral path is around the poles corresponding to the occupied orbitals.

Let the interaction between A and D is small enough to approximate:

\[ Q_{AD} = 0, Q_{DA} = 0, G_{AD} = 0, \text{ and } G_{DA} = 0, \]

(9)

then Eq. (4) becomes:

\[
\begin{pmatrix}
Q_{AA} & Q_{AB} & 0 \\
Q_{BA} & Q_{BB} & 0 \\
0 & Q_{DB} & 0 \\
\end{pmatrix}
\begin{pmatrix}
G_{AA} & G_{AB} & 0 \\
G_{BA} & G_{BB} & G_{BD} \\
0 & G_{DB} & G_{DD} \\
\end{pmatrix}
= \begin{pmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1 \\
\end{pmatrix}.
\]

(10)

After a matrix manipulation, we obtain:

\[
\begin{pmatrix}
Q_{AA} & Q_{AB} & 0 \\
Q_{BA} & Q_{BB} & 0 \\
0 & Q_{DB} & 0 \\
\end{pmatrix}
\begin{pmatrix}
G_{AA} & G_{AB} & 0 \\
G_{BA} & G_{BB} & G_{BD} \\
0 & G_{DB} & G_{DD} \\
\end{pmatrix}
= \begin{pmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1 \\
\end{pmatrix}.
\]

(11)

in which the elements on the left-hand-side belong only to the A \cup B region.

Supposing that in the adsorption of A on B, the interaction between B and D is constant:

\[ Q_{BD} G_{DB} = Q_{BD} G_{DB}^f \]

(12)

where the superscript f specifies the value for the free solid B \cup D without the adsorbate A. Eq. (11) then becomes:

\[
\begin{pmatrix}
Q_{AA} & Q_{AB} \\
Q_{BA} & Q_{BB} \\
\end{pmatrix}
\begin{pmatrix}
G_{AA} & G_{AB} \\
G_{BA} & G_{BB} \\
\end{pmatrix}
= \begin{pmatrix}
1 & 0 \\
0 & 1 - Q_{BD} G_{DB}^f \\
\end{pmatrix}.
\]

(13)

We denote the inverse of the matrix Q (Q^{-1}) in eq. (14) by \( \tilde{G} \):

\[
\begin{pmatrix}
G_{AA} & G_{AB} \\
G_{BA} & G_{BB} \\
\end{pmatrix}
= \left( \begin{pmatrix}
G_{AA} & G_{AB} \\
G_{BA} & G_{BB} \\
\end{pmatrix}
\right)^{-1} \begin{pmatrix}
1 & 0 \\
0 & 1 - Q_{BD} G_{DB}^f \\
\end{pmatrix}.
\]

(14)

(15)

We can get the density matrix with embedding effect as follows.

Step. (1) The matrices Q^f and G^f are given by the HF calculation for the free B \cup D, and the initial value of \( \tilde{G} \) is given by the HF calculation for the A \cup B region.

Step. (2) \( \tilde{G} \) is calculated from \( G \) by Eq. (15), and the density matrix P with embedding effect is given by Eq. (8).

Step. (3) The F matrix in Eq. (1) is calculated from the new density matrix P.

Step. (4) Performing the steps (2) and (3) iteratively until P converges.

We adopt the scheme of Ravenek and Geurts[20] who exclude the numerical integration in Eq. (8) and give the analytic form of the density matrix P. Using Eqs. (7), (8) and (14), we obtain the analytic form of the density matrix in the RHF approximation as,
where \( \text{occ} \) and \( \text{uoc} \) denote the occupied and unoccupied orbitals, respectively.

We introduce the coupling matrix \( M \) which is defined by:

\[
P_{rs} = \sum_{k} \sum_{a} C_{rk} C_{ak} M_{sa}(\varepsilon_k)
\]

In the cluster model, the coupling matrix elements are:

\[
M_{sa}(\varepsilon) = \begin{cases} 
  2\delta_{sa} + 2 \sum_{b} \sum_{j}^{\text{occ}} C_{bif} C_{sjf} \left[ \varepsilon - \varepsilon_{j} \right]^{2} & \varepsilon \leq \varepsilon_f \\
  -2 \sum_{b} \sum_{j}^{\text{occ}} C_{bif} C_{sjf} \left[ \varepsilon - \varepsilon_{j} \right]^{2} & \varepsilon > \varepsilon_f 
\end{cases}
\]

where \( \varepsilon_f \) is a Fermi energy and \( \theta \) is a step function.

3. Basis set

In \textit{ab-initio} calculations of the embedded cluster model, the basis set is very important since we have to divide the cluster \( B \) from the larger cluster \( B \cup D \) and this division is usually defined by classifying the basis functions into those belonging to either \( B \) or \( D \) region. The coupling matrix, for example, depends on the basis set, since the definition of the \( B \) and \( D \) regions depends on the classification of the basis set used. In the non-orthogonal basis, since there are overlaps between the basis in the \( B \) region and the one in the \( D \) region, the coupling matrix elements become large and strongly dependent on the orbital energy: this gives a difficulty in the convergence of the SCF calculation. The orthogonalization of the basis of the \( B \cup D \) region improves the behavior of the coupling matrix.[20] We perform the symmetric-orthogonalization method described below which localizes each basis on each atom.

We define the overlap matrix \( S \) and the transformation matrix \( Q \) as,

\[
Q^+ S Q = 1
\]

\[
Q = S^{-1/2}
\]

We transform the basis \( \chi \) as,

\[
\chi' = \chi W, \quad W = \begin{pmatrix} 1 & 0 & 0 \\ 0 & Q_{BB} & Q_{BD} \\ 0 & Q_{DB} & Q_{DD} \end{pmatrix}
\]

Namely, with the matrix \( W \), only the elements of the \( B \cup D \) region in the system \( A \cup B \cup D \) are orthogonalized:

\[
\begin{pmatrix} 1 & 0 & 0 \\ 0 & Q_{BB} & Q_{BD} \\ 0 & Q_{DB} & Q_{DD} \end{pmatrix} = \begin{pmatrix} S_{AA} & S_{AB} & S_{AD} \\ 0 & S_{BA} & S_{BD} \\ 0 & S_{DB} & S_{DD} \end{pmatrix}
\]

Since the new basis \( \chi'_{D} \) is localized on the atoms of the \( D \) region, the elements \( S'_{AD} \) and \( S'_{DA} \) should be small enough, so that we assume \( S'_{AD} = 0 \) and \( S'_{DA} = 0 \). Thus this transformation satisfies Eq. (9). Using Eq. (24), Eq. (17) becomes,
4. Modification of the density matrix calculation

There are some difficulties in the SCF process of the embedded cluster model calculation.

1) Large number of operations for calculating density matrix elements. The calculation of density matrix elements in Eq. (16) involves $n^3$ operations.[20]

2) Slow convergence in the SCF calculation. The variables for calculating the density matrix are not only the LCAO coefficients but also their orbital energies. The increase of the variables leads to a slow convergence.

We therefore modify the algorithm of the density matrix calculation. We divide the convergence process of the LCAO coefficients from that of the orbital energies. The scheme is summarized in the following steps.

Step 1. The matrix $X$ in Eq. (25) is produced from $C_f$, $e^f$ and $F_f$ with $e_i$ fixed.

The orbital energy $e_i$ calculated for the cluster A $\cup$ B is chosen as the initial value of $e_i$.

Step 2. SCF calculations are performed until $P$ converges with fixed $X$.

After the convergence, we get a new set of $e_i$ which are different from the old $e_i$.

Step 3. Replacing old $e_i$ by new $e_i$, $X$ in Eq. (25) is reproduced.

Step 4. Steps 2 and 3 are done iteratively until $P$ and $e_i$ converge.

5. Modification of the Green's function

For *ab-initio* calculations of surface-molecule interactions, it is usually difficult to use large enough cluster for representing a solid surface. In a bulk metal, the conduction and the valence bands are continuous, but in the cluster model, the energy levels are discrete and there is a HOMO-LUMO gap. Since the analytic form of the coupling matrix in Eq. (19) is different between the regions $e < e^f$ and $e > e^f$, and includes the term $1/(e - e^f)$ which is singular at $e = e^f$, the matrix elements are not smooth near the Fermi energy level. We then attempt to modify the term $1/(e - e^f)$ in order to prevent from the singularity.

We try to simulate the density of states of a bulk metal by adding a line width to each energy level of the cluster and modify the embedded cluster model by requiring the Green's function to consider the line width of each energy level. The energy gap $\kappa$

$$\kappa = \varepsilon_{\text{HOMO}} - \varepsilon_{\text{LUMO}}$$

In the bulk metal should be zero, but is actually non-zero because of a finite size of the cluster B $\cup$ D. We therefore modify the density of states so that the value is non-zero in the neighborhood of the Fermi level.

The density matrix in Eq. (8) can be written by using the $\delta$ function as,
and the $\delta$ function is rewritten as below by using the Lorentz type function,

$$
\delta(z - \varepsilon_n) = \lim_{\kappa \to 0} \frac{1}{\pi (z - \varepsilon_n)^2 + \kappa^2}
$$

$$
= \lim_{\kappa \to 0} \frac{1}{\pi} \frac{\kappa}{z - \varepsilon_n + i\kappa}
$$

where $i$ is the imaginary unit. We put Eq. (28) into Eq. (27), and obtain

$$
P_{\lambda\sigma} = \lim_{\kappa \to 0} \frac{1}{\pi} \int_{-\infty}^{\infty} dz \sum_n \frac{C_{\lambda n} C_{\sigma n}}{z - \varepsilon_n + i\kappa},
$$

where the integral path is taken around the poles corresponding to the occupied orbitals.

Let each orbital energy has a Lorentz type distribution whose half value is equal to $\kappa'$,

$$
\kappa' = \frac{E_{\text{HOMO}} - E_{\text{LUMO}}}{2},
$$

then the density of states for the cluster $B \cup D$ has no energy gap. We put $\kappa = \kappa'$ instead of $\kappa \to 0$ in Eq. (29). From a comparison of Eqs. (8) and (29), the Green's function is written as:

$$
G_{\lambda\sigma}(z) = \text{Re} \left[ \sum_n \frac{C_{\lambda n} C_{\sigma n}}{z - \varepsilon_n + i\kappa} \right].
$$

Using Eq. (31) instead of eq. (7), we get the density matrix as,

$$
P_{rs} = \sum_{i}^{\text{occ}} C_{ri} C_{si} + \sum_{i}^{\text{occ}} \sum_{a}^{\text{B}} C_{ri} C_{ai} X(a,s,i) - \sum_{i}^{\text{occ}} \sum_{a}^{\text{B}} C_{ri} C_{ai} X(a,s,i),
$$

where

$$
X(a,s,i) = \begin{cases} 
\sum_{b}^{\text{D}} \sum_{j}^{\text{occ}} C_{bj} f_{g}^a C_{sl} f_{l}^a \frac{\kappa^2}{\varepsilon_i^2} & \varepsilon_i \in \text{occ} \\
\sum_{b}^{\text{D}} \sum_{j}^{\text{occ}} C_{bj} f_{g}^a C_{sl} f_{l}^a \frac{\kappa^2}{\varepsilon_i^2} & \varepsilon_i \in \text{uocc}
\end{cases}
$$

If the cluster is large enough, then $\kappa' \to 0$ and the modified Green's function becomes equivalent to the original one, else the density matrix and the electronic energy depend on the value of $\kappa'$.

We examine the $\kappa'$ dependence for the adsorption energy. The Li crystal has a body centered cubic lattice with the lattice constant of 3.52 Å. We use a Li$_{10}$ cluster shown in Fig. 2 as the large cluster $B \cup D$ which is supposed to represent the Li (000) surface. The shaded four atoms represent the B region and the others represent the D region. For Li atom, STO-3G basis plus diffuse s function ($\zeta = 0.076$) are used.

We set the Fermi energy $\varepsilon_f$ and $\kappa'$ as:

$$
\varepsilon_f = \frac{E_{\text{HOMO}} + E_{\text{LUMO}}}{2} = -0.027 \text{ au}
$$

$$
\kappa' = \frac{E_{\text{LUMO}} - E_{\text{HOMO}}}{2} = 0.0649 \text{ au}
$$

where the values of $E_{\text{HOMO}}$ and $E_{\text{LUMO}}$ are due to the Li$_{10}$ cluster calculation.

Fig. 3 shows the $\kappa'$ dependence of the total and adsorption energies for the Li$_4$ embedded in Li$_6$ cluster model. Since Eq. (33) depends on not $\kappa'$ but $\kappa^2$, the energies are plotted against $\kappa^2$ in the range of $0.02 \leq \kappa'< 0.1 \text{ au}$. If the value of $\kappa'$ is less than 0.02 au, the embedded cluster model did not show
Figure 2. Li$_{10}$ cluster interacting with H$_2$. The four shaded Li atoms compose the B region and the other Li atoms the D region and H$_2$ is the adsorbate A in Fig. 1.

Figure 3. $\kappa'$ dependence of total and adsorption energies. The energies are plotted versus $\kappa'^2$. Each value for $\kappa' = 0$ is taken to be zero.
TABLE I. Geometries of the points 1-15 along the reaction path shown in Fig. 8a.

<table>
<thead>
<tr>
<th>Position</th>
<th>Distance (Å)</th>
<th>$R_{H-H}$</th>
<th>$R_{Li-H}$^b</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.7417</td>
<td>20.047</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.7417</td>
<td>2.4273</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1.0</td>
<td>2.0600</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>1.2</td>
<td>1.9290</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>1.4</td>
<td>1.8134</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>2.0</td>
<td>1.7610</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>2.5</td>
<td>1.6705</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>3.0</td>
<td>1.6139</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>3.4928</td>
<td>1.595</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>4.0</td>
<td>1.595</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>4.6</td>
<td>1.595</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>5.4742</td>
<td>1.595</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>6.644</td>
<td>1.5952</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>7.208</td>
<td>2.0147</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>7.3</td>
<td>1.9815</td>
<td></td>
</tr>
</tbody>
</table>

^a The reaction path keeps the $C_{2v}$ symmetry.

^b Distance to the nearest Li atom

The reaction path keeps the $C_{2v}$ symmetry. The extrapolation of the energies for several values of $\kappa'$ gives the energies for $\kappa' = 0$ that are taken to be the origin of Fig. 3. The points "#1" and "#9" in Fig. 3 correspond to free H$_2$ + Li$_{10}$ and on-top adsorbed H$_2$Li$_{10}$ system, respectively (the explicit coordinates are given in Table I). The total energy at points 1 and 9 for $\kappa' = 0$ are -29.7919 au and -29.8416 au respectively, and the energy difference gives the adsorption energy for $\kappa' = 0$, i.e., 31.2 kcal/mol. The adsorption energy for $\kappa' = 0.0649$ au defined in the same way is 34.9 kcal/mol. The difference 3.92 kcal/mol is the effect of modifying the Green's function, but is small in comparison with the absolute value of the adsorption energy.

### 6. Additional term in the Fock matrix

The bulk effect on the B region is not represented by the correction of the density matrix alone. Ravenek and Geurts\textsuperscript{20} suggested that there is an electrostatic contribution due to the charge distribution in D and that is included in the H matrix in Eq. (3). We adopt their correction and the field is estimated with the use of the population analysis. We calculate Löwdin-population for the free B $\cup$ D region without A, and replace the atoms in D by the point charges. We use the H matrix of A $\cup$ B region with the point charges in the D region. In the following calculations, this correction is not important, since the atomic populations in the D region are -0.06 $\sim$ +0.15 which are not so large.

### 7. Behavior of the coupling matrix

We compare the coupling matrices using the non-orthogonal and semi-orthogonal basis and the modified Green's function. We use the same model as before shown in Fig. 2. In the cluster model, the coupling matrix $M$ is given by Eq. (20).

Some elements of the coupling matrix by the non-orthogonal basis are shown in Fig. 4. The diagonal and off-diagonal elements show an energy dependence.
Figure 4. Coupling matrix elements for the non-orthogonal basis.

Figure 5. Coupling matrix elements for the semi-orthogonal basis.
and the off-diagonal element is quite large. The corresponding coupling matrix elements obtained by the semi-orthogonal basis are shown in Fig. 5. The diagonal elements show a step-function shape and the off-diagonal element is small, but around the Fermi energy level, they show a sharp maximum or minimum. The effect of the orthogonalization on the coupling matrix is reported previously by Ravenek and Geurts.[20]

Fig. 6 shows the corresponding coupling matrix elements calculated by the semi-orthogonal basis and with the modified Green's function explained above. The diagonal elements look like step functions and the off-diagonal element is very small for all the value of energy. The maximum and the minimum near the Fermi energy level disappear. This result indicates an easy convergence of the density in the SCF calculations. We therefore adopt Eqs. (32) and (33) using the semi-orthogonal basis and the modified Green's function in the following calculations.

8. Calculation of $\text{H}_2$ adsorption on a Li surface

The embedded cluster model has been applied to the adsorption of an $\text{H}_2$ molecule on a Li (100) surface. Ravenek and Geurts[20] studied Li-H system using the embedded cluster model.

We use Li$_{10}$ and Li$_{14}$ cluster shown in Figs. 2 and 7, respectively, as the B $\cup$ D region. The shaded four atoms represent the B region and the others the D region. The clusters are supposed to represent the Li (100) surface and to hold the bulk lattice structure throughout the hydrogen-adsorption processes. The $\text{H}_2$ molecule is assumed to approach horizontally, and interacts mainly with the shaded atoms. The Gaussian basis set for the Li atom is the same as the one used in the previous section, and for the H atom, the double zeta (4-31G) set is used.

We perform five different calculations for the cluster and embedded cluster calculations in order to clarify the embedding effect; they are Li$_{14}$ cluster, Li$_{14}$ embedded in Li$_6$ and Li$_{10}$ clusters giving respectively Li$_{10}$ and Li$_{14}$ B $\cup$ D
clusters, and Li_{10} and Li_{14} full-cluster models. The two embedded cluster calculations are thought to have to simulate respectively the last two cluster calculations. These five calculations are performed on the same reaction path shown in Fig. 8. Several coordinates along the reaction path are shown in Table I. At points 1 and 2, the H-H distance is kept at the equilibrium bond length of a free H_{2} molecule. From 7 to 10, the Li_{2}-H_{2} distance is kept to 1.595 Å which is the Li-H equilibrium distance for the on-top adsorption. From 10 to 12, the Li-H distance is kept at 1.595 Å. In order to satisfy the condition of Eq. (9) for the embedded cluster model, the hydrogen is moved keeping the direct interaction with the Li atoms in the D region as small as possible. The distance from the point 9 to 12 is only 0.2536 Å which is small in comparison with the Li-Li distance, 3.4928 Å. Beyond the point #12, the present embedded model calculation is limited, because there the direct interaction between A and D is not negligible. We therefore perform only cluster model calculations in this region.

The potential energy curves along the reaction path are shown in Fig. 9. The results are summarized in Table II. The energy at point 1 is chosen as a standard, namely to be zero. The solid, broken and dotted lines represent the results of the embedded cluster model calculations, Li_{10} and Li_{14} cluster model calculations, and Li_{4} cluster model calculations, respectively.

By embedding the Li_{14} cluster onto the larger cluster, the curve for the Li_{4} cluster model is shifted up to those for the Li_{4} embedded cluster models. This is reasonable in comparison with the curves obtained by the full-cluster model calculations. The value and the position of the energy barrier in the cluster model are strongly dependent on the cluster size, but in the embedded model they are less dependent on the size of the D region. The energy difference between the two embedded cluster models is less than 10 kcal/mol all over the reaction path and their potential curves are similar. The embedded cluster models give the sharp barrier of the height of 98–101 kcal/mol at the point 5 and the local minimum corresponding to the on-top adsorption at the point 9. The energy

Figure 7. Li_{14} cluster interacting with H_{2}. The four shaded Li atoms compose the B region and the other Li atoms the D region and H_{2} is the adsorbate A in Fig. 1.
Figure 8. Reaction path for the H$_2$ adsorption on a Li surface. This reaction path keeps the C$_{2v}$ symmetry and is the same for all of the five different cluster and embedded cluster calculations except that some Li atoms are missing in some models. Points 13, 14 and 15 are the most stable structures for the Li$_4$H$_2$, Li$_{14}$H$_2$ and Li$_{10}$H$_2$ cluster models, respectively.

Figure 9. Potential curves for the H$_2$ adsorption on a Li surface. The solid line represents the embedded cluster model, the broken and dotted line the cluster model. The most stable geometries for the cluster models which are #13 - #15 geometries are shown in Fig.10.
TABLE II. Adsorption site, adsorption barrier, adsorption energy, and atomic population of the adsorbed H for the most stable adsorption geometry calculated by the cluster and embedded cluster models.

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Adsorption site</th>
<th>Adsorption barrier (kcal/mol)</th>
<th>Adsorption energy (kcal/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Li₄ cluster</td>
<td>on-top</td>
<td>40.0</td>
<td>18.9</td>
</tr>
<tr>
<td>Li₁₀ cluster</td>
<td>3-fold-hollow</td>
<td>84.8</td>
<td>31.2</td>
</tr>
<tr>
<td>Li₁₄ cluster</td>
<td>bridge</td>
<td>72.3</td>
<td>14.2</td>
</tr>
<tr>
<td>Li₄ embedded onto Li₁₀</td>
<td>on-top</td>
<td>98.2</td>
<td>-24.7</td>
</tr>
<tr>
<td>Li₄ embedded onto Li₆</td>
<td>on-top</td>
<td>100.8</td>
<td>-34.9</td>
</tr>
</tbody>
</table>

Figure 10. Adsorption site, adsorption energy (stabilization energy relative to Li₆ + H₂ in kcal/mol) and atomic population of the adsorbed hydrogen. Filled small circles represent the results of the embedded cluster model and open small circles represent the one of the cluster model.
barrier calculated by the cluster model is 40.0 kcal/mol for Li4, 84.8 kcal/mol for Li10, and 72.3 kcal/mol for Li14. The cluster models do not give the minimum in the reaction path from point 1 to 12.

The embedded cluster calculations using Li4 as B and Li10 as D as shown in Fig. 6 may be considered to have to simulate the Li14 cluster model calculations since Li14 is the full B ⊔ D cluster. The barrier of the embedded model is higher than that of the full cluster model, since the approximation of the fixed electronic effect of D on B in the embedded model can not fully describe the relaxation of the system in the full cluster model. The potential curves for the embedded and full-cluster models are different also after the barrier; the latter monotonously stabilizes up to #12 in Fig. 8, but the former shows a minimum near the #9 geometry, though it is less stable than the separated system by 24.7 kcal/mol. This minimum may be artificial because after #9 geometry, the direct interaction of hydrogen with the Li atoms in the D region would occur, but poorly described in the embedded model. In other words, the Li4 embedded cluster is too small in the region R > #9. We note that the energy for the Li4 embedded on Li10 cluster is always lower than that for Li4 embedded on Li6.

Fig. 10 shows the equilibrium geometry of the H atoms optimized for the cluster model on the Cs symmetry plane. It also shows the gross charges on each hydrogen atom. In the Li4 cluster, a single Li-H bond is formed with the terminal Li atom. The stabilization energy relative to the free Li4 + H2 system is 18.9 kcal/mol as shown in Fig. 10. The Li10 cluster adsorbs hydrogen atom at the three-fold-hollow site and each hydrogen atom makes equivalent three Li-H bonds with Li3 on the corner. The heat of adsorption is calculated to be 31.2 kcal/mol. The Li14 cluster adsorbs the hydrogen atom at the bridge site and each hydrogen makes equivalent two Li-H bonds. The heat of adsorption for this adsorption site is calculated to be 14.2 kcal/mol which is smaller than the adsorption energy on the three-fold hollow site. These results on the adsorption site and the adsorption energy obtained for the cluster model are different from those obtained from the embedded cluster model; on top adsorption with negative adsorption energy (-34.9 or -24.7 kcal/mol) as show in Fig. 10. We note that this difference is mainly due to the smallness of the B region (only Li4) in the present embedded cluster model calculation: it can not represent the Li-H bonds in the bridge and three-fold hollow sites. However, we further note that even the Li4 cluster give positive adsorption energy in the region R > #8: at the on top site of #9, it is +9.0 kcal/mol. This is in contrast to the result of the present embedded cluster model calculation.

The atomic charges of the adsorbed hydrogen are -0.25, -0.23, -0.22 for the Li4, Li10 and Li14 cluster models, respectively. Those of the embedded cluster models are -0.28 and -0.29 for Li4 on Li6 and Li10, respectively.

9. Concluding remarks

We have modified here the moderately large-embedded-cluster (MLEC) model of Grimley, Pisani, Ravenek, and Geurts and applied it to H2 adsorptions on a lithium surface. We have improved the convergence behavior of the MLEC method by giving a line width to each discrete energy level. The symmetric orthogonalization of basis set and the new convergence algorithm are adopted. The use of semi-orthogonal basis and improved Green's function make the coupling matrix smooth and the convergence of SCF procedure easy.

The calculations of hydrogen adsorption on Li (100) surface are performed by the use of several cluster models and embedded cluster models. In the embedded cluster model, the equilibrium structure of the adsorbed hydrogen is obtained at the on-top position, but this adsorption structure is 24.7 or 34.9 kcal/mol less stable than the isolated system. In the region that the direct interaction between A and D is small, the embedded model simulate rather well the full cluster model (i.e., A ⊔ B ⊔ D model). However, outside the region, the embedded cluster model does not well simulate the full cluster model. A reason is clearly that the present MLEC model calculations are too small for
dealing with the D region as a small perturbation to the A + B region. The cluster models, on the other hand, show the three-fold-hollow or bridge site adsorption which are 14.2 and 31.2 kcal/mol more stable than the isolated system.

The criticism of the present result is rather difficult. If the results of the embedded cluster model should reproduce those of the full-cluster model, the results shown in Fig. 9 is by no means favorable to the embedded cluster model. On the other hand, if the D region of the embedded cluster model should be considered as representing a boundary of the bulk metal instead of an outer part of the larger cluster, the present result shown in Fig. 9 is difficult to evaluate since there are no experimental estimation on the potential surface for the dissociative adsorption of H2 on a Li surface, especially between #1 and #9.

For doing the embedded cluster model calculations, we have to calculate the B ∪ D cluster, which is Li10 or Li14 in the present calculations. For studying catalytic activity of a metal surface, we have to deal with transition metals, and doing ab-initio calculations for even an Mn cluster (n =10-20) is still a very hard job. Therefore, though the calculational labour has made somewhat smaller by the present modification of the MLEC model, a full application of this model to transition metal surface is still difficult at present. Further, accounts of electron correlations are very important for dealing with such systems.[10]
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PART II

Cluster model study on the GaAs epitaxial crystal growth by arsenic molecular beam
Cluster model study on GaAs epitaxial crystal growth by
As$_2$ molecular beam. I.
As$_2$ adsorption on GaAs surface

Abstract

We study chemisorptions of As$_2$ cluster on a flat GaAs (100) surface and at the step site of this surface with the Hartree-Fock geometry optimization method followed by the energy calculation with the second order Møller-Plesset perturbation method. On the flat surface, the activation energies for both molecular and dissociative adsorptions are high and the molecular adsorption is more favorable than the dissociative one, so that the As$_2$ cluster is hardly adsorbed and dissociated. At the step site, on the other hand, the dissociative adsorption occurs smoothly: the dissociative adsorption becomes more favorable than the molecular one and the activation energy for the molecular adsorption is only 9.6 kcal/mol. Therefore, the As$_2$ cluster arriving at the step site is easily adsorbed and dissociated and thus one As layer is added on a Ga surface. We explain the mechanism of this reaction and the difference in the reactivity between the flat surface and the step site.
1. Introduction

Gallium arsenide, an artificial material which does not exist in nature, is a typical compound semiconductor and shows many nice behaviors. Because of the difference between the vapor pressures of gallium and arsenic, the GaAs crystal is difficult to produce and it is made by a special technique, namely by the so-called epitaxial method. In molecular beam epitaxial (MBE) growth, gallium atomic beam and arsenic cluster beam composed of As$_4$ or As$_2$ are irradiated onto a GaAs surface which is kept at about 600 K in a vacuum chamber, and Ga and As atomic layers grow alternatively. Though the surface morphology has been observed by LEED, RHEED, photoemission and so on, it was difficult to identify the species existing on the surface and to clarify the mechanism of the crystal growth.

Arthur, Foxon, Joys and others studied the reaction mechanisms of the MBE by the reaction rate theory and showed that the mechanisms of the adsorption of the As$_2$ and As$_4$ clusters are different to each other [1-3]. In the case of the As$_2$ beam, the As$_2$ cluster migrates on the Ga-stabilized surface terminated by Ga atoms and shows the dissociative adsorption there. Thus, the As layer grows with making an As-island region on a Ga surface. The sticking coefficient for the As$_2$ cluster is close to unity so that even a single As$_2$ molecule can react. On the other hand, the sticking coefficient for As$_4$ is smaller than 0.5 and the reaction is more complicated than the As$_2$ adsorption.

The crystal growth in the metal-organic MBE has been studied theoretically using small cluster models, but there are very few reports on the growth mechanism in the MBE and about the difference due to the size of cluster included in the beam [4-9]. Though Foxon and Joys [2,3] proposed the reaction mechanism of the MBE, they adopted several assumptions on the reaction rate and therefore the explicit geometry of the adsorbate, the reaction path, and the reason of the smooth epitaxial growth are remained to be clarified.

We study the mechanism of the GaAs crystal growth in the As$_2$ beam epitaxy by ab-initio theoretical method with using the cluster model. In this study, the adsorption and the dissociative reaction of a single As$_2$ are studied. We simulate the Ga-stabilized GaAs (100) surface by the Ga$_8$As$_8$H$_{18}$ cluster and its step site by the Ga$_8$As$_9$H$_{20}$ cluster. In Section 2, the method of calculations is briefly explained. In Section 3, the reaction of the As$_2$ cluster on a flat GaAs surface is studied. The equilibrium structure and transition state are given and the reaction mechanism is explained qualitatively using the orbital correlation diagram. In Section 4, the adsorption of As$_2$ on a step site is studied similarly to Section 3 and the adsorption mechanisms on the flat surface and at the step site are compared. Conclusions are given in the last section.

2. Computational method

We use the Hartree-Fock (HF) method followed by the second-order Møller-Plesset perturbation (MP2) method. The HF and MP2 calculations are performed with the use of the program HONDO7 [10]. Fig 1 shows the Ga$_8$As$_8$H$_{18}$ and Ga$_8$As$_{10}$H$_{20}$ clusters which simulate the GaAs(100) surface and its step site, respectively. We assume that the As$_2$ molecule approaches the cluster and reacts with it as shown in Fig 1. The lattice constant of the Ga and As atoms located in the crystal lattice is 5.654 Å [11]. The H atoms cover the artificial dangling bonds of the Ga$_8$As$_8$ and Ga$_8$As$_{10}$ clusters. Covalent bonding crystal is often simulated by the cluster model whose dangling bonds are covered by hydrogen atoms [12-14]. The Ga-H and As-H bond lengths are fixed to the values of 1.663 and 1.511 Å which are the bond lengths in the free GaH and AsH$_3$ molecules, respectively [15].

The Gaussian basis sets for the Ga and As atoms at the reaction center are (3s3p)/[2s2p] double zeta contracted Gaussian type orbitals (CGTO's) and for the other atoms are the (3s3p)/[1s1p] minimal basis sets and the Ne cores are replaced by the effective core potential [16]. For H atom, STO-3G basis is used [17]. The double zeta basis sets are used for the two As atoms of the As$_2$ cluster and the three Ga atoms located on the surface of the cluster; they are indicated by the asterisks in Fig 1.
Other As, Ga and H atoms are treated with the minimal basis sets. For the Ga₈As₁₀H₂₀ cluster, two further As atoms which are located on the surface are treated with the double zeta basis.

3. Adsorption of As₂ on a flat GaAs surface

We show in Fig 2 the reaction path optimized by the HF calculations with assuming C₂ᵥ symmetry. The values in parentheses are the electronic charges of the two As atoms. Table I gives the geometries of the approaching As₂ whose accuracy is within 0.1 Å. Only the two As atoms of the approaching As₂ cluster are optimized with the Ga₈As₈H₁₈ cluster fixed. We show the calculated potential curve along the reaction path in Fig 3. The dashed line represents the result of the HF method and the solid line the MP2 method. From points 1 to 8, the horizontal axis stands for the Ga-As distance, that is the distance from the As of the As₂ cluster and the surface Ga of the Ga₈As₈H₁₈ cluster, and from points 8 to 14, the axis stands for the As-As distance of the adsorbing As₂ cluster.

The potential curve has two minimum points 7 and 14 and two maximum points 3 and 11: passing though the initial barrier at point 3, As₂ reaches the molecular adsorption at point 7 and then going beyond the barrier at point 11, it is dissociatively adsorbed at point 14. At point 1, the optimized As-As bond length and the force constant are 2.14 Å and 456 cm⁻¹ which are almost equal to the experimental values of the free As₂ of 2.10 Å and 430 cm⁻¹, respectively. The barrier height at point 3 is 23.5 kcal/mol and the As-As distance becomes a bit longer. After passing this barrier, the As atoms become slightly negatively charged and the As₂ is adsorbed keeping the As-As length almost constant. The molecular adsorption is found at point 7 with the adsorption energy of 29.7 kcal/mol: the Ga-As length is 2.55 Å and the As-As length is 2.4 Å, slightly longer than that of the free As₂, and the As net charge is -0.11. These results are similar to the result of the previous study on the GaAs₂ system [18]: the Ga-As and As-As lengths were reported to be 2.85 and 2.2 Å,
Figure 2. Reaction path for the As₂ adsorption on a GaAs(100) flat surface. This reaction path keeps the C₂ᵥ symmetry. Values in parentheses shows the gross charge of the adsorbed As atom. Two asterisks indicate the positions of the As atoms in the GaAs crystal lattice without surface relaxation.

<table>
<thead>
<tr>
<th>Position</th>
<th>Distance (Å)</th>
<th>R₃₄-As</th>
<th>R₃₅-As</th>
<th>R₃₆-As</th>
<th>R₃₇-As</th>
<th>R₃₈-As</th>
<th>R₃₉-As</th>
<th>R₃₁₀-As</th>
<th>R₃₊₁-As</th>
</tr>
</thead>
</table>

*Distance to the nearest Ga atom.*
respectively, and the stabilization energy relative to the Ga + As₂ system to be 30.3 kcal/mol. This result indicates the locality of the interaction between As₂ and the surface in the molecular adsorption state.

Beyond this point, the As-As length becomes longer indicating that the As-As bond is broken by the adsorption and the As atoms reach the second barrier at point 11. The As atoms are suddenly charged at this point; the charge of -0.15 at point 10 becomes the value of -0.32 at point 11. The energy barrier is 10.2 kcal/mol higher than the free system and 39.9 kcal/mol higher than the molecular adsorption state. Finally, the dissociative adsorption occurs at point 14 with the adsorption energy of 19.9 kcal/mol. There, the optimized As-As distance is 4.40 Å which is slightly longer than that in the GaAs crystal which is indicated by the asterisks in Fig 2. The optimized As-Ga distance on the surface is 2.78 Å which is slightly shorter than 2.82 Å, the experimental AsGa distance for the crystal. The charge of these As atoms -0.47 is similar to the value -0.48 which is the average for the inner eight As atoms in the cluster. Since the dissociative adsorption state necessary for the crystal growth is less stable than the molecular adsorption state, the crystal growth is hard to occur and we expect that the molecularly adsorbed As₂ cluster migrates on the surface.

The mechanisms of the molecular and dissociative adsorptions are qualitatively explained by the orbital correlation diagrams shown in Figs 4 and 5. Fig 4 is for the first stage of the reaction from the free system at point 1 to the molecular adsorption at point 7, and Fig 5 is for the second stage of the reaction from the molecular adsorption at point 7 to the dissociative adsorption at point 14. Orbitals playing a role in the reaction are the highest occupied molecular orbital (HOMO), lowest unoccupied molecular orbital (LUMO) and their neighboring orbitals. The surface dangling bonds are localized on the three surface Ga atoms. We therefore show only three surface Ga atoms in Figs 4 and 5.

First, the origin of the initial energy barrier and the nature of the interaction in the molecular adsorption are explained with referring to Fig. 4. The orbitals of the free As₂ and the free GaAs cluster are displayed in the left and right hand sides,
Figure 4. Orbital correlation diagram of the Ga₈As₄H₁₈ + As₂ system from point 1 to 8. Since the dangling bonds of the GaAs surface localize on the surface Ga atoms, only three Ga atoms are shown.

Figure 5. Orbital correlation diagram of the Ga₈As₄H₁₈ + As₂ system from point 8 to 14. Only these orbitals which do not have full participation in Fig 4 are shown. The broken line represents a charge transfer from the surface to As₂.
respectively, and the orbitals at "barrier" and "molecular adsorption" represent the orbitals at points 3 and 7, respectively. The approach of the As$_2$ cluster to the Ga surface leads to the electron excitation from the 1A$_1$ orbital to the 2B$_1$ orbital of the GaAs cluster. This is the excitation within the surface dangling bonds and causes the energy barrier to the molecular adsorption at point 3. Next step is an electron donation from the 2B$_1$ orbital to the $\pi^*_z$ anti-bonding orbital of As$_2$ and the back donation from the $\pi_z$ bonding orbital of As$_2$ to the 1A$_1$ orbital. This step creates the two bonding orbitals which give an attractive interaction for the molecular adsorption at point 7. The As-As bonding orbitals of As$_2$ remain and keep the As-As bond length constant.

The second stage of the reaction is shown in Fig 5. Only the four orbitals of As$_2$ and GaAs cluster are shown on the left and right side of Fig 5. The origin of the second energy barrier at point 11 and the nature of the interaction in the dissociative adsorption are explained. The orbitals at point 14 are shown as "dissociative adsorption". The electron transfer from the 2A$_1$ orbital to the $\pi_y^*$ anti-bonding orbital of As$_2$, which is indicated by a dashed line in Fig 5 and which is the electron transfer from the surface to the adsorbate at point 11, causes the second energy barrier. At the last stage, the electron donation from the 1B$_1$ orbital to the $\sigma^*$ anti-bonding orbital of As$_2$ and the back donation from the $\sigma$ bonding orbital of As$_2$ to the 2A$_1$ orbital are important for the occurrence of the dissociative adsorption at point 14. The $\pi_y^*$ orbital corresponds to the dangling bond of the newly created As surface and it does not interact with the underground Ga atoms.

The mechanisms shown in Figs 4 and 5 explain the change of the charge on the As atoms shown in Fig 2. From point 1 to 10, the As charge is less than -0.11. From point 11 to 14, when As$_2$ begins to dissociate, it becomes -0.47 due to the charge transfer from the surface to the adsorbate.

4. Adsorption of As$_2$ at a step site of the GaAs surface

The step site of the Ga-stabilized GaAs(100) surface is simulated by the Ga$_x$As$_{10}$H$_{20}$ cluster shown in Fig 1. Two As atoms which represent the As atoms at the step site are added at the edge of the Ga$_x$As$_8$H$_{18}$ cluster dealt with in the preceding section. We show in Fig 6 the reaction path optimized by the HF calculations with assuming C$_{2v}$ symmetry. The values in parentheses are the electronic charges of the two As atoms. Table II gives the geometries of the approaching As, and the accuracy is within 0.1 Å. Only the two As atoms of the approaching As$_2$ cluster are optimized with the Ga$_x$As$_{10}$H$_{20}$ cluster fixed. The optimized reaction path is almost the same as the one given in section 3 for the flat surface. The calculated potential curve along the reaction path is depicted in Fig 7. The dashed line represents the result of the HF method and the solid line the MP2 method. From points 1 to 9, the horizontal axis stands for the Ga-As distance, that is the distance from the As of the As$_2$ cluster to the surface Ga of the Ga$_x$As$_{10}$H$_{20}$ cluster, and from point 9 to 14, the axis stands for the As-As distance of adsorbing As$_2$ cluster.

The potential curve is roughly similar to the one given in section 3, that is, it has two minimum at points 8 and 14 and two maximum at points 3 and 9: after passing the barrier at point 3, As$_2$ reaches the molecular adsorption state at point 8, and then it is dissociatively adsorbed at point 14. At point 1, the As$_2$ cluster has the same bond length as in Section 3. The first barrier height at point 3 is only 9.6 kcal/mol, which is almost one half of the barrier for the flat surface and the As-As distance becomes a little longer. After passing this barrier, the As atoms become slightly charged and the As$_2$ is adsorbed keeping the As-As length constant. The molecular adsorption is found at point 9 with the adsorption energy of 49.2 kcal/mol: the Ga-As length is 2.50 Å and the As-As length is 2.36 Å, slightly longer than the free As$_2$, and the charge of the As atom is only -0.03. The calculated activation energy for the desorption is 58.8 kcal/mol which is compared with the experimental value of 45 kcal/mol [1]. This result is similar to the result of the previous study on the GaAs$_2$ system [18] and the molecular adsorption discussed in Section 3. It indicates the locality of the interaction between As$_2$ and the surface in the molecular adsorption state.
Figure 6. Reaction path for the As$_2$ adsorption at the step site of a GaAs(100) surface. This reaction path keeps the C$_{2v}$ symmetry. Values in parentheses show the gross charge of the adsorbed As atom. Two asterisks indicate the positions of the As atoms in the GaAs crystal lattice without surface relaxation.

<table>
<thead>
<tr>
<th>Distance to the nearest Ga atom</th>
<th>As-As Distance (Å)</th>
<th>Position</th>
</tr>
</thead>
<tbody>
<tr>
<td>14 (minimum)</td>
<td>4.20</td>
<td>1</td>
</tr>
<tr>
<td>13</td>
<td>3.60</td>
<td>2</td>
</tr>
<tr>
<td>12</td>
<td>3.20</td>
<td>3</td>
</tr>
<tr>
<td>11</td>
<td>3.00</td>
<td>4</td>
</tr>
<tr>
<td>10 (barrier)</td>
<td>2.70</td>
<td>5</td>
</tr>
<tr>
<td>9</td>
<td>2.50</td>
<td>6</td>
</tr>
<tr>
<td>8</td>
<td>2.40</td>
<td>7</td>
</tr>
<tr>
<td>7</td>
<td>2.30</td>
<td>8</td>
</tr>
<tr>
<td>6</td>
<td>2.30</td>
<td>9</td>
</tr>
<tr>
<td>5</td>
<td>2.30</td>
<td>10</td>
</tr>
<tr>
<td>4 (barrier)</td>
<td>2.30</td>
<td>11</td>
</tr>
<tr>
<td>3</td>
<td>2.14</td>
<td>12</td>
</tr>
<tr>
<td>2</td>
<td>2.14</td>
<td>13</td>
</tr>
<tr>
<td>1</td>
<td>2.14</td>
<td>14</td>
</tr>
</tbody>
</table>

Geometries of As$_2$ along the reaction path shown in Fig. 6.

<table>
<thead>
<tr>
<th>Distance to the nearest Ga atom</th>
<th>R(Ga-As) (Å)</th>
<th>Position</th>
</tr>
</thead>
<tbody>
<tr>
<td>14 (minimum)</td>
<td>5.11</td>
<td>1</td>
</tr>
<tr>
<td>13</td>
<td>2.48</td>
<td>2</td>
</tr>
<tr>
<td>12</td>
<td>2.45</td>
<td>3</td>
</tr>
<tr>
<td>11</td>
<td>2.42</td>
<td>4</td>
</tr>
<tr>
<td>10</td>
<td>2.41</td>
<td>5</td>
</tr>
<tr>
<td>9 (barrier)</td>
<td>2.26</td>
<td>6</td>
</tr>
<tr>
<td>8</td>
<td>2.26</td>
<td>7</td>
</tr>
<tr>
<td>7</td>
<td>2.25</td>
<td>8</td>
</tr>
<tr>
<td>6</td>
<td>2.31</td>
<td>9</td>
</tr>
<tr>
<td>5</td>
<td>2.34</td>
<td>10</td>
</tr>
<tr>
<td>4 (barrier)</td>
<td>2.30</td>
<td>11</td>
</tr>
<tr>
<td>3</td>
<td>2.30</td>
<td>12</td>
</tr>
<tr>
<td>2</td>
<td>2.30</td>
<td>13</td>
</tr>
<tr>
<td>1</td>
<td>2.30</td>
<td>14</td>
</tr>
</tbody>
</table>
Figure 7. Potential curve for the As\textsubscript{2} adsorption on a GaAs surface. The solid line represents the result of the MP2 method and the broken line the HF method. From point 1 to 9, the coordinate shows the Ga-As distance and from 9 to 14, it shows the As-As distance.

Figure 8. Orbital correlation diagram for the Ga\textsubscript{6}As\textsubscript{10}H\textsubscript{29} + As\textsubscript{2} system from point 1 to 8. Since the dangling bonds of the GaAs surface localize on the surface Ga and As atoms, only these atoms are shown. The broken line represents an excitation of surface dangling bond.
After passing the molecular adsorption state, the As-As length becomes longer indicating that the As-As bond is broken by the adsorption, and the As atoms reach the second barrier at point 9. The As atoms are rapidly charged near this point; the charge is -0.08 at point 9 and -0.20 at point 11. The energy barrier is 32.3 kcal/mol lower than the free system and 16.9 kcal/mol higher than the molecular adsorption state. Finally, the As$_2$ is dissociated and adsorbed at point 14 with the adsorption energy 132.0 kcal/mol which overestimates the experimental value of 45.9 kcal/mol for a complete monolayer of As on a GaAs surface [1]. This optimized structure is very similar to the GaAs lattice structure which is indicated by the asterisks in Fig 6, but the charge of the adsorbed As atom is -0.21 which is smaller than -0.48 which is the charge of the inner As atoms of the GaAs cluster. Since the dissociative adsorption necessary for the crystal growth is more stable than the molecular adsorption and the energy barrier is no more than 17 kcal/mol, the adsorbed As$_2$ cluster is likely to be dissociated and the crystal will grow. This result is in a sharp contrast to the result for a flat surface. We therefore conclude that the As layer grows at the step site of the GaAs surface.

The mechanisms of the molecular and dissociative adsorptions are qualitatively explained by the orbital correlation diagrams shown in Figs 8 and 9. Fig 8 is for the first stage of the reaction from the free system to the molecular adsorption state at point 8, and Fig 9 is for the second stage of the reaction from the molecular adsorption state at point 8 to the dissociative adsorption state at point 14. Orbitals important in the reaction localize on the three surface Ga atoms and two additional As atoms at the step site. We therefore display only three surface Ga atoms and two surface As atoms. We explain the origin of the energy barrier for molecular adsorption and the nature of the interaction in the molecular adsorption state. The orbitals of the free As$_2$ and the free GaAs cluster are displayed respectively in the left and right hand sides of Fig 4 and the orbitals at "barrier" and "molecular adsorption" represent the orbitals at points 3 and 8, respectively. The approach of As$_2$ to the Ga surface leads to the electron excitation from the 1A$_1$ orbital to the 2B$_1$ orbital of GaAs.
cluster which is indicated by the broken line in Fig 8. This excitation causes the first energy barrier at point 3. The next step is an electron donation from the 2B1 orbital to the πx* anti-bonding orbital of As2 and the back donation from the π2 bonding orbital of As2 to the 1A1 orbital. This step creates the two bonding orbitals which give an attractive interaction at point 8. Two As atoms representing the step site do not take part in this stage of the reaction, so that the mechanism of this stage is essentially equal to the same stage of the reaction on a flat surface studied in the previous section.

We next study the mechanism in the second stage of the reaction using Fig 9. Only the six orbitals of As2 and GaAs cluster are shown on the left and right sides of Fig 6. The orbitals at point 14 are shown as "dissociative adsorption". The difference from the second stage discussed in the previous section is the existence of the two orbitals belonging to the surface As atoms, namely 1A2 and 1B2 orbitals. The electron transfer from the 1B2 orbital to the πy* anti-bonding orbital of As2 which is indicated by the broken line in Fig 9, causes the second energy barrier at point 9. The electron donation from the 1A2 orbital to the σ* orbital of As2 and the back donation from the πy orbital of As2 to the 1B2 orbital are important for the dissociative adsorption. The πy and πy* orbitals become the dangling bonds of the newly created As surface, but at the same time, they contribute to the bonds with the neighboring surface As atoms. This mechanisms explain the change of the charge on the As atoms shown in Fig 6. From point 1 to 8, the charge of As is less than -0.06. At point 9 to 14, it becomes -0.21 due to the charge transfer. On a flat surface, the πy bonding orbital of As2 is filled and does not interact with any other orbital, but the electron donation from the πy orbital to the 1B2 orbital occurs and makes bond with neighboring As atoms. Because of this electron donation, the charge of the adsorbed As atoms of -0.48 on a flat surface is reduced to -0.21 on a step site and the bonding with the surface As atoms makes the adsorption energy of 19 kcal/mol on a flat surface to the value of 132.0 kcal/mol.

5. Conclusion

The As2 cluster beamed on a Ga-stabilized GaAs surface is molecularly adsorbed and migrates on a flat surface, and then it is dissociated at a step site, giving a new As layer growing on the Ga surface. The calculated energy barrier for the As2 adsorption is 23.5 kcal/mol on a flat surface and 9.6 kcal/mol at a step site, and the energy barrier for the dissociative adsorption at a step site is 16.9 kcal/mol.

The molecular adsorption state at a step site is similar to that on a flat surface and the adsorption energies are 29.7 kcal/mol on a flat surface and 49.2 kcal/mol at a step site. The adsorbed As2 cluster is almost neutral and the As-As length is slightly longer than that of a free As2. The energy barrier for the molecular adsorption is due to the orbital reorganization within the dangling bonds of the Ga surface. At the molecular adsorption, the electron transfer from the dangling bond of the surface to the As2 π* orbital and the back donation from the As2 π orbital to the dangling bond break the π bonding of the As2 and make a bond between the As2 and the surface Ga atom.

The geometry of the dissociative adsorption state at a step site is similar to that on a flat surface and shows a good agreement with the crystal lattice structure, but the adsorption energy on a flat surface, 49.2 kcal/mol is much different from the value of 132.0 kcal/mol at a step site showing that the dissociative adsorption at a step site is more favorable. The charge of the adsorbed As atom is -0.48 on a flat surface and -0.21 at a step site. The energy barrier between the molecular and dissociative adsorptions is due to the electron transfer from the dangling bond of the surface Ga atom to the As2 cluster. At the dissociative adsorption, the electron transfers from the dangling bond to the σ* orbital of As2 and from the σ orbital of As2 to the dangling bond of the surface work to break the σ bond of the As2 and make a bond between the As atom and the surface Ga atom. The bonding between the adsorbed As atom and the neighboring As atom at the step site makes the adsorption energy and the atomic charges to be site-dependent.
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Chapter 2

Cluster model study on GaAs epitaxial crystal growth by As2 molecular beam. II.
Mechanism involving GaAs2 intermediate cluster.

Abstract

The mechanisms of the GaAs epitaxial crystal growth by Ga atomic and As2 molecular beams on Ga-stabilized and As-stabilized GaAs(100) surfaces are studied with the use of the cluster model and the Hartree-Fock method. We propose the mechanism involving the formation of the GaAs2 cluster as an intermediate. When the As2 beam is irradiated on the surface, the GaAs2 cluster is generated from As2 and free Ga atom without energy barrier. This GaAs2 is adsorbed on the As-stabilizer surface and gives a new Ga-layer on the surface and the As2 remains to be molecularly adsorbed on the new Ga layer without an activation energy. On the other hand, the adsorption of this GaAs2 on the Ga-stabilized surface gives a new As layer and the remaining Ga atom migrates on the surface to make a new Ga layer. The mechanism involving the dissociative adsorption of As2 studied previously and the presently proposed mechanism involving the GaAs2 intermediate cluster are compared and it is concluded that the present mechanism is more favorable than the previous one. We summarize the overall reaction mechanism of the GaAs epitaxial crystal growth by the Ga atomic and As2 molecular beams.

1. Introduction

The mechanism of GaAs crystal growth in molecular beam epitaxy (MBE) has been studied extensively by both experimental and theoretical methods. Arthur, Foxon, Joys and others investigated the adsorption mechanisms of the As2 and As4 clusters on the GaAs surface [1-3]. The mechanism of the As2 adsorption they proposed is as follows: the As2 molecule reaches the GaAs surface and is adsorbed and migrates as a precursor species. This precursor dissociates into two As atoms at an active Ga site, making the Ga-As bond with the surface Ga atom and the crystal grows. However, since this argument is based on the reaction rate theory and since this reaction has not been observed explicitly by an experimental technique, the details of the actual crystal growth mechanism are not yet known. In particular, we have to clarify what is the precursor species and the role of the active Ga site. If the molecularly adsorbed As2 does not arrive at the active Ga site, it may be desorbed from the surface as As2 or As4 cluster.

The crystal growth mechanism in the metal-organic MBE (MOMBE) has been studied theoretically using small cluster models, but there are very few reports about the growth mechanism of the GaAs crystal in the MBE [4-9]. In our previous report, the reactions of the As2 beam on the Ga-stabilized GaAs(100) surface have been studied by the cluster model combined with the ab-initio method [10]. It was clarified that the As2 molecule irradiated on the surface is molecularly adsorbed on a flat surface and at the step site with the energy barriers of 23.5 kcal/mol and 9.6 kcal/mol, respectively, and migrates on the surface.

As2 (beam) + Ga (surface) → As2 (adsorbed) + Ga (surface)

The dissociative adsorption does not occur on a flat surface but occurs on a step site with the energy barrier of 16.9 kcal/mol and with an appreciable stabilization energy.

As2 (adsorbed) → 2 As (surface)

In MBE, the GaAs surface is heated up at about 600 K for generating free Ga atom on the surface whose life time is about 0.1 second and it is said that this species
plays an important role in the crystal growth, though the actual reaction of the free Ga atom and its product remain to be clarified. In the present study, we examine the role of the free Ga atom in the crystal growth mechanism, assuming the following reaction steps.

(step 1) The As$_2$ beam reaches on the surface, reacts with the free Ga atom on the surface and gives a GaAs$_2$ cluster.

\[
\text{Ga} + \text{As}_2 \rightarrow \text{GaAs}_2
\]

(step 2) The GaAs$_2$ cluster thus generated reacts with the GaAs surface and leads to the crystal growth. There are two possibilities: the Ga site of the GaAs$_2$ cluster reacts with the As-stabilized surface or the As site of the GaAs$_2$ cluster reacts with the Ga-stabilized surface.

\[
\text{GaAs}_2 + \text{As} \rightarrow \text{reaction} \rightarrow \text{new GaAs surface}
\]
or

\[
\text{GaAs}_2 + \text{Ga} \rightarrow \text{reaction} \rightarrow \text{new GaAs surface}
\]

In the following section, we explain the details of the computational method. In Section 3, the reaction of As$_2$ with free Ga atom (step 1) is examined and in Sections 4 and 5, the above two reactions in step 2 are studied. Throughout the calculations, the GaAs surface is simulated by the small cluster model.

2. Computational method

Fig 1 shows Ga$_5$As$_4$H$_{11}$ and Ga$_8$As$_8$H$_{18}$ clusters which simulate the As-stabilized and Ga-stabilized GaAs (100) surfaces, respectively. The GaAs$_2$ molecule approaches and reacts with the cluster in two alternative ways shown in Fig 1, which are discussed in Sections 4 and 5, respectively. The Ga and As atoms are located at the crystal lattice whose lattice constant is 5.654 Å [11]. The H atoms cap the artificial dangling bonds of the Ga$_5$As$_4$ and Ga$_8$As$_8$ clusters except for the surfaces. The covalent bonding crystal has often been simulated by the cluster model whose dangling bonds are capped by hydrogen atoms [12-14]. The Ga-H and As-H lengths are fixed to 1.663 and 1.511 Å, respectively, which are the bond lengths of the free GaH and AsH$_3$.
molecules, respectively [15].

The Gaussian basis sets for the Ga and As atoms are double zeta (3s3p)/[2s2p] sets for the important atoms and minimal (3s3p)/[1s1p] sets for the less important atoms [17]; the double zeta basis sets are used for the two As atoms and for the three Ga atoms located on the surface of the cluster and the other As and Ga atoms of the cluster are treated with the minimal basis sets. The atoms treated with the double zeta basis are indicated by the asterisks in Fig 1. The Ne cores are replaced by the effective core potential [17]. For the capping H atoms, the STO-3G basis is used [18].

All calculations are carried out by the Hartree-Fock (HF) method with the use of the program HOND07 [16]. Since the systems simulating the reaction steps 1 and 2 include GaAs2 whose ground state is doublet, the calculations are performed by the Roothaan open-shell HF method. The Møller-Plesset second order perturbation (MP2) method which were used in our previous study is useful for estimating correlation energy of large cluster systems. This method is popular for calculating of closed-shell singlet states well approximated by the HF wave function, but the use for doublet and triplet states is not general. The previous study showed that the HF method does not give identical results as the MP2 method, but the implications of the HF potential curves, like the positions of the minimum and maximum, are roughly equal to those of the MP2 potential curves. Furthermore, the results for the GaAs2 cluster and As2 calculated by the HF method are similar to the results of the multi-reference CI calculations [10,19]. Then, we perform only the ROHF method and further electron correlation effect is not considered in this study.

3. Reaction of As2 beam with Ga atom

We calculate here the reaction of the As2(1Σ+) beam with the Ga(2P) atom as a beam or on the surface using the double zeta basis set for the Ga and As atoms. The reaction path, which is assumed to keep the C2v symmetry, and the Mulliken gross charge of the Ga and As atoms are shown in Fig 2. At point 1, the As-As bond length

Figure 2. Reaction path for the Ga + As2 system, which is assumed to keep the C2v symmetry. The values in the left and right-hand sides in the parentheses show the gross charges of the Ga and As atoms, respectively.
is kept to 2.14 Å which is the optimized value for the free As₂ molecule. The potential curve along the reaction path is shown in Fig 3. The As₂ cluster approaches the Ga atom without energy barrier and reaches the equilibrium at point 5. The calculated heat of formation of the GaAs₂ cluster is 18.9 kcal/mol. The optimized As-As length is 2.24 Å, which is slightly longer than 2.14 Å of the free As₂, and the optimized Ga-As length is 2.95 Å. These values are very similar to the values reported by Balasubramanian: the As-As length 2.2 Å, the Ga-As length 2.85 Å, and the heat of formation, 30.3 kcal/mol [19]. At point 5, the charges of the Ga and As atoms are +0.36 and -0.18, respectively; 0.36 electron is transferred from Ga atom to As₂.

Since the potential curve is attractive and the potential minimum is deep enough to keep the GaAs₂ cluster, the As₂ beam reacts with the Ga atom on the GaAs surface heated at 600 K to give the GaAs₂ cluster on the surface and this cluster does not dissociate on the surface.

The orbital correlation diagram is shown in Fig 4. The electron donation from the singly occupied py orbital of the Ga atom to the π∗ anti-bonding orbital of As₂ and the back donation from the π₂ bonding orbital of As₂ to the px orbital of the Ga atom are important to make the Ga-As bond. The doubly occupied π_x bonding orbital of the As₂ does not react and keeps the As-As bond. The electron donation from the Ga atom to the As₂ molecule causes the polarization of the GaAs₂ cluster as the reaction proceeds.

4. Adsorption of the GaAs₂ cluster on an As-stabilized GaAs surface

The approach of the GaAs₂ cluster onto the As-stabilized GaAs surface is simulated by the cluster model shown on the left-hand side of Fig 1. Fig 5 shows the different view of the reaction path and the electronic charges of the Ga and two As atoms. Throughout the reaction, the system is kept in C₂v symmetry and only the Ga and As atoms belonging to the GaAs₂ cluster are optimized with the Ga₅As₄H₁₁ cluster fixed. The geometry of the optimized reaction path is shown in Table 1: the

Figure 3. Potential curve for the Ga + As₂ system along the reaction path shown in Fig 2.
Figure 4. Orbital correlation diagram for the Ga + As$_2$ system.

Figure 5. Reaction path for the GaAs$_2$ adsorption on a As-stabilized GaAs(100) surface with keeping the C$_{2v}$ symmetry. The values in the left and right-hand sides of the parentheses are the charges of the Ga and As atoms, respectively. The asterisk indicates the position of the Ga atom in the GaAs crystal lattice without surface relaxation.
Table I
Geometries of the Ga and As atoms of the GaAs$_2$ cluster along the reaction path shown in Fig 5.a

<table>
<thead>
<tr>
<th>Position</th>
<th>As</th>
<th>Ga</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.122</td>
<td>7.729</td>
</tr>
<tr>
<td>2</td>
<td>1.122</td>
<td>6.729</td>
</tr>
<tr>
<td>3</td>
<td>1.122</td>
<td>6.229</td>
</tr>
<tr>
<td>4</td>
<td>1.122</td>
<td>5.729</td>
</tr>
<tr>
<td>5</td>
<td>1.122</td>
<td>5.479</td>
</tr>
<tr>
<td>6</td>
<td>1.122</td>
<td>5.229</td>
</tr>
<tr>
<td>7</td>
<td>1.122</td>
<td>4.729</td>
</tr>
<tr>
<td>8</td>
<td>1.122</td>
<td>4.429</td>
</tr>
<tr>
<td>9 (minimum)</td>
<td>1.122</td>
<td>4.0</td>
</tr>
<tr>
<td>10</td>
<td>1.122</td>
<td>3.65</td>
</tr>
</tbody>
</table>

a Point (0,0,0) is on the center of the surface two As atoms. The z axis is vertical to the surface, the x axis is parallel to the As-As bond of the GaAs$_2$ cluster and the y axis is parallel to the two surface As atoms shown in Fig 1.

Accuracy is within 0.1 Å. The potential curve along the path is shown in Fig 6.

At point 1, GaAs$_2$ is kept at the geometry of the free GaAs$_2$ molecule optimized in Section 3. The GaAs$_2$ cluster approaches the surface and is adsorbed without an energy barrier. The minimum of the molecular adsorption is found at point 9 with the calculated adsorption energy of 68.8 kcal/mol. At this point, the GaAs$_2$ cluster becomes smaller than the free one, that is, the Ga-As bond length is 2.55 Å which is shorter than 2.95 Å of the free GaAs$_2$ cluster and the As-As bond length is 2.22 Å which is slightly longer than 2.24 Å of the free GaAs$_2$. This geometry is similar to the molecularly adsorbed As$_2$ on the Ga-stabilized GaAs(100) surface for which the Ga-As length is 2.55 Å and the As-As bond length is 2.4 Å as reported in our previous study [10].

The asterisk in Fig 5 shows the position of the Ga atom in the GaAs crystal lattice without surface relaxation: the difference from the Ga atom at the equilibrium position 9 is only 0.1 Å. Since the distance between the Ga atom of the GaAs$_2$ cluster and the As atom of the surface is only 2.50 Å which is close to the Ga-As distance in the crystal, 2.45 Å, the Ga atom of the GaAs$_2$ cluster makes the bond with the surface As atoms. The gross charges of the Ga and As atoms in the GaAs$_2$ cluster change monotonously and uniformly. The As atoms become neutral as the reaction proceeds and the Ga atomic charge increases up to +0.55. The total charge of the GaAs$_2$ cluster changes from +0.0 at point 1 to +0.53 at point 9. This shows the occurrence of the electron donation from GaAs$_2$ to the surface in the course of the adsorption.

The GaAs$_2$ cluster is adsorbed on the GaAs surface without energy barrier. The Ga-As bond of the GaAs$_2$ cluster becomes weak and the Ga atom is put onto the lattice site of the GaAs crystal: the two As atoms of the GaAs$_2$ cluster become molecularly adsorbed As$_2$ on the surface. Namely, the GaAs$_2$ adsorption gives a new Ga surface on the As-stabilized surface and a molecularly adsorbed As$_2$ species.

GaAs$_2$ + As(surface) → Ga(surface) + As$_2$(adsorbed)

This reaction has no energy barrier and therefore this mechanism is more favorable than the direct adsorption of As$_2$ whose energy barrier is 23.5 kcal/mol for a flat
GaAs surface and 9.6 kcal/mol for a step site as shown in the previous paper [10].

Through the formation of the intermediate GaAs$_2$ cluster, the As$_2$ beam gives molecular adsorption of As$_2$ without activation energy. Furthermore, as shown in the previous paper [10], this molecularly adsorbed As$_2$ on a Ga surface is dissociated with 16.9 kcal/mol at its step site: thus a new As surface is generated again on the Ga surface, and the reaction cycle is closed.

As$_2$ (adsorbed) + Ga (surface) $\rightarrow$ As (surface)

This cyclic generation of the similar As (surface) as in the above equation is an essential aspect of the crystal growth.

The adsorption mechanism of the GaAs$_2$ cluster is qualitatively explained by the orbital correlation diagram shown in Fig 7. Orbitals playing a role in the reaction are the highest occupied molecular orbital (HOMO), lowest unoccupied molecular orbital (LUMO) and their neighboring orbitals which correspond to the dangling bonds localized on the two surface As atoms. Only two surface As atoms and the orbitals localized on them are displayed in Fig 7. The electron donation from the A$_1$ orbital of the GaAs$_2$ cluster to the LUMO of the GaAs surface facilitates the adsorption and makes the Ga-As bond of the GaAs$_2$ cluster weak, causing the total charge of the adsorbed GaAs$_2$ cluster to increase from +0.0 to +0.53. The other B$_1$ and A$_2$ orbitals of the GaAs$_2$ cluster are not active in this reaction and keep the Ga-As and As-As bond of the GaAs$_2$ cluster. The occupied orbitals, B$_2$, A$_2$, B$_1$, and A$_1$ orbitals of the surface are also not activated. The electron donation from GaAs$_2$ to the surface occurs smoothly, so that this reaction does not require any activation energy. The gross charge of the As atom of the adsorbed GaAs$_2$ cluster is -0.01 which is similar to the values of the molecularly adsorbed As$_2$ which are previously reported to be -0.11 for the adsorption on a flat Ga-stabilized surface and -0.03 for the adsorption on a step site of the GaAs crystal [10].

5. Adsorption of the GaAs$_2$ cluster on a Ga-stabilized GaAs surface
The As-stabilized GaAs(100) surface is simulated by the Ga₈As₈H₁₈ cluster shown on the right-hand side of Fig 1. Throughout the reaction, the system is kept to C₂ᵥ symmetry and only the Ga and As atoms belonging to the GaAs₂ cluster are optimized with the Ga₈As₈H₁₈ cluster fixed. Fig 8 and Table II show the optimized reaction path: the accuracy is within 0.1 Å. The gross charges of the Ga and As atoms of the GaAs₂ cluster are shown at the left and right-hand sides, respectively, in the parentheses of Fig 8. The calculated potential curve along the path is shown in Fig 9.

The potential curve has two minima at points 8 and 12 and two maxima at points 4 and 9: passing through the initial barrier at point 4, the GaAs₂ reaches the molecular adsorption state at point 8 and then going over the barrier at point 9, it is dissociatively adsorbed at point 12. At point 1, the GaAs₂ cluster is kept to the geometry of the free GaAs₂ molecule. The GaAs₂ cluster is let to approach the surface horizontally and reach the first transition state at point 4 whose energy barrier is 4.8 kcal/mol. The molecular adsorption is found at point 8 with the adsorption energy of 48.4 kcal/mol. At this point, the As-As length is 2.4 Å, slightly longer than 2.24 Å of the free As₂, and the charges of the Ga and As atoms are +0.46 and -0.43, respectively. Beyond this point, the system reaches the second transition state at point 9: the energy barrier from the molecular adsorption state is only 3.3 kcal/mol. Finally, the As-As bond is dissociated completely and are adsorbed at point 12 with the adsorption energy of 86.8 kcal/mol. The optimized structure at point 12 is not identical with the GaAs lattice structure at point 12 which is indicated by the asterisks in Fig 6. The charges of the adsorbed Ga and As atoms are +0.46 and -0.66, respectively, and the latter is smaller than -0.48, the charge of the inner As atom of the crystal.

We show in Fig 10 the dissociatively adsorbed GaAs₂ cluster at point 12 on the left-hand side and the Ga adsorption site on a GaAs surface on the right-hand side. Since the Ga atom is adsorbed at the bridge site of the As-stabilized surface, the alignment of the As atoms along the y-axis gives the Ga adsorption site. On the other
Figure 8. Reaction path for the GaAs$_2$ adsorption on a Ga-stabilized GaAs(100) surface with keeping the $C_2v$ symmetry. The values in the left and right-hand sides of the parentheses are the charges of the Ga and As atoms, respectively. The two asterisks indicate the positions of the As atom in the GaAs crystal lattice without surface relaxation.

Table II

<table>
<thead>
<tr>
<th>Position</th>
<th>$y$</th>
<th>$z$</th>
<th>$z$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.122</td>
<td>5.0</td>
<td>7.729</td>
</tr>
<tr>
<td>2</td>
<td>1.122</td>
<td>3.75</td>
<td>6.479</td>
</tr>
<tr>
<td>3</td>
<td>1.122</td>
<td>3.5</td>
<td>6.229</td>
</tr>
<tr>
<td>4 (maximum)</td>
<td>1.15</td>
<td>3.25</td>
<td>5.979</td>
</tr>
<tr>
<td>5</td>
<td>1.15</td>
<td>3.0</td>
<td>5.729</td>
</tr>
<tr>
<td>6</td>
<td>1.15</td>
<td>2.75</td>
<td>5.479</td>
</tr>
<tr>
<td>7</td>
<td>1.15</td>
<td>2.5</td>
<td>5.229</td>
</tr>
<tr>
<td>8 (minimum)</td>
<td>1.2</td>
<td>2.25</td>
<td>4.77</td>
</tr>
<tr>
<td>9 (maximum)</td>
<td>1.25</td>
<td>2.0</td>
<td>4.12</td>
</tr>
<tr>
<td>10</td>
<td>1.35</td>
<td>2.0</td>
<td>4.1</td>
</tr>
<tr>
<td>11</td>
<td>1.5</td>
<td>1.9</td>
<td>4.0</td>
</tr>
<tr>
<td>12 (minimum)</td>
<td>2.2</td>
<td>1.7</td>
<td>3.429</td>
</tr>
</tbody>
</table>

*Point (0,0,0) is on the surface center Ga atom. The z axis is vertical to the surface and the y axis is parallel to the As-As bond of the GaAs$_2$ cluster shown in Fig 1.*
Figure 9. Potential curve for the GaAs$_2$ adsorption on the Ga-stabilized GaAs surface along the reaction path shown in Fig 8.

Figure 10. Adsorbed GaAs$_2$ cluster (left-hand side) and Ga-adsorption site (right-hand side) on a GaAs surface. The filled and empty circles represent As and Ga atoms, respectively. The adsorbed GaAs$_2$ is located at the optimized geometry (point 12) of Figure 8 and the arrow represents a migration path of the Ga atom.
hand, the alignment of the As atoms along the x-axis does not give the Ga adsorption site. Comparing Fig 10 with the GaAsH18 cluster shown in Fig 1, it is shown that the GaAsH18 cluster is too small as a surface to give the Ga adsorption site. Since the adsorbed As atoms originating from the GaAs2 cluster aligns along the x-axis, the Ga atom on them is not at the most stable Ga-adsorption site. Therefore, after the adsorption of the GaAs2 cluster, the Ga atom migrates on the surface as indicated by an arrow in Fig 10 and occupies the most stable Ga adsorption site. Another possibility is the coadsorptions of many GaAs2 clusters along the y-axis and the shift of the Ga atom at the bridge site of the two As atoms along the x-axis, giving another empty Ga site opposite to it. Anyway, the cluster model representing this reaction is too large to make the calculation feasible. Furthermore since the present model cluster is restricted to satisfy the C2v symmetry, the Ga atom of GaAs2 must be located on the C2 axis and therefore can not reach the Ga site of the GaAs crystal lattice. The calculated energy barrier for the dissociation, i.e. 3.3 kcal/mol, would therefore be larger than the true value.

Since the calculated energy barriers for the molecular and dissociative adsorptions are less than five kcal/mol, the GaAs2 cluster would be easily adsorbed and dissociated on the Ga-stabilized surface and gives a new Ga layer.

\[ \text{GaAs2} + \text{Ga (surface)} \rightarrow 2 \text{As (surface)} + \text{Ga (adsorbed)} \]

The Ga atom is adsorbed on the As-stabilized GaAs surface without activation energy [4]. The adsorbed Ga atom migrates and gives a new Ga layer: the Ga-stabilized surface is again generated and the reaction cycle is closed.

\[ \text{Ga (adsorbed)} + \text{As (surface)} \rightarrow \text{Ga (surface)} \]

Thus, the crystal grows continuously.

6. Conclusion and remarks

The activation energies calculated here are less than 5 kcal/mol and the reactions examined are all allowed. Without the restriction of the C2v symmetry, we may expect lower activation energies, but the orbital correlation diagram indicates the preference of the C2v symmetry. We therefore expect that the relaxation of the C2v restriction would not change much the calculated results.

We propose in this paper the GaAs crystal growth mechanism involving the GaAs2 cluster as an intermediate. The cluster GaAs2 is easily formed from As2 molecular and Ga atomic beams, and it is stable enough on a heated GaAs surface. The reaction of the GaAs2 cluster on the As-stabilized surface occurs easily and the Ga atom is put into the crystal lattice and a new Ga layer grows on the As-stabilized surface. The As2 of the GaAs2 cluster is molecularly adsorbed on this new Ga surface without energy barrier. Likewise, the reaction of the GaAs2 cluster on the Ga-stabilized surface occurs easily too and a new As layer grows on the Ga-stabilized surface. The Ga atom migrates on the surface and a new Ga layer grows on the As-stabilized surface.

This mechanism is more favorable than the previously studied direct adsorption mechanism of As2 on a GaAs surface [10]. Previously, we have shown that As2 is hardly adsorbed on the Ga-stabilized surface and the dissociative adsorption is less stable than the molecular adsorption. On the other hand, at the step site, the As2 molecular adsorption can occur with the activation energy of 9.6 kcal/mol and the molecularly adsorbed As2 cluster dissociates with the activation energy of 16.9 kcal/mol.

Based on the present and previous studies, the mechanism of the GaAs crystal growth using the Ga atomic and As2 molecular beams may be summarized as follows and a qualitative illustration is given in Fig 11.

1. The As2 molecular beam reaches the GaAs surface and reacts with the free Ga atom or atomic beam to create GaAs2 cluster without activation energy. This species is stable on the surface.

\[ \text{Ga} + \text{As2} \rightarrow \text{GaAs2} \quad (\text{activation energy} = 0 \text{ kcal/mol}) \]

2. The GaAs2 cluster is molecularly adsorbed on the As-stabilized surface without energy barrier and a new Ga layer grows: the Ga atom of the GaAs2 is put onto the crystal lattice and the As2 of the GaAs2 is molecularly adsorbed on it.
GaAs$_2$ + As (surface) → As$_2$ (adsorbed) + Ga (surface)  
(activation energy = 0 kcal/mol)  

(3) The GaAs$_2$ cluster is molecularly adsorbed on the Ga-stabilized surface with the energy barrier of 4.8 kcal/mol and a new As layer grows. The Ga atom of the GaAs$_2$ migrates on the surface and is adsorbed on the As-stabilized surface.

GaAs$_2$ + Ga (surface) → 2 As (surface) + Ga (adsorbed)  
Ga (adsorbed) + As (surface) → Ga (surface)  
(activation energy = 4.8 kcal/mol)

(4) On the other hand, the direct adsorption path also exists, though it is less favorable than the above ones. Namely the As$_2$ cluster of the beam is molecularly adsorbed directly on the flat surface or at the step site of the Ga-stabilized surface with the activation energy of 23.5 kcal/mol or 9.6 kcal/mol, respectively.

As$_2$ + Ga (surface) → As$_2$ (adsorbed) + Ga (surface)  
(activation energy = 9.6 kcal/mol for step site, 23.5 kcal/mol for flat surface)  

(5) The molecularly adsorbed As$_2$ given in the steps (2) and (4) dissociates thermally with the activation energy of 16.9 kcal/mol, and a new As layer grows on the Ga-stabilized surface.

As$_2$ (adsorbed) → 2 As (surface)  
(activation energy = 16.9 kcal/mol)

This step is the rate-determining step in the crystal growth reactions.

The reaction cycles (1) → (2) → (5) and (1) → (3) are closed, giving new As-stabilized and Ga-stabilized GaAs surfaces, respectively. Since the previous study showed that the Ga atom is adsorbed on the As stabilized GaAs surface without energy barrier and gives a new Ga layer on the surface [4], the reaction cycle (4) → (5) and the following Ga beam radiation is also closed and gives the As-stabilized and Ga-stabilized GaAs surface alternatively. However, the last cycle is less favorable because it involves the step (4). In conclusion, we propose the reaction cycles (1) → (2) → (5) and (1) → (3) as the crystal growth mechanism of the GaAs crystal.

Finally, it must be noted that the reaction steps examined in the present and previous studies represent only one possibility for the reactions on the GaAs surface.
and another reactions may also be assumed; e.g. coadsorption is not examined in this study. However, the coadsorption of two As$_4$ clusters is believed to occur when the As$_4$ cluster beam is irradiated on the GaAs surface. This is the subject of our forthcoming article.
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Chapter 3

Cluster model study on GaAs epitaxial crystal growth by arsenic molecular beam. III. As$_4$ molecular beam.

Abstract

We study the mechanism of the GaAs epitaxial crystal growth by the As$_4$ cluster beam on Ga-stabilized GaAs (100) surface using the cluster model and the Hartree-Fock and Møller-Plesset second-order perturbation method. When the As$_4$ beam is irradiated on the surface, the As$_4$ cluster is adsorbed at a step site of the GaAs surface and the two adsorbed As$_4$ clusters give the coadsorption state which gives a new As$_2$ layer with releasing an As$_4$ cluster into vacuum: four atoms of the two As$_4$ clusters are dissociatively adsorbed on the surface to give a new As$_2$ layer and the other four As atoms are released into vacuum as an As$_2$ molecule. This mechanism involves two As$_4$ clusters but one As$_4$ remains finally, and therefore the sticking coefficient is always less than 0.5.

1. Introduction

In this series of articles, we investigate the mechanism of GaAs epitaxial crystal growth by ab-initio quantum chemical method based on the cluster model. In the first paper of this series, we have studied the molecular and dissociative adsorption of As$_2$ on the GaAs surface and the site effect of the surface is clarified [1]. In the second paper, we studied the crystal growth mechanism through the formation of the intermediate GaAs$_2$ cluster [2]. In these studies we assumed to use the As$_2$ molecular beam, but the reaction mechanism is different, depending on the cluster size in the molecular beam. Actually, much more defects are observed in the GaAs crystal produced by the As$_4$ beam than in that produced by using the As$_2$ beam, however it is difficult to explain the causes and the types of the defects [3]. Then, in the present study, we study the mechanism of the epitaxial crystal growth assuming the use of the As$_4$ cluster beam. We examine the epitaxial growth mechanisms involving single As$_4$ cluster and two As$_4$ clusters proposed by experiments [4,5].

It was found that at temperatures 300-450 K As$_4$ is physically adsorbed with an adsorption energy of $0.38 \pm 0.03$ eV (8.8 kcal/mol) and the surface migration energy barrier of $0.24$ eV (5.5 kcal/mol) [3,4]. At an active Ga site, the molecularly adsorbed species is dissociated and a new As$_2$ layer grows on the surface. Above the temperature 600 K As$_2$ is lost from the surface by dissociation from the GaAs surface, but this loss is supplied by the As$_4$ cluster beam irradiated on the surface. When two As$_4$ clusters migrating on the surface collide with each other, they may make a coadsorption state. The coadsorption state is decomposed into four dissociatively adsorbed As atoms and an As$_4$ cluster which is released into vacuum. This mechanism involves two As$_4$ clusters but one As$_4$ remains finally, and therefore the sticking coefficient is always less than 0.5.

In addition to the reaction model of Foxon and Joyce derived experimentally, several reaction mechanisms have been proposed for the GaAs crystal growth. For example (GaAs)$_n$ cluster generation as an intermediate in a gas phase was proposed by
Frolov et al. [6] and the surface reaction of the adsorbed As$_4$ with a free Ga atom on the surface was proposed by Lays et al. [7] and Nishijima et al. [8].

The structures of the As$_2$, As$_4$, and small GaAs clusters have been studied by ab-initio molecular orbital method [9-15], but their reactivities have not yet been reported except for the As hydride [16-18].

In this study, we first examine the energetics for the following dissociation combination reactions,

\[ \text{As}_4 \text{ (gas)} \leftrightarrow 2 \text{As}_2 \text{ (gas)} \]  

in order to confirm the independence between the mechanism involving the As$_4$ cluster beam studied here and that involving the As$_2$ molecular beam previously studied [1,2]. In the previous study [2] we showed that the As$_2$ cluster reacts with a free Ga atom existing on the surface to give a GaAs$_2$ cluster which is an important intermediate for the crystal growth. We examine here the possibility of the following similar reaction involving the As$_4$ cluster.

\[ \text{As}_4 \text{ (gas)} + \text{Ga} \text{ (gas)} \rightarrow \text{GaAs}_4 \text{ (gas)} \]  

We then investigate the roles of the As$_4$ cluster in the following two types of the crystal growth reaction.

(i) The surface reaction involving a single As$_4$ cluster: an As$_4$ cluster reaches the Ga-stabilized GaAs surface and is molecularly adsorbed.

\[ \text{As}_4 \text{ (gas)} + \text{Ga} \text{ (surface)} \rightarrow \text{As}_4 \text{ (adsorbed)} + \text{Ga} \text{ (surface)} \]  

Then the molecularly adsorbed As$_4$ is dissociated into two As atoms dissociatively adsorbed on the surface to make a new As layer, and the other two As atoms desorb from the surface as an As$_2$ molecule.

\[ \text{As}_4 \text{ (adsorbed)} \rightarrow 2 \text{As} \text{ (surface)} + \text{As}_2 \text{ (gas)} \]  

Two possibilities in these reactions are examined: the As$_4$ cluster reacts at a flat surface and at a step site.

(ii) The surface reaction involving two As$_4$ clusters: two As$_4$ clusters are adsorbed on the Ga-stabilized GaAs surface or the two adsorbed As$_4$ clusters migrate and form a coadsorption state.

\[ 2 \text{As}_4 \text{ (adsorbed)} \rightarrow 2 \text{As}_4 \text{ (coadsorbed)} \]  

Then the two adsorbed As$_4$ react to form an As$_9$ cluster, from which four As atoms are dissociatively adsorbed on the surface to make a new As-layer while the other four As atoms form an As$_4$ cluster and desorb from the surface.

\[ 2 \text{As}_4 \text{ (coadsorbed)} \rightarrow 4 \text{As} \text{ (surface)} + \text{As}_4 \text{ (gas)} \]  

In the following section, we explain the details of the computational method. In section 3, the dissociation of As$_4$ into two As$_2$ (reaction (1)) is studied and in section 4, the reaction of As$_4$ with a free Ga atom (reaction (2)) is discussed. In sections 5 and 6, the reactions (3) and (4) and in section 7 the reactions (5) and (6) are discussed. In whole calculations, the GaAs surface is simulated by a small cluster model.

2. Computational method

We use the Hartree-Fock method followed by the Møller-Plesset second-order perturbation (MP2) method and the calculations are performed by the use of the program HONDO7 [19].

Fig 1 shows the Ga$_8$As$_8$H$_{18}$, Ga$_8$As$_{10}$H$_{20}$, and Ga$_8$As$_3$H$_{12}$ clusters which simulate the Ga-stabilized GaAs (100) surface, its step site for the adsorption of a single As$_4$ molecule and the Ga-stabilized GaAs (100) surface for the coadsorption of two As$_4$ molecules. These clusters are small to represent the surface, but the cluster beam experiments have shown that using the silicon cluster, the cluster size effect converges with respect to the ionization potential and electron affinity, when its size becomes larger than 10 atoms [20,21]. In this sense, the present cluster model is not too small to study the reaction mechanism.

A single As$_4$ molecule approaches and reacts with the Ga$_8$As$_8$H$_{18}$ and Ga$_8$As$_{10}$H$_{20}$ clusters which represent a flat and a stepped surface, respectively. Since the present cluster is small and the step edges are closed to each other, the latter model may also represent the ditch effect. These reactions are examined in sections 3 and 4. The reaction of two As$_4$ molecules with the Ga$_8$As$_3$H$_{12}$ cluster is studied in section 5.

The lattice constant of the Ga and As atoms in these clusters are 5.654 Å which is the
value for the crystal [22]. The H atoms cover the artificial dangling bonds of the Ga\textsubscript{8}As\textsubscript{8} and Ga\textsubscript{8}As\textsubscript{3} clusters. A covalent bonding crystal is often simulated by the cluster model whose dangling bonds are covered by hydrogen atoms [23-25] and our previous study shows the usefulness of this model. The Ga-H and As-H bond lengths are fixed respectively to 1.663 and 1.511 Å which are the bond lengths in free GaH and AsH\textsubscript{3} molecules, respectively [26].

The Gaussian basis sets for the Ga and As atoms at the reaction center are the (3s3p)/[lslp] minimal basis plus polarization d functions (zeta = 0.293 for As, zeta = 0.207 for Ga atom), and for the other atoms are the (3s3p)/[lslp] minimal basis sets. For the capping H atoms, the STO-3G basis set is used [27]. The Ne cores of Ga and As atoms are replaced by the effective core potentials [28].

3. Dissociation of As\textsubscript{4} cluster into two As\textsubscript{2} molecules

At first we check the reliability of the basis set. The As\textsubscript{2} and As\textsubscript{4} clusters are optimized for the bond length within the HF method with several basis sets. The As\textsubscript{4} cluster is kept in a Td symmetry. The results are summarized in Table I. SZ stands for (3s3p)/[lslp] basis, DZ (3s3p)/[2s2p], DZP (3s3p)/[2s2p] plus polarization d functions (zeta = 0.293), and SZP stands for SZ plus polarization d functions. All basis sets give longer bond lengths than the experimental values for both As\textsubscript{2} and As\textsubscript{4}; the tendency is remarkable in the minimal basis set. The DZ basis gives the better value, but the heat of formation is not improved against the minimal basis set. The SZP basis gives the best value for the bond length of As\textsubscript{4} and reproduces the experimental heat of formation, though it does not give a good value for the bond length of As\textsubscript{2}. Since the As\textsubscript{4} cluster is in Td symmetry, the As-As-As angle is only 60°, and then the polarization d functions are necessary for representing the As-As bond of As\textsubscript{4}. These results show that the SZP basis is the best compromise for the present calculation.

The dissociation reaction of As\textsubscript{4} to two As\textsubscript{2} are examined assuming D\textsubscript{2h} symmetry. Fig 2 shows the schematic reaction path and the explicit reaction path.
Table I
Examination of the accuracy of several basis sets.

<table>
<thead>
<tr>
<th></th>
<th>SZ</th>
<th>DZ</th>
<th>SZP</th>
<th>DZP</th>
<th>Exptl</th>
</tr>
</thead>
<tbody>
<tr>
<td>As₂ bond length</td>
<td>2.297</td>
<td>2.139</td>
<td>2.22</td>
<td>-</td>
<td>2.1026</td>
</tr>
<tr>
<td>As₄ bond length</td>
<td>2.7117</td>
<td>2.5795</td>
<td>2.5654</td>
<td>-</td>
<td>2.435</td>
</tr>
<tr>
<td>Heat of formation (kcal/mol) for 2 As₂ → As₄</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hartree-Fock</td>
<td>-35.93</td>
<td>-7.94</td>
<td>-60.10</td>
<td>-36.77</td>
<td>-54.1</td>
</tr>
<tr>
<td>MP2</td>
<td>-4.93</td>
<td>+3.55</td>
<td>-54.51</td>
<td>-46.38</td>
<td></td>
</tr>
</tbody>
</table>

Figure 2. Schematic representation of the dissociative reaction path of As₄ to two As₂. The system is kept in D₂h symmetry.
shown in Fig 3 is optimized by the HF calculation whose accuracy is within 0.1 Å. The geometries are summarized in Table II. The potential curve along the path is shown in Fig 4, and the solid and broken lines stand for the results of the HF and MP2 methods, respectively. The potential curves by the MP2 and HF methods are similar to each other but the As-As bond length of the MP2 method is shorter than that of the HF method.

The As₄ cluster at the equilibrium Td symmetry is at point 8 and the two isolated As₂ molecules are at point 1. The As₄ molecule is 67.0 kcal/mol more stable than the two As₂ molecules. The energy barrier for the dissociation from As₄ to As₂ is 140.4 kcal/mol and the energy barrier for the combination of two As₂ to As₄ is 73.4 kcal/mol. This result shows that the As₄ cluster is stable enough on the surface heated at 600K. Furthermore, the dissociation of As₄ to As₂ molecule does not occur in vacuum and the As₂ beam does not give As₄ cluster in vacuum. Therefore, the reaction mechanism of the GaAs crystal growth by As₄ beam and that by As₂ beam previously reported are studied independently to each other.

4. Reaction of As₄ cluster with Ga atom

We first study the reaction between a Ga atom and an As₄ cluster. The As₄ cluster is kept in the Td symmetry and we examine three reaction paths shown in Fig 5 which correspond to the Ga adsorptions on the on-top, bridge and three-fold hollow site of the As₄ cluster. Throughout the reactions, the system is kept in C₃, C₂ᵥ, and C₃ symmetries, respectively and other lower symmetry paths are not examined. Since this is an open-shell system, the calculations are preformed by the Roothaan open-shell HF method and further electron correlations are not considered. The geometries of all the Ga and As atoms are optimized within the accuracy of 0.1 Å. Fig 6 shows the potential curves along the three paths depicted in Fig 5. At point 1, the As₄ cluster keeps the Td symmetry and the As-As bond length is 2.565 Å which is the value of the free As₄ molecule. Since all the potential curves are repulsive and do not give any bound state, the Ga atom and the As₄ cluster do not react to form

![Figure 3. Reaction path for the As₄ dissociation to two As₂ molecules. This reaction path keeps C₂ᵥ symmetry. Rₐ stands for the distance between the two As atoms and Rₐ the distance between the two As₂ molecules.](image-url)
Figure 4. Potential curves for the As$_4$ dissociation to two As$_2$ molecules. The solid line represents the result of HF method and the broken line the MP2 method.
Figure 5. Schematic representation of the three reaction paths of the Ga + As₄ system:
attacking on top, bridge, and three-fold hollow sites.

Figure 6. Potential curves calculated by the ROHF method for the Ga + As₄ systems shown in Fig 5.
GaAs₄ cluster. This result is different from that for the As₂ cluster studied previously, that is, the As₂ cluster reacts with the Ga atom without activation energy and gives the GaAs₂ cluster which plays an important role as an intermediate species in the crystal growth by the As₂ molecular beam.

5. Adsorption of As₄ on a Ga-stabilized GaAs flat surface

We study in this section the adsorption of the As₄ cluster on a Ga-stabilized GaAs flat surface. The reaction path is schematically represented in Fig 7: from point 1 to 7 the As₄ cluster approaches the cluster and is adsorbed, and from point 7 to 10 two As atoms directly interacting with the surface is kept on the surface and the other two As atoms combine to make an As₂ cluster which desorbs from the surface. We show in Fig 8 the reaction path optimized by the HF calculation with assuming C₂ᵥ symmetry. Table III gives the geometry of the approaching As₄ cluster with the accuracy of 0.1 Å. Only the four As atoms of the approaching As₄ cluster are optimized with the Ga₈As₈H₁₈ cluster fixed. The electronic charges of the two different As atoms of the As₄ cluster are summarized in Table IV. We show the calculated potential curve along the reaction path in Fig 9. The broken line represents the HF result and the solid line the MP2 result. From points 1 to 7, the horizontal axis stands for the Ga-As distance, that is the distance from the As of the As₄ cluster to the surface Ga of the Ga₈As₈H₁₈ cluster, and from point 7 to 10, the axis stands for the As-As distance of the adsorbed As₄ cluster.

The potential curve has only one minimum at point 7 and two maxima at points 4 and 10: passing through the initial barrier at point 4, the As₄ reaches the molecular adsorption geometry at point 7 and then the dissociatively adsorbed one at point 10. At point 1, the optimized As-As bond length is 2.565 Å which is the same as that of the free As₄ cluster. The barrier height at point 4 is 61.5 kcal/mol. After passing this barrier, the As atoms become slightly negatively charged and the As₄ cluster is adsorbed keeping its tetrahedral form. The molecular adsorption corresponds to the geometry at point 7. At the HF level, the molecular adsorption state of As₄ is
Table III
Geometry of the As atom along the reaction path shown in Fig 8a.

<table>
<thead>
<tr>
<th>Position</th>
<th>$R_{Ga-As}$</th>
<th>$R_{As1-As1}$</th>
<th>$R_{As2-As2}$</th>
<th>$R_{As1-As2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5.0</td>
<td>2.565</td>
<td>2.565</td>
<td>2.565</td>
</tr>
<tr>
<td>2</td>
<td>3.5</td>
<td>2.565</td>
<td>2.565</td>
<td>2.565</td>
</tr>
<tr>
<td>3</td>
<td>3.25</td>
<td>2.565</td>
<td>2.565</td>
<td>2.565</td>
</tr>
<tr>
<td>4</td>
<td>3.0</td>
<td>2.565</td>
<td>2.565</td>
<td>2.565</td>
</tr>
<tr>
<td>5</td>
<td>2.75</td>
<td>2.6</td>
<td>2.528</td>
<td>2.56</td>
</tr>
<tr>
<td>6</td>
<td>2.25</td>
<td>3.2</td>
<td>2.513</td>
<td>2.50</td>
</tr>
<tr>
<td>7</td>
<td>2.0</td>
<td>3.3</td>
<td>2.513</td>
<td>2.44</td>
</tr>
<tr>
<td>8</td>
<td>1.9</td>
<td>3.74</td>
<td>2.860</td>
<td>2.40</td>
</tr>
<tr>
<td>9</td>
<td>1.8</td>
<td>4.16</td>
<td>2.981</td>
<td>2.30</td>
</tr>
<tr>
<td>10</td>
<td>1.77</td>
<td>4.3</td>
<td>5.555</td>
<td>2.22</td>
</tr>
</tbody>
</table>

- **a** The reaction path keeps the C$_{2v}$ symmetry.
- **b** Distance to the Ga surface.
- **c** As1 stands for the As atom contacting with the surface.
- **d** As2 stands for the As atom at top position of the adsorbed As$_4$ cluster.
Table IV
Mulliken gross charges of the As atoms of the As₄
cluster along the reaction path shown in Fig. 8.

<table>
<thead>
<tr>
<th>Position</th>
<th>Ga₈As₈H₁₈ cluster</th>
<th>Ga₈As₁₀H₂₀ cluster</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>As¹</td>
<td>As²</td>
</tr>
<tr>
<td>1</td>
<td>+0.04</td>
<td>-0.04</td>
</tr>
<tr>
<td>2</td>
<td>+0.06</td>
<td>-0.07</td>
</tr>
<tr>
<td>3</td>
<td>+0.07</td>
<td>-0.07</td>
</tr>
<tr>
<td>4</td>
<td>+0.04</td>
<td>-0.01</td>
</tr>
<tr>
<td>5</td>
<td>+0.03</td>
<td>-0.03</td>
</tr>
<tr>
<td>6</td>
<td>-0.12</td>
<td>-0.08</td>
</tr>
<tr>
<td>7</td>
<td>-0.20</td>
<td>-0.05</td>
</tr>
<tr>
<td>8</td>
<td>-0.26</td>
<td>-0.06</td>
</tr>
<tr>
<td>9</td>
<td>-0.37</td>
<td>-0.07</td>
</tr>
<tr>
<td>10</td>
<td>-0.56</td>
<td>0.00</td>
</tr>
</tbody>
</table>

1 As atoms directly contacting with the surface.
2 Other As atoms which are finally released into vacuum.
calculated to be stable relative to the initial state, but the consideration of the electron correlation reveals that the molecular adsorption energy is -10.3 kcal/mol, and therefore less stable than the initial state. The geometry is shown in Fig 8: the Ga-As length is 2.0 Å and the As-As length close to the surface is 3.3 Å, longer than that of the free As₄ 2.565 Å. Two As atoms contacting with the surface become charged to -0.20 and the other two As atoms become charged to -0.05: the As₄ is charged by -0.5. As the reaction proceeds, the length of the As₂ contacting on the surface becomes longer indicating that this As-As bond is dissociated on the surface and their charges suddenly increase, -0.20 at point 7 but -0.56 at point 10. Finally, these two As atoms reach the dissociated adsorption at point 10 which is 16.7 kcal/mol less stable than the initial state. There, the optimized As-Ga distance of the adsorbed As atoms is 4.3 Å which is slightly longer than that in the GaAs crystal which is indicated by the asterisks in Fig 8. The optimized As-Ga distance on the surface is 2.71 Å which is slightly shorter than 2.827 Å, the experimental As-Ga distance for the crystal. The charge of these As atoms -0.56 is similar to the value -0.48 which is the average for the inner As atoms of the cluster. On the other hand, the other two As atoms more distant from the surface are kept to be almost neutral throughout this reaction. They are repelled from the surface especially at the final stage (points 9 and 10) of the reaction.

Since the dissociative adsorption state necessary for the crystal growth is less stable than the molecular adsorption state or the initial state, and the energy barrier for molecular adsorption 61.5 kcal/mol is too high to get over at 600K, the As₄ cluster irradiated on the surface will be desorbed back to the vacuum and the crystal growth is hard to occur in this mechanism.

6. Adsorption of As₄ at a step site of a GaAs surface

The step site of the Ga-stabilized GaAs(100) surface is simulated by the Ga₈As₁₀H₂O cluster shown in Fig 1. Two As atoms which represent two As atoms at the step site are added at the edge of the Ga₈As₈H₁₈ cluster dealt with in the preceding section. We use the same reaction path as that calculated in section 5. The electronic charges of the four As atoms along the path are summarized in the right-hand side of Table IV. The calculated potential surface along the reaction path is shown in Fig 10. The broken line represents the result of the HF method and the solid line the MP2.

The potential curve has two minima at points 7 and 10 and two maxima at points 3 and 9: passing through the initial barrier at point 3, As₄ reaches the molecular adsorption state at point 7 and then going beyond the barrier at point 9, it is dissociatively adsorbed at point 10. The barrier height at point 3 is 33.6 kcal/mol. After passing this barrier, the As atoms become slightly negatively charged and the adsorbed As₄ is almost in a tetrahedral form. The molecular adsorption is found at point 7 with the adsorption energy of 20.5 kcal/mol and the As atoms are suddenly charged around this point: the charge of the As atoms contacting with the surface is -0.03 at point 5 but becomes -0.22 at point 7. The calculated energy barrier of 33.6 kcal/mol is about a half of that of 61.5 kcal/mol for the flat surface of section 5.

After passing this point, the As-As length of the As₂ contacting on the surface becomes longer and the cluster reaches the second barrier at point 9. The energy barrier height is 18.0 kcal/mol higher than the molecular adsorption state. Finally, the dissociative adsorption occurs at point 10 with the adsorption energy of 94.4 kcal/mol. Though the HF calculation shows that the final state is less stable than the molecular adsorption state, the correlated MP2 calculation reveals that the reaction proceeds. Throughout the reaction, the charge of the As atoms contacting with the surface changes dramatically, though the other As atoms are kept almost neutral. The first barrier is due to the electron transfer from the surface to the As₄ cluster and the second one is due to the dissociation of the adsorbed As₄ cluster. The charge of the adsorbed As atom is almost equal to the charge of the surface As atom of -0.21 in our previous study [1]. The calculated molecular adsorption energy of 20.5 kcal/mol is larger than the experimental value of 8.8 kcal/mol [4].
Since the dissociative adsorption necessary for the crystal growth occurs more easily than the molecular adsorption and the energy barrier is about 30 kcal/mol, the \( \text{As}_4 \) cluster is likely to be adsorbed and dissociated at the step site of the GaAs surface. This result is in sharp contrast to the result for a flat surface. We therefore suggest that by the \( \text{As}_4 \) molecular beam, the As layer could grow at a step site of the GaAs surface with desorbing out \( \text{As}_2 \) from the surface.

7. Coadsorption of two \( \text{As}_4 \) on a Ga-stabilized GaAs surface

We finally study the possibility of coadsorption of two \( \text{As}_4 \) clusters on a Ga-stabilized GaAs surface. The Ga-stabilized GaAs(100) flat surface is simulated by the \( \text{Ga}_8\text{As}_3\text{H}_{12} \) cluster shown in Fig 1. The reaction path is explained in Fig 11, that is, from point 1 to 2 the two \( \text{As}_4 \) clusters are coadsorbed on the GaAs surface, from 2 to 4, two \( \text{As}_4 \) clusters coadsorbed molecularly on the GaAs surface couple, and from point 4 to 6 the four As atoms directly interacting with the surface are adsorbed on the surface and at the same time, the other four As atoms rearrange to make an \( \text{As}_4 \) cluster which desorbs out from the surface. We explain the reaction path in more detail using Fig 12: from point 2 to 3, the As atoms contacting directly with the surface are fixed at the molecularly adsorbed position (i.e. point 7 in Fig 7) calculated in section 5; and from point 4 to 6 they are fixed at the dissociatively adsorbed position (i.e. point 10 in Fig 7) calculated in section 5. The other four As atoms are optimized by the HF calculation within the accuracy of 0.1 \( \text{Å} \) by assuming \( \text{C}_2\text{v} \) symmetry with the \( \text{Ga}_8\text{As}_3\text{H}_{12} \) cluster fixed. Geometries and the electronic charges of these As atoms along the reaction path are summarized in Tables V and VI, respectively, and the calculated potential curve is shown in Fig 13. The dashed line represents the result of the HF method and the solid line that of the MP2 method. From point 1 to 4, the horizontal axis stands for the As-As distance, that is the distance between the As atoms indicated by the filled circles in Fig 11, and from point 4 to 6, the axis stands for the Ga-As distance, that is the distance from the As atom of the desorbing \( \text{As}_4 \) molecule to the surface Ga atom.
Figure 11. Schematic representation of the dissociation of the coadsorbed two As$_4$ clusters. From the two As$_4$ coadsorbed on the cluster, four As atoms are dissociatively adsorbed on the surface and the other four As atoms are released into vacuum as an As$_4$ cluster. Filled circle is given to distinguish the two As atoms.

Figure 12. Reaction path for the coadsorption of two As$_4$ clusters on a GaAs (100) surface. This reaction path keeps C$_{2v}$ symmetry. Double circles stand for the same As atom.
Table V
Geometry of the As atoms along the reaction path shown in Figs 11 and 12.

<table>
<thead>
<tr>
<th>Position</th>
<th>R_{Ga-As}</th>
<th>R_{As-As}</th>
<th>R_{As-As}</th>
<th>R_{As-Ga}</th>
<th>R_{a}</th>
<th>R_{b}</th>
<th>R_{bb}</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5.0</td>
<td>2.565</td>
<td>12.0</td>
<td>7.0</td>
<td>9.43</td>
<td>12.00</td>
<td>14.57</td>
</tr>
<tr>
<td>2</td>
<td>2.0</td>
<td>3.3</td>
<td>3.998</td>
<td>2.28</td>
<td>3.5</td>
<td>5.66</td>
<td>7.8</td>
</tr>
<tr>
<td>3</td>
<td>2.0</td>
<td>3.3</td>
<td>3.998</td>
<td>2.85</td>
<td>2.5</td>
<td>4.94</td>
<td>7.5</td>
</tr>
<tr>
<td>4</td>
<td>1.77</td>
<td>4.3</td>
<td>3.998</td>
<td>3.48</td>
<td>4.3</td>
<td>4.19</td>
<td>7.2</td>
</tr>
<tr>
<td>5</td>
<td>1.77</td>
<td>4.3</td>
<td>3.998</td>
<td>4.79</td>
<td>2.565</td>
<td>2.7</td>
<td>2.6</td>
</tr>
<tr>
<td>6</td>
<td>1.77</td>
<td>4.3</td>
<td>3.998</td>
<td>6.0</td>
<td>2.565</td>
<td>2.565</td>
<td>2.565</td>
</tr>
</tbody>
</table>

1. Distance between the four equivalent As atoms adsorbed on the surface and the surface Ga atom.
2. Distance between the As atoms of the same As$_4$ cluster.
3. Distance between the As atoms of different As$_4$ clusters.
4. Distance between the As atoms and the surface Ga atom.
5. As atoms indicated by "a"; filled circle in Fig 11.
6. As atoms indicated by "b"; shaded circle in Fig 11.

Table VI
Mulliken gross charges of the As atoms of the As$_4$ cluster along the reaction path shown in Figs 11 and 12.

<table>
<thead>
<tr>
<th>Position</th>
<th>adsorbed As$^1$</th>
<th>As$_3^2$</th>
<th>As$_b^3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.02</td>
<td>+0.03</td>
<td>-0.00</td>
</tr>
<tr>
<td>2</td>
<td>-0.18</td>
<td>+0.03</td>
<td>-0.01</td>
</tr>
<tr>
<td>3</td>
<td>-0.22</td>
<td>+0.06</td>
<td>-0.02</td>
</tr>
<tr>
<td>4</td>
<td>-0.21</td>
<td>+0.05</td>
<td>+0.02</td>
</tr>
<tr>
<td>5</td>
<td>-0.19</td>
<td>+0.04</td>
<td>-0.04</td>
</tr>
<tr>
<td>6</td>
<td>-0.18</td>
<td>+0.02</td>
<td>-0.02</td>
</tr>
</tbody>
</table>

1. As atoms directly contacting with the surface.
2. As atoms indicated by "a", filled circle in Fig 11.
3. As atoms indicated by "b", shaded circle in Fig 11.
The potential curve has two minima at points 2 and 4, and two maxima at points 3 and 6: \( \text{As}_4 \) is molecularly coadsorbed at point 2 and then dissociatively adsorbed at point 6. At point 1, the optimized As-As bond length is 2.565 Å which is the same as that of a free \( \text{As}_4 \) molecule. The molecular adsorption at point 2 occurs with the adsorption energy of 138.1 kcal/mol and then the \( \text{As}_4 \) cluster collapses with the barrier of 19.6 kcal/mol indicating that the two \( \text{As}_4 \) clusters receive repulsive forces to each other. Four As atoms contacting with the surface are charged to -0.18 and the other four As atoms are charged to only +0.03 and -0.01. Beyond this point, two \( \text{As}_4 \) clusters come closer to each other and the four As atoms on top of the \( \text{As}_4 \) cluster combine at point 4 with the energy barrier of 25.4 kcal/mol. Finally, the As atoms reach the dissociative adsorption state at point 6 which is 129.7 kcal/mol more stable than the initial state and 8.4 kcal/mol less stable than the coadsorption state. There, four As atoms combine and desorb as a \( \text{As}_4 \) cluster from the surface and the other four As atoms are adsorbed on the Ga stabilized surface. Throughout the reaction, the change of the charges of the As atoms is very monotonous and kept almost constant; the charge of the adsorbed As is kept in the range of -0.18 to -0.22 and that of the desorbed As is almost neutral, -0.04 to +0.06. The charge of the adsorbed As at point 6, -0.18 is similar to the value -0.24 of the adsorbed As atom at the step site in section 5. The MP2 result shows a minimum at point 4. Since the actual surface is heated up to 600K, the As atoms would be able to reach points 5 and 6. However, since the minimum lies at near point 4, there would be a large possibility of finding \( \text{As}_4 \) molecule around there.

Pairwise adsorption of two \( \text{As}_4 \) clusters will scarcely occur because of the repulsive interaction between two \( \text{As}_4 \) clusters. If the molecularly adsorbed \( \text{As}_4 \) clusters could migrate on the surface and meet together, they would form a coadsorption state and react. The adsorption energy of 129.7 kcal/mol is obtained from the results of sections 3, 5, and 6. Namely, the reaction

\[
2 \text{As}_4 \text{(gas)} \rightarrow \text{As}_4 \text{(gas)} + 4 \text{As} \text{(adsorbed on surface)}
\]

is constructed from the following three reaction steps.
(step 1) One As$_4$ is adsorbed on a flat surface and dissociated into two As atoms on the surface and the As$_2$ molecule is released into vacuum.

As$_4$ (gas) $\rightarrow$ 2As (surface) + As$_2$ (gas)

This reaction is simulated in section 5 and the reaction energy is given as -16.7 kcal/mol.

(step 2) Another As$_4$ is adsorbed on the surface near the previously adsorbed two As atoms. This corresponds to the adsorption at a step site simulated in section 6 and the reaction formula is the same as that given in step 1. The reaction energy is calculated as 94.4 kcal/mol.

(step 3) The released two As$_2$ clusters react and give an As$_4$ cluster.

As$_2$ (gas) + As$_2$ (gas) $\rightarrow$ As$_4$ (gas)

This step is simulated in section 2 and the reaction energy is calculated as 54 kcal/mol.

Summation of the energies of the three steps gives 131.7 kcal/mol which is almost equal to the reaction energy of 129.7 kcal/mol in this section.

The adsorption energy of a single As$_4$ cluster is -10.3 kcal/mol on a flat surface or +20.5 kcal/mol at a step site as calculated in sections 5 and 6, respectively. The adsorption energy for the coadsorption, 138.1 kcal/mol is remarkably large in comparison with these values showing the stabilization by the coadsorption. We now apply the discussion similar to the above one to the molecular adsorption. The coadsorption

$$2 \text{As}_4 \text{ (gas)} \rightarrow 2 \text{As}_4 \text{ (coadsorbed)}$$

is divided into the following two reaction steps.

(step 1) Two As$_4$ are adsorbed apart by a long distance on the surface with the adsorption energy of 20.5 kcal/mol at a step site as discussed in section 6.

2 As$_4$ (gas) $\rightarrow$ 2 As$_4$ (adsorbed)

(step 2) They approach to each other by a migration on the surface, interact and become into the coadsorption state.

2 As$_4$ (adsorbed) $\rightarrow$ 2 As$_4$ (coadsorbed)

Since the sum of the molecular adsorption energy in step 1 and the energy change by the coupling in step 2 is equal to the coadsorption energy of 138 kcal/mol given in this section, the energy change by the coupling is estimated to be about 100 kcal/mol.

This reaction path is fixed to C$_{2v}$ symmetry, though the movement of the As atom from point 3 to 4 requires a lower symmetry of at least C$_2$ symmetry. Therefore, the exact transition state is not necessarily at point 4 and a higher barrier is expected. However, the potential curve is smooth and the barrier is not so sensitive to the geometrical change. Therefore the energy barrier of 25.4 kcal/mol is somewhat reliable.

This result shows that when the adsorbed As$_4$ migrates on the surface, the coupling of two As$_4$ is preferable and the energy barrier for the reaction

$$2 \text{As}_4 \text{ (coadsorbed)} \rightarrow \text{As}_4 \text{ (gas)} + 4 \text{As (adsorbed)}$$

is only 25.4 kcal/mol. We therefore conclude that this reaction occurs and a new As-layer grows on the surface with desorbing the As$_4$ molecule.

8. Concluding remarks

At a step site of the Ga-stabilized surface, the As$_4$ cluster shows molecular adsorption and the two adsorbed As$_4$ clusters give the coadsorption state which gives a new As-layer with releasing an As$_4$ cluster into vacuum. Furthermore, we suggest the possibility of the reaction involving only a single As$_4$ cluster. These energy profiles are summarized as follows and a qualitative representation is given in Fig 14.

(1) The As$_4$ cluster of the beam is molecularly adsorbed at a step site of the Ga-stabilized GaAs surface with the energy barrier of 30.3 kcal/mol. This is the rate-determining step in the crystal growth.

As$_4$ (gas) + Ga (surface) $\rightarrow$ As$_4$ (adsorbed) + Ga (surface) \hspace{1cm} (30.3 \text{ kcal/mol})

(2) Two As$_4$ clusters adsorbed on the Ga-stabilized GaAs surface may migrate and collide together giving the coadsorption state.

2 As$_4$ (gas) + Ga (surface) $\rightarrow$ 2 As$_4$ (coadsorbed) + Ga (surface)
(3) The coadsorbed As₄ clusters are reconstructed to give the four As atoms dissociatively adsorbed on the surface to make a new As-layer and the other four As atoms make an As₄ cluster and desorb from the surface with the energy barrier of 25.4 kcal/mol.

\[
2 \text{As}_4 \text{(coadsorbed)} \rightarrow \text{As}_4 \text{(gas)} + 4 \text{As (surface)} \quad (25.4 \text{ kcal/mol})
\]

The energy barrier for the reaction involving only a single As₄ cluster is 18.0 kcal/mol as discussed in Sec 6. This energy barrier is lower than that of Sec 7, 25.4 kcal/mol and the sticking coefficient of this reaction (=0.5) is consistent with that of the experimental value which is less than 0.5. Then we suggest the following reaction step could occur.

(4) The molecularly adsorbed As₄ given above is dissociated thermally and a new As layer grows on the Ga-stabilized surface with the energy barrier of 18.0 kcal/mol.

\[
\text{As}_4 \text{(adsorbed)} \rightarrow \text{As}_2 \text{(gas)} + 2 \text{As (surface)} \quad (18.0 \text{ kcal/mol})
\]

We thus have confirmed the reaction involving two As₄ clusters, steps 2 and 3 which were experimentally proposed previously. Furthermore, we can very roughly estimate the magnitude of the reaction probability from the calculated reaction barrier: Namely the reaction involving a single As₄ cluster would occur more easily than the one involving two As₄ clusters, but the rate-determining step is the molecular adsorption step (1) in the crystal growth. In the previous paper Bonapasta et al. showed that the Ga atom is adsorbed on a As-stabilized surface without energy barrier [16]. Then the irradiation of the As₄ cluster and Ga atom beams make the As and Ga layer alternatively and the GaAs crystal grows. It must be noted finally that the reaction steps examined in this study are only a part of the possible reactions on the surface and another reaction can be assumed.

Acknowledgements

The calculations have been carried out with the FACOM M-1800 computer at the Data Processing Center of Kyoto University and the HITAC M-680H at the Institute for Molecular Science. The authors thank the IMS computer center for the
grants of computing time. Part of this study has been supported by the Grant-in-Aid for Scientific Research from the Japanese Ministry of Education, Science, and Culture.

Reference

PART III
Theoretical study of the hydrolysis of guanosine triphosphate in ras-p21 protein

Abstract
We studied the hydrolysis reaction of GTP in p21 by the ab-initio method and molecular dynamics simulation by assuming two reaction mechanisms: GB61 and an alternative reaction proposed by Langen et al.. The only difference between them is the location of the proton in their intermediates; in GB61 the proton is on the glutamine 61, while in another mechanism it is on the $\gamma$-phosphate. The lower energy barrier is given by mechanism A, and its $\Delta G^+$ of 28 kcal/mol is similar to the observed $\Delta G^+$ of 23 kcal/mol. In contrast, GB61 gives a very high $\Delta G^+$ of 115 kcal/mol and an unstable intermediate. The difference in the free energy of the intermediates was estimated by the free energy perturbation (FEP) method. The results show that, even considering the solvation and protein effect, the intermediate of GB61 is 54 kcal/mol less stable than that of mechanism A. Therefore, we conclude that mechanism A is most likely to occur in the hydrolysis of GTP in ras p21.
1. Introduction

The ras family of protooncogenes are of particular interest, since they have been implicated in the development of numerous tumors. The ras gene products are so-called p21 proteins which bind guanine nucleotides with high affinity and are thought to be involved in various signal transduction pathways in many cell types. The p21-Guanosine diphosphate (GDP) complex receives a signal from an upstream element, and GDP is then exchanged for Guanosine triphosphate (GTP) which converts inactive p21-GDP complex to the active p21-GTP complex. p21-GTP is able to transmit the signal downstream to an appropriate target. The active p21-GTP complex is converted to the inactive GDP complex by hydrolysis of GTP to GDP. A recent study proposed that glutamine 61 (Gln61) helps to facilitate the nucleophilic attack on the γ-phosphate by activating a water molecule (GB61 mechanism) [1]. Although the proposed mechanism was not described in detail, it seems to imply that Gln61 acts as a general base in this hydrolysis. Such a mechanism is consistent with the observation of a water molecule between Gln61 and GTP, perfectly positioned for a direct in-line attack on the γ-phosphate. However, despite the appealing structural evidence, this mechanism has not been fully established. The previous study indicated that Gln61 is not likely to be a general base in the reaction. An alternative mechanism (mechanism A) was proposed by Langen et al.[2] in which the γ-phosphate itself activates a water molecule.

The x-ray structure shows that Gln61 is located at the surface of the protein and can not play any role in the hydrolysis because of its geometry [3]. In contrast, a molecular dynamics simulation has revealed that Gln61 can rotate in the solution and can be positioned in a good conformation for the reaction [4]. Therefore, a molecular dynamics simulation is necessary in this study to obtain a reactive conformation.

Figure 1 shows the hydrolysis mechanism by mechanism A and GB61. In the GB61 mechanism, the initial step is proton transfer from H₂O to an oxygen

Fig 1. Reaction mechanism GB61 and mechanism A.
atom of Gln61. This is followed by an addition-elimination mechanism, i.e., the reactive species OH- attacks the γ-phosphate to produce a tetragonal intermediate. Finally, the intermediate turns over and the γ-phosphate desorbs from GDP. However, it has been observed experimentally that all of the H⁺ are desorbed from the γ-phosphate of GTP. Therefore, we can assume a proton-transfer from H₂O to an O atom of the γ-phosphate. In mechanism A, the initial step is proton transfer from H₂O to the O atom of the γ-phosphate. The subsequent steps are identical to those of the GB61 mechanism. The only difference between the intermediate in GB61 and that in mechanism A is the location of the proton; in GB61 the proton is on Gln61, while in mechanism A it is on the γ-phosphate. The current study examines the GB61 mechanism and mechanism A by using the structure of ras p21 to evaluate the energetics of the assumed proton-transfer process. This is achieved by the ab-initio method and the molecular dynamics simulation.

2. Computational method

Figure 2 shows the reaction center of the hydrolysis and the cluster model for mechanism A and GB61. The H₂O molecule approaches and reacts with the cluster in one of the two ways shown in Fig 1, which are discussed in Sections 4 and 5, respectively. The H atoms cap the artificial dangling bonds of the NH₃ and P₂O₃ clusters.

The Gaussian basis sets are double zeta (9s5p)/(4s2p) sets [5] with a polarization function for the important atoms and minimal (STO-3G) sets for the less important atoms[6]; the double zeta basis sets are used for the P, O and H atoms located in the reaction center, and the other Mg, P, C, O and H atoms of the cluster are treated with the minimal basis sets. The atoms treated with the double zeta basis are indicated by asterisks in Fig 2.

All of the calculations were performed by the Hartree-Fock (HF) method with the Möller-Plesset second order perturbation (MP2) method using the
GAUSSIAN88 program [7]. The molecular dynamics simulations were carried out using the AMBER version 4 [8], that had been partially modified for this purpose, and COSMOS90 [9] molecular dynamics programs. The simulations used an all-atom force field without any cut-off of the interactions for minimization and a molecular dynamics simulation. The molecules were immersed in a box of TIP3P water [10]. All of the covalent bonds involving hydrogen were constrained. The simulations were performed at 300 K, at an integration step of 0.5 fs. The force field parameters were those given by Cannon [11] for GTP, and the AMBER force field parameters were used for the protein and Mg atoms. To estimate the effect of the protein and the solvent, we estimated the difference in free energy between the intermediates of GB61 and mechanism A using the free energy perturbation method. During the reaction, a reactive water molecule is initially represented by a rigid model (TIP3P), but then becomes OH⁻ and H⁺, which are treated by an all-atom model. Therefore, it is difficult to estimate the change in the effect of the solvent throughout the course of the reaction.

3. Hydrolysis of phosphate by mechanism A

To obtain the geometry of the reaction center, a molecular dynamics simulation was performed. A snapshot view of close to the minimized geometry is shown in Figures 3 and 4. Figure 3 shows the p21 protein and the binding GTP; the water molecules are covered and the reaction center, Gln61, the reactive water molecule and the γ-phosphate are shown. Figure 5 shows a cluster model which represents the reaction center and the reaction structures: i.e., initial, transition state and tetragonal intermediate. Since the rate-determining step is the proton transfer from H₂O, the proton transfer from H₂O to the tetragonal-γ-phosphate intermediate is calculated. The binding site for GTP includes a Mg atom which binds with threonine 35 (Thr35) throughout the reaction. NH₄ represents a side chain of lysine 16 (Lys16) which forms a
Fig 5. Initial, transition state and intermediate structures, and each energy level in mechanism A.
hydrogen bond with GTP. Only the γ-phosphate and H₂O are optimized in each reaction step, while the other components (β-phosphate, Mg and NH₄) are fixed in the x-ray structure. The energy barrier is 28 kcal/mol and a reaction energy of 23 kcal/mol is given for the tetragonal-intermediate. The experimental energy barrier ΔG⁺ is 23 kcal/mol[12]. The calculated ΔG⁺ is similar to the observed value despite of the absence of the solvation effect and the dynamic effect.

Table I shows the effect of Gln61 residue on the transition state structure. This Table shows the H-O distance in the water molecule and the distance between the H of H₂O and the O atom of the γ-phosphate. Since Gln61 can rotate freely, the distance between the Gln and the γ-phosphate changes within a range of 4-6 Å. These distance change of only 0.1-0.2Å respect to the geometry change of the Gln61. These results show that the effect of the geometry of the Gln61 is negligible.

4. Hydrolysis of phosphate by reaction mechanism GB61

Figure 6 shows a cluster model which represents the reaction center and the reaction structure: i.e., initial, transition state and tetragonal intermediate. The cluster model consists of a fragment of the Gln, the γ-phosphate, and H₂O. The distance between the Gln61 fragment and the γ-phosphate is fixed at 6 Å to maintain the geometry in Fig 4. Due to the rotation of the side chain of Gln61, the distance is not constant in the solvent. Therefore, this configuration is only expedient. The calculated ΔG⁺ of 115 kcal/mol greatly exceeds the experimental value of Δg⁺ of 23kcal/mol. The final state is 99 kcal/mol more unstable than the initial state.

The final states of mechanism A and GB61 show different positions for the H⁺: the H⁺ is located on the O atom of the γ-phosphate and on the O atom of Gln61, respectively. The energy difference of the intermediates is due to the difference in binding energy between the O-H bond in the γ-phosphate and the

<table>
<thead>
<tr>
<th>phosphate-Gln</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>distance (Å)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R₀H₁</td>
<td>1.20</td>
<td>1.20</td>
<td>1.15</td>
</tr>
<tr>
<td>R₀H₂e</td>
<td>1.25</td>
<td>1.25</td>
<td>1.20</td>
</tr>
</tbody>
</table>

a: distance between the P of the γ-phosphate and the C₅ of Gln.
b: distance between the H of the activated water molecule and the O of the γ-phosphate.
c: distance between the O and the H within the activated water molecule.
The binding energy of the O-H bond in the glutamine cation (GlnH⁺) is calculated as 305 kcal/mol, and that of the Gln is calculated as 220 kcal/mol in the gas phase. Since the binding energy difference of 85 kcal/mol (305 - 220 kcal/mol) is very similar to the energy difference of these intermediates (99 - 23 kcal/mol = 77 kcal/mol), the instability of the intermediate in GB61 is not due to the small size of the cluster model, but rather to the unstable O-H bond in GlnH⁺.

Table II shows the effect of the γ-phosphate on the transition state structure. This Table shows the H-O distance in the water molecule and that between H of H₂O and the O atom of γ-phosphate. Since Gln 61 can rotate freely, the distance between the Gln and the γ-phosphate can changed within a range of 4-6 Å. These distance change only 0.1-0.2 Å respect to the geometry change of the Gln61. These results show that the effect of the geometry of the Gln61 is negligible.

In reaction mechanism A, since both the generated H⁺ and OH⁻ attack the γ-phosphate, the γ-phosphate remains neutral. In GB61, the generated H⁺ and OH⁻ attack Gln61 and the γ-phosphate, respectively, which are 6 Å apart. The Coulomb interaction between GlnH⁺ and the γ-phosphate makes this state unstable, and this interaction is strongly affected by solvent molecules. Therefore, the solvation effect reduces the energy difference between the intermediate in GB61 and that in mechanism A.

5. Simulation study

The only difference between the intermediates in GB61 and mechanism A is the location of the proton; in GB61 the proton is on Gln61 and in mechanism A it is on the γ-phosphate. In the gas phase, the ab-initio study showed that the intermediate in GB61 is 77 kcal/mol more unstable than that in mechanism A. Since GB61 shows charge polarization (GlnH⁺ and PO₃H⁻) while mechanism A gives a neutral intermediate (PO₃H₂), a strong solvent effect is expected in
Table II. Geometry dependence of the transition state structure.

<table>
<thead>
<tr>
<th>phosphate-Gln distancea (Å)</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>ROH1b (Å)</td>
<td>1.19</td>
<td>1.22</td>
<td>1.08</td>
</tr>
<tr>
<td>ROH2c (Å)</td>
<td>1.50</td>
<td>1.40</td>
<td>1.39</td>
</tr>
</tbody>
</table>

a: distance between the P of the γ-phosphate and the C₈ of Gln.
b: distance between the H of the activated water molecule and the O of Gln.
c: distance between the O and the H within the activated water molecule.

If $\Delta G$ is the free energy difference between the intermediates of GB61 and mechanism A, then $\Delta G$ is given by the difference of the protonation energy of each intermediate:

$$\Delta G = G(GlnH^+ + PO_3H^-) - G(Gln + PO_3H_2)$$
$$= G(GlnH^+ + PO_3H^-) - G(Gln + PO_3H^-) - G(H^+)$$
$$= \Delta G_A - \Delta G_B$$

where $\Delta G_A$ is the protonation energy of Gln61 and $\Delta G_B$ is the protonation energy of the γ-phosphate.

$$\Delta G_A = G(GlnH^+ + PO_3H^-) - G(Gln + PO_3H^-) - G(H^+)$$
$$\Delta G_B = G(Gln + PO_3H_2) - G(Gln + PO_3H^-) - G(H^+).$$

Figure 7 shows a schematic representation of $\Delta G_A$, $\Delta G_B$ and the models of these states. We estimated the protonation energy with the effects of the protein and the solvent by the free energy perturbation (FEP) method [13].

$$\Delta G = G_1 - G_0$$

$$= \sum_i G_{\lambda(i+1)} - G_{\lambda(i)}$$

$$G_{\lambda(i+1)} - G_{\lambda(i)} = -k_BT \ln \exp \left[ - (V_{\lambda(i+1)} - V_{\lambda(i)})/k_BT \right] \lambda(i)$$

where $G_0$ and $G_1$ are the free energies of state 0 and 1, respectively, $V_{\lambda(i)}$ is the potential energy of state $\lambda(i)$, and $>_{\lambda(i)}$ represents the ensemble average of state $\lambda(i)$. The ensemble is evaluated from an MD trajectory with $V = V_{\lambda(i)}$.

The minimum value of the force field potential is not necessarily equal to the binding energy. Therefore, the force field and the FEP result must be corrected. To do so, the system is divided into two parts; reaction center region I and region O. The interaction E is divided into three components,

$$E = E_{II} + E_{IO} + E_{OO}$$

where the suffixes, II, OO and IO represent the interactions within regions I and O,
and the interaction between regions I and O. When region I is isolated, the ab-initio method and the empirical force field must give the same bonding energy, $E_{\text{ab-initio}} = E_{\text{empirical}}$. We apply an energy correction $E_{\text{corr}}$ to the empirical result, $E_{\text{ab-initio}} = E_{\text{empirical}} + E_{\text{corr}}$.

The addition of the constant to the force field does not influence the MD trajectory, and $\Delta G$ can be easily corrected as, $\Delta G = \Delta G_{\text{MD}} + E_{\text{corr}}$.

In this study, states 1 and 0 represent $[\text{GlnH}^+ + \text{PO}_5\text{H}^-]$ and $[\text{Gln} + \text{PO}_5\text{H}^+ + \text{H}^+]$ for GB61, and $[\text{Gln} + \text{PO}_5\text{H}_2]$ and $[\text{Gln} + \text{PO}_5\text{H}^- + \text{H}^+]$ for mechanism A, respectively (Fig 7; the protein and the solvent molecules are included in each state). Figure 8 shows region I for GB61 and mechanism A. The width of each window, $\Delta A$, is set at 0.2. $E_{\text{corr}}$ is estimated by using CH$_3$CONH$_2$ and P$_2$O$_5$H$_2$ for region I in GB61 and mechanism A, respectively.

\[ E_{\text{corr}} = E_{\text{ab-initio}} - E_{\text{empirical}} = 192 \text{ kcal/mol for CH}_3\text{CONH}_2 \]

\[ = 153 \text{ kcal/mol for P}_2\text{O}_5\text{H}_2, \]

FEP gives the corrected $\Delta G_A$ and $\Delta G_B$ as 173 and 227 kcal/mol, respectively, and the energy difference is

\[ \Delta G = \Delta G_A - \Delta G_B = 54 \text{ kcal/mol}. \]

The effect of the solvent and the protein field reduce the energy difference of the respective intermediates. However, the intermediate of GB61 is still 54 kcal/mol less stable than that of mechanism A. This result shows that GB61 is not likely to occur during hydrolysis.

6. Conclusion

We studied the mechanism of hydrolysis of GTP in p21 by the ab-initio method and molecular dynamics simulation by assuming two reaction mechanisms: GB61 and mechanism A. Figure 9 shows the energy diagram obtained with the ab-initio method. The lower energy barrier is given by mechanism A, and its $\Delta G^\ddagger$ of 28
Regions I and O for GB61 mechanism

Regions I and O for mechanism A

Fig 8. Schematic representation of the regions I and O.

Fig 9. Energy diagram of GB61 and mechanism A. The reference of the free energy is arbitrary.
kcal/mol is similar to the observed $\Delta G^\dagger$ of 23 kcal/mol. In contrast, GB61 gives a very high $\Delta G^\dagger$ and an unstable intermediate. The free energy difference is estimated by the FEP method. The results show that, even considering the solvation and protein effects, the energy of the intermediate of GB61 is 54 kcal/mol higher than that of mechanism A. Therefore, we conclude that mechanism A is more likely to occur in the hydrolysis of GTP in ras p21.
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PART IV
Fourier transformation of the Hartree-Fock equation.

Abstract

Fourier transformation of the Hartree-Fock equation is presented. This method combines the N one-electron simultaneous equations of the Hartree-Fock method, where N is the number of electrons in the system, into a single differential equation which includes only two variables: i.e., one spatial coordinate $x (x, y, z)$ and a parameter $t$. This transformation also provides a new representation for the spatial distribution of the exchange interaction.
1. Introduction

If we suppose an N-electron system using the Hartree-Fock approximation, then each electron moves in an electric field produced by the other N - 1 electrons, and N one-electron wave-functions (orbitals) are required to describe the total wave function. The time-independent N-electron Schrödinger equation is defined in 3N-dimensional space as [1]

\[ (H(\Phi) - E) \Phi(x_1,\ldots,x_N) = 0, \]  

(1)

where \( H \) is the Hamiltonian, \( E \) is the eigen value, and \( \Phi \) is the total wave function in 3N-dimensional space. On the other hand, with the Hartree-Fock method, \( \Phi(x_1,\ldots,x_N) \) is decomposed into N one-electron wave functions (orbitals) in a three-dimensional space, which are defined by the simultaneous N-order equation as

\[ (f(\phi_1,\phi_N) - \varepsilon_i) \phi_i(x) = 0 \quad (i=1,\ldots,N) \]  

(2)

where \( f \) is the Fock operator and \( \varepsilon_i \) is the orbital energy. This representation is somewhat cumbersome since the Hamiltonian and the number of one-electron wave functions depend on the number of electrons.

We aim in this study to rewrite this formula into the one which do not depend on the number of electrons. Several theories which incorporate this feature have been proposed, including the one-particle Green's function method, the field theory and the density equation or functional theory. The Green's function does not depend on the number of electrons, and it includes only two variables: i.e., the space coordinate and the electron energy [2]. In the field theory, the creation and annihilation operators are introduced, and these operators produce the Hamiltonian which does not depend on the number of particles, and wave functions which include only one spatial coordinate as a variable [3]. In the density equation theory, the fourth-order density function is introduced which does not depend on the number of electrons but depends on only eight spatial coordinates [4]. The density function satisfies the density equation which corresponds to the Schrödinger equation [5]. This theoretical concept is very charming in spite of the problem, so-called N representability [6].

In this study, we use a Fourier transformation to rewrite the Hartree-Fock equation (eq.(2)) into a form which has a wave function \( \Phi \) and an operator \( H \) that are described by only two variables: i.e., one spatial coordinate \( x \) and a parameter \( t \), such that

\[ -i \frac{\partial}{\partial t} \Phi(x,t) = H(x,t) \Phi(x,t). \]  

(3)

The density functional theory estimates the electron exchange energy (Exc) based on the electron density [7,8]. Since this estimation makes this theory easily solved and quite useful, several other methods of estimating Exc have been proposed, like the local temperature and gradient corrections [9-12]. In this study, we show that the Fourier transformation also provides another representation of the spatial distribution of the exchange interaction.

2. Methodology of transformation

We consider a 2N-electron closed-shell system described by a restricted Hartree-Fock approximation. In addition, we assume that there is no degeneracy of the orbitals. Let \{\phi_i(x)\} and \{\varepsilon_i\} be the eigen vectors and the eigen values, respectively, of the Hartree-Fock equation, eq.(2) under the orthonormality condition of eq.(4).

\[ \int dx \ 3\phi_i(x)\phi_j(x) = \delta_{ij} \]  

(4)

where \( \delta_{ij} \) denotes Kronecker's delta. An explicit representation of the Fock operator \( f \) is,

\[ f = H_{\text{core}} + \sum_a \left[ 2 J(\phi_a) - K(\phi_a) \right] \]  

(5)

\[ H_{\text{core}} = -\frac{1}{2} \nabla^2 + v(x) \]  

(6)

\[ J(\phi_a) \phi_i(x) = \int dx' \frac{3}{r_{xx'}} |\phi_a(x')|^2 \phi_i(x) \]  

(7)

\[ K(\phi_a) \phi_i(x) = \int dx' \frac{\phi_{a'}^*(x') \phi_a(x)}{r_{xx'}} \phi_i(x') \]  

(8)

where \( H_{\text{core}}, J \) and \( K \) represent the bare Hamiltonian, Coulomb repulsion and exchange repulsion operators, respectively. We can rewrite eq.(2) as

\[ \sum_{i \in \text{occ}} (f - \varepsilon_1) \phi_i(x) \delta(\varepsilon_1 - \varepsilon) = 0. \]  

(9)
Here, we impose a condition on the orbital energies: If the differences between two pairs of eigen values are equal to each other: \( \epsilon_i - \epsilon_j = \epsilon_k - \epsilon_l \), then \( i = k \) and \( j = l \). In other words, if \( i \neq k \) and \( j \neq l \) then \( \epsilon_i - \epsilon_j \neq \epsilon_k - \epsilon_l \).

Under this condition, the Fourier transformation of eq.(9) is given as

\[
\mathcal{F}\left( \sum_i (f - \epsilon) \phi_i(x) \delta(\epsilon_i - \epsilon) \right) = (H + i \frac{\partial}{\partial t}) \Phi
\]

where the pseudo-wave function \( \Phi(x,t) \) and the pseudo-Hamiltonian \( H(x,t) \) include a new parameter \( t \). They are defined as

\[
\Phi(x,t) = \sum_i \phi_i(x) \exp(i\epsilon_i t)
\]

where each \( \phi_i \) satisfies eq.(4).

In other words, the function \( \Phi \) which is defined by eqs.(4) and (11) satisfies the Schrödinger-like equation, eq. (3).

The explicit representation of the \( H \) operator in eq.(3) is

\[
H(x,t) = H_{\text{core}} + \int dx' \frac{3^2 \rho(x') - \sigma(x',t) - R(x',t)}{r_{xx'}}
\]

where \( H_{\text{core}} \) is defined by eq. (6) and \( \rho, \sigma \) and \( R \) are given by,

\[
\rho(x) = \lim_{T \to \infty} \frac{1}{T} \int_0^T \Phi^*(x,t) \Phi(x,t)
\]

\[
\sigma(x,t) = \Phi^*(x,t) \Phi(x,t) - \rho(x)
\]

\[
R(x,t) = \sum \phi_j(x) \phi_j^*(x) \exp(2i\epsilon_j t) I,
\]

where \( I \) is the inversion operator on \( t \) such that

\[
\Phi(x,-t) = I \Phi(x,t).
\]

We note that \( \Phi(x,t) \) and \( H(x,t) \) are described by two variables: i.e., the 3-dimensional positional vector, \( x = (x, y, z) \), and the parameter \( t \). The number of variables in \( \Phi \) and \( H \) does not depend on the number of electrons. Although the parameter \( t \) does not represent time, the dimension of \( t \) is the same as that of time. Only \( R \) includes the HF orbitals, \( \phi_j(x) \) and its complex conjugate. Furthermore, instead of excluding the exchange operator, this equation includes the time inversion operator \( I \) which cannot be represented by the classical normal calculation.

We now give a proof for eq.(10). We decompose the right-hand side of eq.(10) into the following four terms and perform a Fourier transformation on the terms in sequence, as follows:

(step 1) transformation of the bare Hamiltonian part gives

\[
\mathcal{F}\left( \sum_i H_{\text{core}} \phi_i(x) \delta(\epsilon_i - \epsilon) \right) = H_{\text{core}} \Phi(x,t).
\]

(step 2) transformation of the orbital energy part gives

\[
\mathcal{F}( \sum_i \epsilon \phi_i(x) \delta(\epsilon_i - \epsilon) ) = -i \frac{\partial}{\partial t} \Phi(x,t).
\]

(step 3) transformation of the Coulomb repulsion part gives

\[
\mathcal{F}( \sum_i \sum_a J(\phi_a \phi_i) \delta(\epsilon_i - \epsilon) ) = J(\Phi) \Phi(x,t).
\]

(step 4) transformation of the exchange repulsion part gives

\[
\mathcal{F}( \sum_i \sum_a K(\phi_a \phi_i) \delta(\epsilon_i - \epsilon) ) = \int dx' \frac{3^2 \sigma(x',t) + R(x',t)}{r_{xx'}} \Phi(x,t).
\]

3. Transformation of the Fock operator

(step 1) Transformation of the bare Hamiltonian \( H_{\text{core}} \)

Since \( H_{\text{core}} \) does not include the orbital energy or the exchange operator, this step is easily performed,

\[
\mathcal{F}\left( \sum_i H_{\text{core}} \phi_i(x) \delta(\epsilon_i - \epsilon) \right) = \int dx \sum_i \int \frac{H_{\text{core}} \phi_i(x) \delta(\epsilon_i - \epsilon) \exp(i\epsilon_i t)}{\int dx' \frac{3^2 \sigma(x',t) + R(x',t)}{r_{xx'}}} \Phi(x,t).
\]

Using eq.(11), the right-hand side of eq.(21) is reduced, and eq. (17) is confirmed.

(step 2) Transformation of the orbital energy component \( \epsilon \)

Since this term clearly includes the orbital energy, this transformation is slightly difficult.
(step 3) Transformation of the Coulomb repulsion term $J$

Since the Coulomb repulsion term does not include the energy or the exchange operator, this transformation is easy:

$$F(\sum_{i}^{\text{occ}} \phi_{i}(x) \delta(\varepsilon_{i} - \varepsilon))$$

$$= \int d\varepsilon \sum_{i}^{\text{occ}} \phi_{i}(x) \delta(\varepsilon_{i} - \varepsilon) \exp(i\varepsilon t)$$

$$= \sum_{i}^{\text{occ}} \phi_{i}(x) \exp(i\varepsilon_{i} t). \quad (22)$$

Here, the relation is obviously satisfied:

$$\varepsilon_{i} \phi_{i} \exp(i\varepsilon_{i} t) = -i \frac{\partial}{\partial \varepsilon} \phi_{i} \exp(i\varepsilon_{i} t). \quad (23)$$

Replacing each term in eq. (22) by eq. (23), then

$$\text{eq. (22)} = -i \frac{\partial}{\partial \varepsilon} \sum_{i}^{\text{occ}} \phi_{i}(x) \exp(i\varepsilon_{i} t). \quad (24)$$

Putting eq. (11) into the right-hand side of eq.(24), we obtain the expected form eq. (18).

(Step 4) Transformation of the exchange repulsion term $K$

Since the Fourier transformation is reversible, we examine the inverse Fourier transform $F^{-1}$ of eq. (20), instead of examining the Fourier transform $F$.

The inverse transformation of the first term of eq. (20) is

$$F^{-1}\left(\int dx' dx' \sigma(\varepsilon', t) \Phi(\varepsilon', t) \right) = \int dt \exp(-i\varepsilon_{a} t) \int dx' dx' \sigma(x', \varepsilon') \Phi(x', t). \quad (27)$$

Here, $\sigma(x, t)$ is defined by eq. (14) and the explicit expression is,

$$\sigma(x, t) = \sum_{a \neq 1}^{\text{occ}} \phi_{a}(x) \phi_{a}^{*}(x) \exp(i(\varepsilon_{a} - \varepsilon_{i}) t). \quad (28)$$

Substituting $\sigma$ in eq. (27) by eq. (28), then

$$\text{eq. (27)} = \int dt \sum_{a \neq 1}^{\text{occ}} \sum_{i}^{\text{occ}} \int dx' dx' \frac{\sigma(x', \varepsilon') \phi_{i}(x)}{r_{xx'}} \frac{\phi_{a}(x) \phi_{a}^{*}(x')}{r_{xx'}} \frac{1}{r_{xx'}} \exp(i(\varepsilon_{a} - \varepsilon_{i}) t)$$

$$\begin{aligned}
&= \sum_{a \neq 1}^{\text{occ}} \sum_{i}^{\text{occ}} \int dx' dx' \frac{\sigma(x', \varepsilon') \phi_{i}(x)}{r_{xx'}} \frac{\phi_{a}(x) \phi_{a}^{*}(x')}{r_{xx'}} \frac{1}{r_{xx'}} \\
&\delta(\varepsilon_{a} - \varepsilon_{i} + \varepsilon_{i} - \varepsilon). \quad (29)
\end{aligned}$$

In section 2, we assume that all eigen values $\{\varepsilon_{i}\}$ satisfy the following condition: If the differences between two pairs of eigen values are equal to each other: $\varepsilon_{i} - \varepsilon_{j} = \varepsilon_{a} - \varepsilon_{i}$, then $i = a$ and $j = 1$. Applying this condition to eq.(29), we obtain,

$$\text{eq. (29)} = \sum_{i \neq a}^{\text{occ}} \int dx' \frac{\phi_{i}^{*}(x') \phi_{i}(x)}{r_{xx'}} \frac{1}{r_{xx'}} \phi_{a}(x') \delta(\varepsilon_{i} - \varepsilon)$$

$$\begin{aligned}
&= \sum_{a \neq a}^{\text{occ}} K(\phi_{a}) \phi_{i} \delta(\varepsilon_{i} - \varepsilon). \quad (30)
\end{aligned}$$

Eq.(30) corresponds to the exchange interaction term in cases where $i \neq a$.

We next attempt to transform the second term of eq.(20). Performing the inverse Fourier transformation as in the previous discussion, we obtain,
\[
F^{-1} \left( \int dx' r_{xx'} R(x',t) \Phi(x,t) \right) \\
= \int dt \exp(-iEt) \int dx'^2 R(x',t) \Phi(x,t) \\
= \int dt \sum_{i} \sum_{a} \int dx' \phi_a(x')\phi_a(x')^* \phi_i(x) \phi_i(x)^* \exp(i(2\varepsilon_a - \varepsilon - \varepsilon_j)t). 
\] 

(31)

If we let \(1 = a\) in the condition mentioned above, we find that if \(\varepsilon_a - \varepsilon_j = \varepsilon_k - \varepsilon_a\), namely \(2\varepsilon_a = \varepsilon_j + \varepsilon_k\), then \(a = j\) and \(a = k\).

Using this condition, eq. (31) becomes,

\[
eq \sum_{a} K(\phi_a)\phi_a \delta(\varepsilon_a - \varepsilon). \quad (32)
\]

Eq. (30) plus eq. (32) gives the complete transformation of the exchange term, and eq. (20) is confirmed. All of the terms which must be transformed are given in eqs. (21), (24), (25), (30), and (32) and the Fourier transformation of eq. (11) is confirmed.

4. Additional feature

The Hartree-Fock total energy \(E_0\) can be derived from eqs. (3) and (11), and it is given by

\[
E_0 = \lim_{T \to \infty} \int_0^T \frac{dt}{T} \int dx^3 \Phi(x,t)^* \left[ H_{\text{core}} - i \frac{\partial}{\partial t} \right] \Phi(x,t). 
\] 

(33)

It is easy to prove eq. (33):

\[
eq \lim_{T \to \infty} \int_0^T \frac{dt}{T} \sum_{i} \sum_{j} \int dx^3 \phi_i(x)^* \left[ H_{\text{core}} - i \frac{\partial}{\partial t} \right] \phi_j(x) \exp(i(\varepsilon_i - \varepsilon_j)t) \\
= \lim_{T \to \infty} \int_0^T \frac{dt}{T} \sum_{i} \sum_{j} \int dx^3 \phi_i(x)^* \left[ H_{\text{core}} + \varepsilon_j \right] \phi_j(x) \exp(i(\varepsilon_i - \varepsilon_j)t) \\
= \sum_{i} \left[ (\phi_i(x)^* H_{\text{core}} \phi_i(x) + \varepsilon_i) \right]. 
\] 

(34)

Eq. (34) is the explicit representation of the Hartree-Fock total energy.

\(\sigma(x,t)\) represents the density which yields the exchange interaction and \(R(x,t)\) represents the density which yields the electron self-energy. The average of \(\sigma(x,t)\) on \(t\) is regarded as the representation of the spatial distribution of the exchange interaction.

\[
\sigma(x) = \left( \int_0^T \sigma(x,t)^2 \frac{dt}{T} \right)^{1/2}
\]

using eq. (28) then,

\[
= \left( \sum_{i \neq j} \phi_i(x)\phi_j(x)^* \right) \left( \phi_j(x)\phi_j(x)^* \right)^{1/2}
\]

\[
= \left( \sum_{i \neq j} \rho_i(x)\rho_j(x)^* \right)^{1/2}, \quad (35)
\]

where \(\rho_i(x) = \phi_i(x)\phi_i(x)^*\).

5. Concluding remarks

If the argument \(t\) is taken to be the time, then the \(\Phi(x,t)\) is regarded as the wave in the 3-dimensional space. Each \(\exp(i\varepsilon_i t)\) in eq. (11) gives the excitation of the each wave whose energy is \(\varepsilon_i\), and the linear combination of these waves gives the total wave function \(\Phi(x,t)\). The complex conjugate of \(\exp(i\varepsilon_i t)\), \(\exp(-i\varepsilon_i t)\) annihilates the each wave. Thus, these \(\exp(-i\varepsilon_i t)\) and \(\exp(i\varepsilon_i t)\) are similar to the annihilation and creation operators in the second quantization theory. Since both the \(\exp(-i\varepsilon_i t)\) and \(\exp(i\varepsilon_i t)\) are classical number, the anti-commutation relation of the creation and annihilation operators are reflected to the time dependent electron density, eqs. (14) and (15).

If all of the orbital energies satisfy the condition mentioned in the text, then Fourier transformation combines the simultaneous equations of the Hartree-Fock method into a single differential equation. The new wave-function and equation are described by two variables: i.e., one spatial coordinate \(x = (x, y, z)\) and a parameter \(t\). Eq. (3) is not useful for practical applications. It includes the time inversion operator \(I\) instead of the exchange operator, and the decomposed equation(eq.(2)) is generally easier to solve. In addition, since the electrons are distinguished only by their energies, eq. (3) is useless in a degenerated system. However, we should note that the density \(\sigma(x)\) that is derived by this transformation, represents the spatial density distribution which yields the exchange interaction. Eq. (35) shows that the overlaps...
of the different orbitals contributes the exchange repulsion. This results is different from that of the Xa method, in that theory, the exchange repulsion is estimated by the total electron density based on the free electron gas model. Eqs. (5) and (8) shows that the exchange repulsion comes from the summation of the overlaps of the different orbitals, in this sense, the definition eq. (35) is somewhat natural.
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