圧縮文字列上での $q$-gram 頻度の高速な計算方法 計算機科学とアルゴリズムの数理的基礎とその応用

Goto, Keisuke; Bannai, Hideo; Inenaga, Shunsuke; Takeda, Masayuki

数理解析研究所講究録 1744: 123-128

2011-06

http://hdl.handle.net/2433/170963

Kyoto University
圧縮文字列上での$q$-gram頻度の高速な計算方法

後藤啓介* 坂内英夫† 稲永俊介‡ 竹田正幸§

2011年2月2日

Abstract

We present a simple and efficient algorithm for calculating $q$-gram frequencies on strings represented in compressed form, namely, as a straight line program (SLP). Given an SLP of size $n$ that represents string $T$, the algorithm computes the frequencies of all $q$-grams in $T$ in $O(qn)$ time and space. In the extreme case, $n$ can be as small as $O(\log|T|)$, and thus the algorithm is exponentially faster than any algorithm working on the uncompressed representation, when $q$ is considered constant. Computational experiments show that our algorithm and a variation of it is practical for small $q$, and actually runs faster on various real-word string data, compared to algorithms that work on the uncompressed representation. We also discuss applications in data mining and classification of string data, for which our algorithm can be useful.

1 Introduction

Many forms of data such as texts, biological sequences (DNA/proteins), MIDI sequences, etc. can be represented as a sequence of characters, or strings, and developing methods for efficiently processing string data is one of the most important areas of research in computer science. A major problem is the sheer size of the data, and efficient algorithms for processing huge amounts of data are in high demand. To cope with this problem, algorithms that work directly on compressed representation of strings have gained attention especially for the string pattern matching problem [1], and there has been growing interest in what problems can be efficiently solved in this kind of setting [12].

In this paper, we attempt to explore a more advanced field of application in this setting: data mining and classification of string data given in compressed form. Methods for discovering useful patterns hidden in strings as well as methods for automatic and accurate classification of the data into various groups, is an important topic in the field of data mining and machine learning with many applications. As a first step toward compressed string mining, we consider $q$-grams on strings. A $q$-gram is simply a string of length $q$. $q$-grams are simple but important features of string data, and have been used widely in many fields such as natural language processing, and bioinformatics.

We consider text strings represented as straight line programs (SLPs) [6]. An SLP is a context free grammar in the Chomsky normal form that derives a single string. SLPs are a widely accepted abstract model of various text compression schemes, since texts compressed by any grammar-based compression algorithms (e.g. [15, 10]) can be represented as SLPs, and those compressed by the LZ-family (e.g. [16, 17]) can be quickly transformed to SLPs. Also recently, self-indexes based on SLPs have appeared [3], and SLP is a promising representation of a given string, not only for reducing the storage size of the data, but for conducting various operations on it.

In this paper, we give an algorithm that computes all $q$-gram frequencies of a given text represented as an SLP of size $n$, in $O(qn)$ time and space. This generalizes and greatly improves on the $O(|\Sigma|^2n^2)$-time $O(n^2)$-space algorithms presented in [4], and later improved to $O(|\Sigma|^2n\log n)$-time $O(n\log|T|)$-space in [3], for finding the most frequent substring of length 2 of a given compressed text. Applying the previous algorithms to $q$-grams respectively require $O(|\Sigma|^qhn^2)$ and $O(|\Sigma|^qhn\log n)$
time, since they essentially enumerate and count the occurrences of all substrings of length \( q \). Our algorithm has profound applications in the field of string mining and classification. For example, it leads to an \( O(q(n_1 + n_2)) \) time algorithm for computing the \( q \)-gram spectrum kernel [11] between SLP compressed texts of size \( n_1 \) and \( n_2 \). It also leads to an \( O(qn) \) time algorithm for finding the optimal \( q \)-gram (or emerging \( q \)-gram) that discriminates between two sets of SLP compressed strings, when \( n \) is the total size of the SLPs.

1.1 Related Work

Several algorithms for finding characteristic sequences from compressed texts have been proposed, e.g., finding the longest common substring of two strings [14], finding all palindromes [14], finding most frequent substrings [4], and finding the longest repeating substring [4]. However, none of them have reported results of computational experiments. This implies that this paper is the first to show the practical usefulness of a compressed text mining algorithm.

2 Preliminaries

Let \( \Sigma \) be a finite alphabet. An element of \( \Sigma^* \) is called a string. For any integer \( q > 0 \), an element of \( \Sigma^q \) is called a \( q \)-gram. The length of a string \( T \) is denoted by \( |T| \). The empty string \( \varepsilon \) is a string of length 0, namely, \( |\varepsilon| = 0 \). For a string \( T = XYZ \), \( X \), \( Y \) and \( Z \) are called a prefix, substring, and suffix of \( T \), respectively. The \( i \)-th character of a string \( T \) is denoted by \( T[i] \) for \( 1 \leq i \leq |T| \), and the substring of a string \( T \) that begins at position \( i \) and ends at position \( j \) is denoted by \( T[i : j] \) for \( 1 \leq i \leq j \leq |T| \). For convenience, let \( T[i : j] = \varepsilon \) if \( j < i \).

For a string \( T \) and \( q \geq 0 \), let \( \text{pre}(T, q) \) and \( \text{suffix}(T, q) \) represent respectively, the length-\( q \) prefix and suffix of \( T \). That is, \( \text{pre}(T, q) = T[1 : \min\{q, |T|\}] \) and \( \text{suffix}(T, q) = T[\max\{1, |T| - q + 1\} : |T|] \).

For any strings \( T \) and \( P \), let \( \text{Occ}(T, P) \) be the set of occurrences of \( P \) in \( T \), i.e., \( \text{Occ}(T, P) = \{ k > 0 | \ T[k : k + |P| - 1] = P \} \). The number of elements \( |\text{Occ}(T, P)| \) is called the occurrence frequency of \( P \) in \( T \).

2.1 Straight Line Programs

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig1.png}
\caption{The derivation tree of SLP \( T = \{X_i\}_{i=1}^{7} \) with \( X_1 = a, X_2 = b, X_3 = X_1X_2, X_4 = X_1X_3, X_5 = X_3X_4, X_6 = X_4X_5, \) and \( X_7 = X_6X_5 \), representing string \( T = \text{val}(X_7) = \text{aababaababaab} \).}
\end{figure}

A straight line program (SLP) \( T \) is a sequence of assignments \( X_1 = \text{expr}_1, X_2 = \text{expr}_2, \ldots, X_n = \text{expr}_n \), where each \( X_i \) is a variable and each \( \text{expr}_i \) is an expression, where \( \text{expr}_i = a \ (a \in \Sigma) \) or \( \text{expr}_i = X_{i_1}X_{i_2} \ (l, r < i) \). Let \( \text{val}(X_i) \) represent the string derived from \( X_i \). When it is not confusing, we identify a variable \( X_i \) with \( \text{val}(X_i) \). Then, \( |X_i| \) denotes the length of the string \( X_i \) derives. An SLP \( T \) represents the string \( T = \text{val}(X_n) \). The size of the program \( T \) is the number \( n \) of assignments in \( T \). (See Fig. 1)

The substring intervals of \( T \) that each variable derives can be defined recursively as follows: \( \text{itv}(X_n) = \{[1 : |T|]\} \) and \( \text{itv}(X_i) = \{[u + |X_{\ell}| : u] \mid X_k = X_{\ell}X_{i}, [u : v] \in \text{itv}(X_k) \cup \{[u : u + |X_i| - 1] \mid X_k = X_{i_1}X_{i_2}, [u : v] \in \text{itv}(X_k) \} \) for \( i < n \). For example, \( \text{itv}(X_5) = \{[4 : 8], [9 : 13]\} \) in Fig. 1. Considering the transitive reduction of set inclusion, the intervals \( \bigcup_{i=1}^{n} \text{itv}(X_i) \) naturally form a binary tree (the derivation tree). Let \( v\text{Occ}(X_i) = |\text{itv}(X_i)| \) denote the number of times a variable \( X_i \) occurs in the derivation of \( T \). \( v\text{Occ}(X_i) \) for all \( 1 \leq i \leq n \) can be computed in \( O(n) \) time by a simple iteration on the variables, since \( v\text{Occ}(X_n) = 1 \) and for \( i < n \), \( v\text{Occ}(X_i) = \sum\{v\text{Occ}(X_k) \mid X_k = X_{i_1}X_{i_2}\} + \sum\{v\text{Occ}(X_k) \mid X_k = X_iX_{i_2}\} \). (See Algorithm 1)
$\textbf{Algorithm 1: Calculating } v\text{Occ}(X_i) \text{ for all } 1 \leq i \leq n.$

\textbf{Input:} SLP $T = \{X_i\}_{i=1}^{n}$ representing string $T$.
\textbf{Output:} $v\text{Occ}(X_i)$ for all $1 \leq i \leq n$

1. $v\text{Occ}[X_n] \leftarrow 1$;
2. for $i \leftarrow 1$ to $n-1$ do $v\text{Occ}[X_i] \leftarrow 0$;
3. for $i \leftarrow n$ to 2 do
4. \hspace{1em} if $X_i = X_{i-1} X_r$ then
5. \hspace{2em} $v\text{Occ}[X_i] \leftarrow v\text{Occ}[X_{i-1}] + v\text{Occ}[X_r]$;
6. \hspace{2em} $v\text{Occ}[X_r] \leftarrow v\text{Occ}[X_r] + v\text{Occ}[X_i]$;

$\textbf{Algorithm 2: A naïve algorithm for computing } q\text{-gram frequencies}.$

\textbf{Input:} string $T$, integer $q \geq 1$
\textbf{Output:} $(P, |\text{Occ}(T, P)|)$ for all $P \in \Sigma^q$ where $\text{Occ}(T, P) \neq \emptyset$.

1. $S \leftarrow \emptyset$; // associative array
2. for $i \leftarrow 1$ to $|T| - q + 1$ do
3. \hspace{1em} $q\text{gram} \leftarrow T[i : i + q - 1]$;
4. \hspace{2em} if $q\text{gram} \in \text{keys}(S)$ then
5. \hspace{3em} $S[q\text{gram}] \leftarrow S[q\text{gram}] + 1$;
6. \hspace{2em} else $S[q\text{gram}] \leftarrow 1$;
7. return $S$

$\textbf{Algorithm 3: A linear time algorithm for computing } q\text{-gram frequencies}.$

\textbf{Input:} string $T$, integer $q \geq 1$
\textbf{Output:} $(i, |\text{Occ}(T, P)|)$ for all $P \in \Sigma^q$ and some position $i \in \text{Occ}(T, P)$.

1. $SA \leftarrow \text{SUFFIXARRAY}(T)$;
2. $LCP \leftarrow \text{LCPARRAY}(T, SA)$;
3. count $\leftarrow 1$;
4. for $i \leftarrow 2$ to $|T| + 1$ do
5. \hspace{1em} if $i = |T| + 1$ or $LCP[i] < q$ then
6. \hspace{2em} if count $> 0$ then Report
7. \hspace{3em} $(SA[i - 1], \text{count})$;
8. \hspace{3em} count $\leftarrow 0$;
9. \hspace{2em} if $i \leq |T|$ and $SA[i] \leq |T| - q + 1$ then
10. \hspace{3em} count $\leftarrow \text{count} + 1$;

2.2 Suffix Arrays and LCP Arrays

We will make use of the suffix array and lcp array. It is well known that the suffix array for any string of length $|T|$ can be constructed in $O(|T|)$ time [5, 8, 9] assuming an integer alphabet. Given the text and suffix array, the lcp array can also be calculated in $O(|T|)$ time [7].

\textbf{Definition 1 (Suffix Arrays)} The suffix array $[13]$ $SA$ of any string $T$ is an array of length $|T|$ such that $SA[i] = j$, where $T[j : |T|]$ is the $i$-th lexicographically smallest suffix of $T$.

\textbf{Definition 2 (LCP Arrays)} The lcp array of any string $T$ is an array of length $|T|$ such that $LCP[i]$ is the length of the longest common prefix of $T[SA[i - 1] : |T|]$ and $T[SA[i] : |T|]$ for $2 \leq i \leq |T|$, and $LCP[1] = 0$.

3 Algorithm

3.1 Computing $q$-gram Frequencies on Uncompressed Strings

We first describe two very simple algorithms for computing the $q$-gram frequencies of a given uncompressed string $T$.

3.1.1 A Naïve Algorithm

A very simple and naïve algorithm for computing the $q$-gram frequencies is given in Algorithm 2. The algorithm constructs an associative array, where keys consist of $q$-grams, and the values correspond to the occurrence frequencies of the $q$-grams. The time complexity depends on the implementation of the associative array, but requires at least $O(q|T|)$ time since each $q$-gram is considered explicitly, and the associative array is accessed $O(|T|)$ times.

3.1.2 $O(|T|)$ Time Algorithm

It is straightforward to compute the $q$-gram frequencies of string $T$ using suffix array $SA$ and lcp array $LCP$. For each $1 \leq i \leq |T|$, the suffix $SA[i]$ represents an occurrence of $q$-gram $T[SA[i] : SA[i] + q - 1]$, if the suffix is long enough, i.e., $SA[i] \leq |T| - q + 1$. The key is that since the suffixes are lexicographically sorted, intervals on the suffix array where the values in the lcp array are at least $q$ represent occurrences of the same $q$-gram. The procedure is shown in Algorithm 3. The algorithm
runs in $O(|T|)$ time, since the construction of $SA$ and $LCP$ can be done in $O(|T|)$. The rest is a simple $O(|T|)$ loop. A technicality is that we encode the output for a $q$-gram as one of the positions in the text where the $q$-gram occurs, rather than the $q$-gram itself. This is because there are a total of $O(|T|)$ $q$-grams, and outputting them as length-$q$ strings would require at least $O(q|T|)$ time.

**Lemma 1** Given a string $T$, the $q$-gram frequencies of $T$ can be computed in $O(|T|)$ time for any $q > 0$, assuming an integer alphabet $\Sigma \subseteq \{1, \ldots, |T|\}$.

### 3.2 Computing $q$-gram Frequencies on SLP

We now describe the core idea of our algorithms, and then go on to explain two variations which utilize variants of the two algorithms presented in the previous subsection. For $q = 1$, the 1-gram frequencies are simply the frequencies of the alphabet and the output is $(a, \sum\{vOcc(X_i) \mid X_i = a\})$ for each $a \in \Sigma$, which takes only $O(n)$ time. For $q \geq 2$, we make use of Lemma 2 below. The idea is similar to the mkl Lemma [2] but more specifically tailored for our needs.

**Lemma 2** Let $T = \{X_i\}_{i=1}^n$ be an SLP that represents string $T$. For an interval $[u : v]$ ($1 \leq u < v \leq |T|$), there exists exactly one variable $X_i = X_\ell X_r$ such that for some $[u' : v'] \in itv(X_i)$, the following holds: $[u : v] \subseteq [u' : v']$, $u \in [u' : u' + |X_\ell| - 1] \in itv(X_\ell)$ and $v \in [u' + |X_\ell| : v'] \in itv(X_r)$.

From Lemma 2, we have that each occurrence of a $q$-gram ($q \geq 2$) represented by some length-$q$ interval of $T$, corresponds to a single variable $X_i = X_\ell X_r$, and is split in two by intervals corresponding to $X_\ell$ and $X_r$. On the other hand, consider all length $q$ intervals that correspond to a given variable. Then, counting the frequencies of the $q$-grams they represent, and summing them up for all variables would give the frequencies of all $q$-grams of $T$.

For variable $X_i = X_\ell X_r$, let $t_i = suf(X_\ell, q - 1)pre(X_r, q - 1)$. Then, all $q$-grams represented by length $q$ intervals that correspond to $X_i$ are those in $t_i$. (Fig. 2). If we obtain $q$-gram frequencies of $t_i$, and then multiply the frequencies of each $q$-gram by $vOcc(X_i)$, we obtain the frequencies of the $q$-grams that occur in all intervals derived by $X_i$.

It remains to sum up the $q$-gram frequencies of $t_i$ for all $1 \leq i \leq n$. Thus, we can regard the problem as obtaining the weighted $q$-gram frequencies in the set of strings $\{t_1, \ldots, t_n\}$, where each $q$-gram in $t_i$ is weighted by $vOcc(X_i)$.

The procedure is shown in Algorithm 4. A single string $z$ is constructed by concatenating $t_i$ such that $q \leq |t_i| \leq 2(q - 1)$, and the weights of $q$-grams starting at each position in $z$ is held in array $w$.

On line 9, 0's instead of $vOcc(X_i)$ are appended to $w$ for the last $q - 1$ values corresponding to $t_i$. This is to avoid counting unwanted $q$-grams that are generated by the concatenation of $t_i$ to $z$ on line 7, which are not substrings of each $t_i$. Line 10 can be calculated by a slight modification of Algorithm 2 or 3. For Algorithm 2, line 4 should be modified to increment $S[qgram]$ by $w[i]$ rather than 1, and line 5 should read: **else if** $w[i] > 0$ **then** $S[qgram] \leftarrow w[i]$; For Algorithm 3, the increment on line 9 should simply use $w[SA[i]]$.

**Theorem 1** Given an SLP $T = \{X_i\}_{i=1}^n$ of size $n$ representing a string $T$, the $q$-gram frequencies of $T$ can be computed in $O(qn)$ time for any $q > 0$, assuming an integer alphabet $\Sigma \subseteq \{1, \ldots, n\}$.

Note that the time complexity for using the weighted version of Algorithm 2 for line 10 of Algorithm 4 would be at least $O(q^2n)$.
Algorithm 4: Calculating q-gram frequencies of an SLP for $q \geq 2$

Input: SLP $T = \{X_i\}_{i=1}^n$ representing string $T$, integer $q \geq 2$.

1. Calculate $\nu\text{Occ}(X_i)$ for all $1 \leq i \leq n$;
2. Calculate $\text{pre}(X_i, q - 1)$ and $\text{su}(X_i, q - 1)$ for all $1 \leq i \leq n - 1$;
3. $z \leftarrow \epsilon, w \leftarrow \emptyset$;
4. for $i \leftarrow 1$ to $n$ do
   5. if $X_i = X_tX_r$ and $|X_i| \geq q$ then
      6. $t_i = \text{su}(X_t, q - 1)\text{pre}(X_r, q - 1)$;
      7. $z$.append($t_i$);
      8. for $j \leftarrow 1$ to $|t_i| - q + 1$ do
         $w$.append($\nu\text{Occ}(X_i)$);
      9. for $j \leftarrow 1$ to $q - 1$ do $w$.append(0);
10. Calculate q-gram frequencies in $z$, where each q-gram starting at position $i$ is weighted by $w[i]$.

4 Experiments

To evaluate the effectiveness of our algorithms, we implemented 4 algorithms (NMP, NSA, SMP, SSA) to solve the simple problem of calculating the most frequent q-gram. NMP (Algorithm 2) and NSA (Algorithm 3) work on the uncompressed text. SMP (Algorithm 4 + weighted version of Algorithm 2) and SSA (Algorithm 4 + weighted version of Algorithm 3) work on SLPs. The algorithms were implemented using the C++ language. We used std::map from the Standard Template Library (STL) for the associative array implementation.

The running time is measured in seconds, starting from after reading the uncompressed text into memory for NMP and NSA, and after reading the text represented as an SLP into memory for SMP and SSA. Each computation is repeated at least 3 times, and the average is taken.

We applied the algorithms on texts XML, DNA, ENGLISH, and PROTEINS, with sizes 50MB, 100MB, and 200MB, obtained from the Pizza & Chili Corpus\(^1\). To obtain SLPs for this data, we used a linear time greedy algorithm based on REPAIR \([10]\) which recursively replaces the most frequent 2-grams occurring in the string, until the string is converted to a single variable.

Fig. 3 shows the time ratio, where $q$ is varied from 2 to 10: NMP/SMP and NSA/SSA, plotted against ratio: (length of $z$ in Algorithm 4)/(length of uncompressed text). As expected, the SLP versions are basically faster than their naïve counterparts, when $|z|/(\text{text length})$ is less than 1, since the SLP versions run the weighted versions of the naïve algorithms on a text of length $|z|$.

5 Conclusion

We showed that for an SLP $T$ of size $n$ representing string $T$, q-gram frequency problems on $T$ can be reduced to weighted q-gram frequency problems on a string of length $O(qn)$, which can be much shorter than $T$. This idea can further be applied to obtain faster algorithms for many interesting problems.

This paper is a new addition in the line of work aimed for efficient string processing on compressed texts. The main conceptual contribution of the paper in this sense is that it takes the first steps in showing the potential of these approaches for developing efficient and practical algorithms for very large scale data, to problems in the field of string mining and classification.

\(^1\)We also used std::hash_map but omit the results due to lack of space. Choosing the hashing function to use is difficult, and we note that its performance was unstable and sometimes very bad when varying $q$.

\(^2\)http://pizzachili.dcc.uchile.cl/texts.html
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