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Abstract

The positive quadratic hyponormality are characterized and quadratic hyponormality of
certain such backstep extensions of arbitrary length are generalized from some earlier results.
These results can be applied to the positive quadratic hyponormality of the weighted shift
Wa associated to the weight sequence « : 1,1,/Z, (v, /o, vw)". This yields the set of
positive real numbers z such that W, is quadratically hyponormal for some u,v and w, an
open problem in [9], and one produces an interval in z with nonempty interior in the positive
real line for quadratic hyponormality but not positive quadratic hyponormality for such a
weighted shift W,.

1. Introduction. This is based on the joint work with George R. Exner, Il Bong J ung, and
Sun Hyun Park and was talked at the 2011 RIMS symposium: Structural study of operators
via spectra or numerical ranges, which was held at Kyoto University on November 14-16 in
2011. And also this will be appeared in some other journal as a version with detail proofs and
additional results (cf. [20]).

Let H be a separable complex Hilbert space and L(H) be the algebra of all bounded linear
operators on H. An operator T in L(H) is normal if it commutes with its adjoint, subnormal if it
is the restriction of a normal operator to an invariant subspace, and hyponormal if T*T > TT*.
For A, B € L(H), we set [A,B] := AB — BA. A k-tuple T = (T1,--- ,Ty) of operators in
L(H) is called hyponormal if the operator matrix ([T;‘,TZ-])éfj=1 is positive on the direct sum
of k copies of H. For k € N and T € L(H), T is said to be k-hyponormal if (I,T,--- ,TF) is
hyponormal. It is well-known that 7 € L(H) is subnormal if and only if T is k-hyponormal
for all k£ € N, where N is the set of natural numbers ([14], [2]). A k-tuple T = (T},--- ,T}) is
weakly hyponormal if \Ty + --- 4+ AT}, is hyponormal for every \; € C, i = 1,--- , k, where
C is the set of complex numbers. An operator T is weakly k-hyponormal if (T,T%,---,T%) is
weakly hyponormal; equivalently, for every complex polynomial p of degree k or less, p(T) is
hyponormal ([4]). An operator T is polynomially hyponormal if, for every polynomial p with
complex coefficients, p(T") is hyponormal. In [4] Curto initiated the study of classes (actually or
potentially) between hyponormal and subnormal with the implications: “subnormal = - .. = 2-
hyponormal = hyponormal”; the converse is not always true ([5]). Also it holds obviously that
“subnormal = polynomially hyponormal = --. = weakly 2-hyponormal = hyponormal”; but
the converse implications are not developed completely yet except for weak 2-hyponormalities
([11]). In particular, the case in which k = 2 has received considerable attention (see, for
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example, [5], [9], [16], [10], [13], [12]), and operators in this class are usually called quadratically
hyponormal.

On the other hand, the study of flatness for weighted shifts is a good approach to detect
operator gaps between subnormality and hyponormality ([15], [5], [9], (3], [12]). It was shown
in [5] that if W, is a 2-hyponormal weighted shift with a, = ap+; for some n € Ny := NU{0},
then a3 = ag = ---. But in general this flatness does not hold in the case of quadratic hy-
ponormality; for example, if o : \/; , \/; , ,/Zizl, n > 2), then W, is quadratically hyponormal
(cf. [5]). And so the following problem was posed in [6]: describe all quadratically hyponor-
mal weighted shift with first two weights equal. In [8], [9] and [16], the recursively generated
positively quadratically hyponormal weighted shifts with weight sequence o : 1,(1,/z, /o))"
were described, and it was proved that quadratic hyponormality of the weighted shift W, with
o : vz, (\/u, /v, Jw)" is equivalent to positive quadratic hyponormality, where (v, v/, yw)"
is the Stampfli’s subnormal completion of three values /u, v/v, v/w (cf. [18]). And also, in
[17], the recursively generated positively quadratically hyponormal weighted shifts with weight
sequence a : v/Z, /7, (v, Vv, vw)" with Stampfli’s tail were described, and it was proved that
there exists a quadratically hyponormal but not positively quadratically hyponormal weighted
shift W,. These studies motivated the general back step extension shift W, with a weight se-

qQuence @ : +/Ums/Ym—1s---» \/71- , (v/a, Vb, /c)" which is the main model of this paper. As a
related study, the following problem, which remains open, was suggested in [9].

Problem 1.1 ([9, Prob. 5.3]). Let a: 1,1, vz, (vu,Vv,Vw)" with 1 <z <u<v < w.
Describe the set of positive real numbers z such that the weighted shift W, is quadratically
hyponormal for some u,v and w.

In this article we solve Problem 1.1 via a characterization of positive quadratic hyponor-
mality.

The organization of this article is as follows. In Section 2 we recall some terminology and
notation concerning quadratic hyponormality, positive quadratic hyponormality, and recursively
generated weighted shifts, which will be used frequently throughout the paper. In Section 3 we
characterize the positive quadratic hyponormality of weighted shifts W, with weight sequence
& fYmr /Tm—Ts- -, VIL (VU, Vv, v/w)". In Section 4, we review the characterizations of
quadratic hyponormality of such weighted shifts Wy, and give a simple proof of Theorem 4.1 in
[16] in the case of m = 1. In Section 5 we specialize to a : 1,1, v/Z, (v/4, y/v, /w)" and apply the
general result to characterize the positive quadratic hyponormality of the associated weighted
shift W,. Also, we solve Problem 1.1 via the method for positive quadratic hyponormality.
Finally, we obtain a sufficient condition for quadratic hyponormality of weighted shifts and
compare positive quadratic hyponormality and quadratic hyponormality: in particular, for the
weight sequence a(z) : 1,1, ./, (v/u, /v, /w)" for some u,v, w we obtain an interval J in z
with nonempty interior in the positive real line such that a weighted shift W,(,) is quadratically
hyponormal but not positively quadratically hyponormal on J.

Some of the calculations in this article were aided by use of the software tool Mathematica

([19])-

2. Preliminaries and Notation. Let a denote a weight sequence, a : ag,01,02,...,
where it is without loss of generality to assume these are all positive. The weighted shift W,
acting on ¢2(Ng), with standard basis eg, ey, ..., is defined by Wy(ej) = ajej41 for all j € No.
It is standard that W, is quadratically hyponormal if and only if W, + sW?2 is hyponormal for
any s € C. Let P, denote the orthogonal projection onto Vi_,{ex}. For s € C and n > 0, define



D,, by
Dy, := Dp(s) = Po[(Wy + sW2)*, W, + sW2]B,
g g 0 . 0 0
n g 71 - 0 0
_ 0 ™M @ ‘- 0 0 (2 1)
0 0 O On-1 Tn-1
0 0 O Tn—1 dn

where a_; = a3 := 0 and, for k > 0,

2 2 2
ar = ug + |8|*vk, T = s\y/wg, Uk = af — Gy,

.2 2 2 2 — .2 2 2 2
Uk = Qi) — Qe10k_g, Wk = ag(Qi,; — 0_1)%, k >0.

Since W, is quadratically hyponormal if and only if Dp(s) > 0 for every s € C and every
n 2 0, in anticipation of the usual use of Sylvester’s Criterion (which is sometimes called the
Nested Determinant Test; for example, see [7, p.213]) for positivity of a matrix we consider
dn(-) := det(Dn(")); dn is actually a polynomial in ¢ := 5|2 of degree n + 1, having Maclaurin’s

expansion
n+1

dn(t) == e(n, i)t
i=0
Since we usually work with these determinants, we abuse notation slightly to regard D,, as a

function of ¢ = |s|* and write, henceforth, D,, (t).
By some standard computations (see, originally, [8]), it is known that

do = qo, d1 = qoq1 — |ro|?, dnt2 = gn2dnii — |Pns1|?dn, n >0,

and that also

¢(0,0) = ug, ¢(0,1) = vy, c(1,0) = uyug, c(1,1) = u1vg + uov1 — wo, c(1,2) = vy,
C(TL +2, Z) = u'n-l—ZC(n + 1’2) + v’rz+2c(n +1,i— 1) - wn_,_lc(n,i - 1): n 20,
c(n,m+1)=wvvy---v, >0, n>0.

(2.2)

Note also for future use that uy,, v, and w, are non-negative for all n > 0, at least if we assume
(as we shall discuss shortly) the weights are strictly increasing. We will also have frequent
occasion to use z, 1= > (n >0). If we seek all the d,, non-negative, surely there is an easy way
this may occur: in [8] a weighted shift W,, is defined to be positively quadratically hyponormal
if ¢(n,n+1) > 0 and c(n,i) >0,0<i<n,nec N, This class of operators has been studied
in, for example, [5], [16], (1], and [12].

We specialize to a class of shifts due to Stampfli and arising in his consideration of the
problem of completing an initial finite sequence of weights to yield the weight sequence for a
subnormal shift ([18]). Given weights 0 < ag < @ < aj there is a canonical way to generate a
satisfactory completion recursively: define

1/2
~ ¥y
an—l
wher
© 2 2( 2 _ 2) a2(a2 - az)
U, = 0%\ — o, = 21\* 0
0= p) 2 ) =~ _2_.3 -

2
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This produces a bounded sequence & := {@;}c, , for which & = o; (0 < 4 < 2). We usually
write the weight sequence (ao, a1, az)” and resulting weighted shift as Wiao,a1,00)" -

It has been standard in the study of the weaker than subnormal classes to consider backstep
extensions of (or perturbations of) subnormal weighted shifts. Given some weight sequence
a: ag,ay,...yielding a subnormal shift, prefix some weights (viewed as parameters) and consider
the ranges of the parameters yielding some property of interest. The “length” m of the backstep
extension is the number of prefixed weights. A weighted shift is hyponormal if and only if its
weight sequence is weakly increasing. It therefore follows from various “flatness” results (in
which, under most conditions, a pair of equal weights forces all or almost all weights to be equal
~ see, for example, [5]) that is sufficient to consider strictly increasing sequences of weights.

Throughout this paper Rq is the set of nonnegative real numbers.

3. Positive Quadratic Hyponormality. We turn first to positive quadratic hyponor-
mality of certain backstep extensions; the results here generalize to arbitrary length extensions,
and regularize the somewhat ad hoc computations of, [16], [12]. As promised we specialize to
an m-length backstep extension of a (normalized) Stampfli weight sequence and its associated
shift: denote the weight sequence by

\/y_m, \/y—mle' RERVAI T (\/a’ \/’Tja \/_11)‘)/\

It turns out that the matrix D,,+1(t) is particularly important both for quadratic hyponormality
and positive quadratic hyponormality, and we begin with it, a variant, and some elementary
conclusions. Let D, (t) be the matrix obtained by subtracting u, from the bottom right entry;
that is,

000 -+ 00
00O0 --- 0 O
Da®)=Dalt)~| ¢ ¢ ¢ " 1
0060 -+ 0 0
000 -+ 0 up

It is elementary that det(Dn(t)) = det(Dy(t)) — un det(Dy,—1(t)), and therefore that if we write
det(Dy(t)) = 314 &(n,i)t!, then

én,n+1) =c(n,n+1), én,0)=c(n,0) — upc(n —1,0) =0,
and further for 1 <i<mn,andn > 2,

é(n,i) = c(n,i) — upc(n — 1,7)
= upc(n —1,i) +vpe(n — 1,i — 1) — wp1e(n — 2,7 — 1) — upc(n — 1,4)
= vpe(n—1,1—1) —wp_1c(n — 2,i — 1),

where we have used the recursion in (2.2). In particular,

m—+2
det(Dm41(t)) = Y &(m+ 1,3)¢’

i=0

with é(m +1,m+2) = c(m+1,m +2), é(m +1,0) =0, and

é(m+1,7) = vpr1c(m,i — 1) —wpme(m —1,i = 1), 1<i<m+1
It is the &(m + 1,4) that have appeared, unrecognized and in a plethora of notations, in prior
computations for special cases of backstep extensions.
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It is known from [9] that for an m-length backstep extension of a Stampfli weight sequence
one has upUp41 — wp = 0 for n > m + 1. This fact, plus an elementary matrix computation
expanding det(D,(t)) by its last row, yields

det(Dp(t)) = un det(Dp—1(t)) + vnt det(Dn_1(2)).
An induction then produces, for n > m + 2,
det(Dn(t)) = up det(Dn—1(t)) + vn - - - Upmsat™ ™) det(Dpny1 (1))
At the coefficient level this becomes, for n > m + 2,

unc(n”‘l’n)+vn"’vm+2(é(m+l’i_(n_m)'l‘l))»
c(n,i) = n-m<i<n+1, (3.1)
unc(n—1,4), 0<i<n—(m+1).

It is well-known that c(n,n+1) = vou; - - - v, > 0 for all n € Ny (see [1]), so there is simplification
for the term with ¢ = n+ 1 in the above. The relations in (3.1) have been obtained for one- and
two-length backstep extensions in [16] and [12] respectively.

Further computations (recalling 2, = v, /u,) show

ety = { T (0 vma +mbm 4+ Lm 4 1), n>mt2,
T Vo' Umsl +2né(m+1,m+1), n=m+2.
‘Therefore, since the v; and u; are non-negative, the sign of c(n,n), for n > m + 2, reduces to

- that of vo « -+ Vg1 4+ 2pé(m + 1,m +1). Similar computations, and a finite induction, show that
forn > m+ 244 and 0 < i < m, the sign of ¢(n,n — i) is the same as that of

G(n,i) = G(n,i,zn—s,--.,2s)

i
= U0 Umtl + Z(H}”:Ozn_iﬂ)é(m +1,m—-k+ 1)
k=0

2
= em+1,m+2)+> (M_gzn_itj)é(m+1,m—k+1),
k=0

where we have used a standard formula for c¢(n,n + 1) to obtain the last equality. Productive
analysis of these signs will hinge on considering differences; define
Hf__ol Znti — Hi'c:_f]_zn-l-i

== >1, k>1.
Qlk,m) etz k2

Define next AG by
AG(n,i) == G(n + 1,4, Zn—i41,- -+, Zn41) — G(Ny4, Zn—iy . ., 20),
forn>m+42+14,0<i<m.Itis easy to see that forn>m+2+iand 0<i<m,
i
AG(TL, Z) = (Zn - zn—l) ' (Z Q(k + lan) é(m +1,m—-k+ 1)) . (32)
k=0

It is known that the z, increase strictly (at least for n > m +2), so AG(n,i) will be positive
or negative exactly as the second term above, and thus G(n, %) will be increasing, or decreasing,
exactly with the sign of the second term above.
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Proposition 3.1. Consider the usual recursively generated weight sequence (v/u, /v, yw)".
Then, with A and B as in Lemma 8.1 and Q(k,n) as above,

Qk+2,n)=A-Qk-1n)+B-Qk+1n), k=>2,n>3,

where A = —ﬂ% and B = ”("—w)(:(",lf:;"(’gtf)w+vw2). In particular, for any k > 1,
Q(k,n) is a constant in u, v, and w for all n > 3. Further, if we consider instead the Q(k,n)
associated with an m-length backstep extension of (v/u,/v,/w)", one has for any k > 1 that
Q(k,n) is a constant in u, v, and w for any n > m + 3. Note also that Q(1,n) is trivially

constant in n.

Return now to the second term arising from AG(n,%) in (3.2), and forn > m+2+14,0 <
i < m. Since m is constant, surely the relevant é(m, m — ¢) are constants in the data ym,..., 91,
u, v, and w. Using Proposition 3.1 the Q(k,n) are as well. Thus, for any 0 < i < m, AG(n,1) is
either all positive for n > m+ 2+ or all negative for n > m+ 2 +14. Therefore, G(n, 1) is either
(all) increasing for n > m+ 2 + 1 or (all) decreasing for n > m + 2 +i. But G(n, ) controls the
sign of ¢(n,n —1). If G(n,1) is all increasing, for positivity of all the c¢(n,n—1i) forn > m+2+1
it is enough to check the sign of G(m + 2 + 4,4) or equivalently that of c¢(m + 2 +i,m +2). If
G(n,1) is decreasing, we must check the limit as n becomes large. It is well-known that the 2z,
increase to a limit, and that in fact

. _qlz 2
K =711Lngozn = —2-1-1,;(\111 + 1/ 9% +4%)

v(w — u)? (v(w —u)++/v2(w — u)? — duv(w — v)(v — u))
2u(v — u)?(w —v)

Surely G(n,1%) is a continuous function of its z;. Thus in the case of G(n, i) increasing in n, we
must check the sign of the expression G(n,%, K, ..., K), where

Gn,4,K,...,K) =0y Ums1 + Lo KFe(m+1,m — k+1),
which comes from G(n,i, zy—i, ..., 2n) 8s 2z, /' K. Putting this together and recalling the ex-
pression for AG(n,1) from (3.2) we obtain the following.

Proposition 3.2. Let & : \/Um,/Im=1s---»/U1: (VU /0, Jw)"  be the usual m-length
backstep extension of a Stampfli weight sequence. Let i satisfying 0 < i < m be fized. Then for
the associated shift Wa, c(n,n —14) > 0 for all n > m + 2 + i if and only if either

1°57 o Q(k+1,m+3) é(m+1,m—k+1) > 0 (the increasing case) and c(m+2+i,m+2) >0
or

20 5% _Qk+1,m+ 3)é(m+1,m—k+1) <0 (the decreasing case) and

Vo Umtl + Y opeo K¥TE(m+1,m -k +1) > 0.

Note that it is clear that if for some i we are in the “increasing” case 1°, then even if not all
the c¢(n,n — i) are non-negative for n > m + 2 + i, if for some £ it happens that c(¢,£ — i) > 0,
then for all j >0, c(£+ j,£+ j —i) = 0. Equally easy is that if we are in the decreasing case 2°
and G(n,i, K,...,K) < 0, then eventually all the ¢(n,n — %) are negative if n is large enough.

From the second term in (3.1) it is easy to show that if for some p, 1 < p < m+1, c(m+p,p) >
0, then for all j > 0, c(m+p+7,p) > 0. As well, if for all p > 0, c(2m+2+p,m+2+p) > 0, then
forallj >0andallp>0,c(2m+2+p+j,m+2+p) > 0. It is known that all the ¢(n,n+1)
and c(n, 0) are non-negative, and easy computation shows that c(j, k) > 0 for j = 0,1,2 and the
relevant k. Assembling this all gives finally the following.

(3.3)

Theorem 3.3. Consider the usual m-length backstep extension of a Stampfli sequence,
m > 1, with resulting sequence

a \/@;9 \/ym—l,---y\/@_l" (\/177\/1_}7 \/E)A



The associated weighted shift Wy is positively quadratically hyponormal if and only if the fol-
lowing conditions hold:

1° for each i, 0 < i < m, one of the conditions of Proposition 3.2 holds,

2° for each n,3<n<m+1, and each j, 1 <j<mn, ¢(n,j) >0,

3° foreachn, m+2<n<2m+1, and each j,n—m < j<m+1, c(n,j) > 0.

(Observe that if m =1, the second of these conditions is vacuous.)

It is enlightening to compare this result with that of Theorem 3.7 from [1] in which, in
the presence of some stronger conditions not satisfied by a recursively generated weighted shift,
what must be checked is essentially numbers 2° and 3° of the above list.

4. Quadratic Hyponormality. In this section we briefly recast, in more useful notation,
and generalize somewhat, the discussion from [16] concerning quadratic hyponormality for back-
step extensions of Stampfli shifts. Recall that quadratic hyponormality of some weighted shift
W is equivalent to the positivity of the matrices Dy (s) for all s € C, as in the introduction. As
usual for each n this is equivalent to the positivity of the associated complex quadratic form.
The consequence of [16] Lemma 3.1 is that this is equivalent to the positivity of a real quadratic
form associated with a slightly different matrix. Define, for t > 0, and for each n,

90 —+/wot 0 0 0
—wot q1 —wit .- 0 0
0 —\Vwit g2 cee 0 0
An(t) = : : . : : , (4.1)
0 0 0 Gn—1 —vWp_1t
0 0 0 coe =y wp_1t gn

where the g;, ui, v;, and w; are as for D,, as in (2.1). Then from Lemma 3.1 of [16] one obtains

Proposition 4.1. Let Wy be a weighted shift. Then for each n, Dy,(s) is a (complez)
positive quadratic form over C*! for all s € C if and only if An(t) is a (real) positive quadratic
form over R™*! for all t > 0.

Specialize now to the case of the m-length backstep extension of a Stampfli shift with weight

sequence /Ym, +/Ym—1,- - /U1, (V4, v/, yw)*. We will follow the development in Sections 3
and 4 of [16], suitably generalized from a 2-length backstep extension to an m-length backstep

extension. To test positivity of the quadratic form for An(t) at a vector (zo,...,z,) in R,
what arises is

n n—1 n
Fo(zo,...,Zn,t) = Zuzxf - 2\/%2 VWizixi + t}:vix?.
=0

=0 =0
It will be important, in considering positivity for n > m+1, to split off a piece of this expression.
Namely, for n > m +1 let f be defined by

m m—1 m-+1
f(zo,. .. ,zn,t) = Zuzxf -2Vt Z VWiTiTie1 + Z vzxf
=0 i=0 =0

It follows that for n > m + 1,

n n—-1 n
Fo(zo,...,%n,t) = f(Zo,. - Tm+1,t) + Z u,wf - 2\/52 VWi + th,-x?

t=m+1 =0 i=0

n—1
= f(20,- - Tme1,t) + D (V&Z: — /Ois1tzis1)? + unal, (4.2)

i=m+1

105
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where the final equality is the result of a simple computation and the use of u;v;4; = w; for
1>m+ 2.

Recall that K = lim,_o 2, With explicit expression as in (3.3). Continuing the argument
as in [16] we arrive at the following, which is the analog of their Lemma 4.4.

Proposition 4.2. For the usual weight sequence

V&Z;,V@;;:Iw--a\/@I’(\/Ea\/a,VGE)A

and its associated weighted shift Wy, the following assertions are egquivalent:
(i) Fu(zo,.-.,Zn,8) =0 for any xg,...,Tn,s in Ro and ,/% <s forall n>m+2,

(i) f(zo,--.+Tm+1,8) =0 for all zo,...,Tm+1,s in Ry and \/% < 8.
Equivalently, in terms of t = s2, the following assertions are equivalent:

(") Fn(zo,...,Zn,t) > 0 for any xo,...,Tn,t in Rg and § <t for all n>m+ 2

(ii") f(zo,---,ZTm+1,t) 20 for all zg,...,Tms1,t in Ry and % < t.

It is obvious that if some Fj,,; is appropriately positive then so is Fy,, and we have the
following generalization of [16, Th. 4.6].

Theorem 4.3. For the usual weight sequence

Vs VIm=1, - - VI, (Vi Vo, V),

the following assertions are equivalent:
(i) the associated weighted shift Wy, is quadratically hyponormal,
(ii) the following two conditions hold:
1° for each n > 3, each t in [0, 713], and each x,...,Tn in Ro, Fy(zo,...,Zn,t) 20,
2° for all zg,...,Tm+1 in Ro and all '113 <t, f(zo,..- Tm+1,t) 2 0.

5. Quadratic Hyponormality for Weights « : 1,1, vz, (v/u, Vv, yw)"

In this section we consider the weighted shifts W, with a weight sequence « : 1,1, /7,
(V, v/, yw)" satisfying 1 < z < u < v < w; for example, see Problem 1.1. The following
lemma was obtained by rearranging indices in some of the results of [8, p.394].

Lemma 5.1 ([9, Lemma 2.1]). Let o : ag,a1,+ ,0k—2, (Qk—1, 0k, 0k+1)" with 0 <
ag_1 < ag < ag+1 (k> 1) and let Wy be the unilateral weighted shift associated to . Then

(1) vat1 = ¥1(uns1 +un) (R 2Fk)

(i) wp = UpVn+1 (0 > k) and

Un—1

— Tyl > k1), 5.1
=Ygy e, (2RHY &1
h
ere adod_i(a@, , —ad) 22, ,—ai_,)
\Il() — k“k—1 k+1 k and \111 — k k+1 k-1 . (5.2)
of —of_, of —of_,

As noted before, to avoid trivialities we may and do assume that oy < a4 for all k € N
to avoid the trivial case throughout this section.

5.1 Positively quadratic hyponormality. Let a : 1,1,/z, (v, v, Vw)" with real
variables z, u, v, w satisfying 1 < £ < u < v < w. For our convenience, we recall from (5.2) that

_ v(w — u) and \Iloz_uv(w—'u)'
v—u v—u

v,
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Before we begin our work, we compute directly the coefficients of dy,(t) for the reader’s conve-
nience, since having these concretely will simply some arguments in what follows:

c(0,0)=1, ¢(1,0)=0, ¢(2,0)=0, ¢(3,0)=0, c(4,0)=0,
c0,1)=1, c(l,l)=z-1, ¢(2,1)=0, ¢3,1)=0, c(4,1)=0,

c(L,2) =z, ¢(2,2) =uz(z ~ 1), ¢(3,2) =z(z — 1)(2u—1 — uz), c(4,2) = (v —u)c(3,2),
c(2,3) =z(ur - 1), ¢(3,3) =uz(z—1)(uv+1—2z), c(4,3) = z(z — 1) f1(z),

c(3,4) = (wv — 2)z(uz — 1), c(4,4) =zfa2(z) and c(4,5) = v4c(3,4),

where
fi(z) = —(2uv — 2uv — wow + W)z — (Vv + U2 + vw — uv — 2uvw),
fo(z) = u?2® + (~ww — 2uvw — udv — 242 + 2uv + u)z?
+(v — u+ v?v?w + Buvw + u? — 2uv)z + (v — wvw — u2v?w).

The following lemma converts the general equations in (2.2) to the special case of the
weights considered here. Note also that mp = v4¢(3,3) — w3c(2,3) is just é(4,4) and 73 =
v4¢(3,2) — w3c(2,2) is just &(4, 3); that is, the results for terms like c(n, 1) are available from the
general framework of Section 3, but it is somewhat less cumbersome to compute directly.

Lemma 5.2. Let o:: 1,1, v/, (v/u, Vv, V)" with 1 <z <u < v < w. Then for n > 5, we
have

Un -+ v4c(3,4), i=n+1,
upc(n —1,n) + v, - - - vsne, i=mn,
c(n,i) =9 upc(n—1,n—1)+ v, vsns, i=n-—1,

Up -+ Uip2c(i + 1,14), 3<i<n-2,
Up - usc(4,7), 0<i<2,

where g = v4c(3,3) — w3e(2,3) and N3 = v4c(3,2) — wsc(2,2).

We now characterize the positive quadratic hyponormality of the weighted shift W, with
weight sequence « : 1,1, /Z, (14, /v, V) with 1 < z < u < v < w.

Theorem 5.3. Let o : 1,1,/%, (v/u, /0, V)" with 1 < z < u < v < w. Under the above
notation, it holds that W, is positively quadratically hyponormal if and only if
(1) ¢(3,2) 20 (ie., z<2- 1),
(ll) 6(453) 20, 0(4, 4) >0 (/é'e': fl(x) 2> O) fQ(m) 2> O);
(iii) ¢(5,5) > 0, c(5,4) >0,
(iv) it holds that
1°7m3 >0, or
2° (2 <0) and K < Z;,
(v) it holds that
19 if mo + 2128225 > 0 then 1 + 2z5m2 + 2526m3 > 0 or equivalently, ¢(6,5) > 0;
2° if mp + FEEE s < O then my + n2K + 3 K2 > 0.
We now discuss an example using Theorem 5.3.

Example 5.4. Let o : 1,1, /z, (/u, /v, yw)". Take u = %, v= %, and w = %. By some

computations, we get (with only possibly relevant ranges presented):
Hz<2-1<=1<2<¥2~1.09090--,
(if) fi(z) 20, fo(z) > 0 +=1.00462--- < z < 84 ~1.09220. ..,
(iii) ¢(5,5) > 0, ¢(5,4) > 0 <= 1.00349 - - < z < 1.09629 - - - .
Note that ¢(6,5) > 0 for 1.022--- < 2 < 1.09312- - - should it be required for (v). We now
consider the following inequalities restricting our attention to only = with 1.00462--- < z < -}%
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(iv) Observe that 7o < 0 <> 1.00462--- < z < 1.02095 - - - . In this range, we get m +Kn2 > 0
for 1.01499 .- < z < 1.02095--- (and n; + Kmp < 0 for 1.00462--- < z < 1.01499-.-). And
observe that 7o > 0 < 1.02095--- < z < 1.09090---. Hence (iv) holds < 1.01499--- < z <

1.09090 - - - .
(v) Observe that ny + #Z6=26%ps > ( < 1.00568 - < z < 1.06172--- . As noted above,

c(6,5) > 0 for 1. 022 - < p 2 1.09312--- And observe that, under the range of z with
1.00462--- <z < 1 11 72 + %2—2—25173 <0« 1.00462--- < z < 1.00568--- and 1.06172-.- <
z < 1. And we obtain that n; + 72K + n3K? > 0 for 1.00505--- < z < 1.06584---; in our
region of interest, the expression is negative to the left and right of these bounds. So (v) holds
< 1.00505--- <z <1.06583: -
Combining (i)-(v), we have that W, is positively quadratically hyponormal < d; = 1.01499-- - <
x < 8 =1.06583 - .-, where §; is the smallest positive root of m + K 7)2 0, where

m+ K = g ((52800\/— +226325)2® — (226176v/5 + 963169)x

+(304512+/5 4 1291368)z — 131328+/5 — 555012),

and d2 is the second smallest positive root of 7y + m2 K + n3K? = 0, where

M+ K + 13 K2 = o (136926625 + 31944000v/5)z° — (1349119805

+428799360v/5)z2 + (2355886536 -+ 784080768+/5)x — (1143988596 + 387341568+/5)).

5.2. A solution of Problem 1.1. In this subsection we solve Problem 1.1 by characterizing
the quadratically and positively quadratically hyponormal weighted shifts which are three-length
backstep extensions of the Stampfli recursive tail, and with the first two weights equal. As noted
before, by scaling it suffices to consider the case in which the first two weights are one.

Theorem 5.5. Let a(z) : 1,1,/7, (\/u, Vv, Vw)" be a weight sequence with positive real
variables x,u,v,w such that with 1 <z <u < v < w. Let

(PQH) := {z|Wyy) is positively quadratically hyponormal for some u,v and w}
and

(QH) := {2|Wy(y) is quadratically hyponormal for some u,v and w}.
Then (PQH) = (QH) = (1,2).

In fact, we have the following a priori stronger result.

Theorem 5.6. Let § be an arbitrary real number in the open interval (1,2). Then there exist
us, Vs, w5 with us < vy < ws such that W) is positively quadratically hyponormal weighted shift

with a weight sequence a(z) : 1,1,/Z, (\/us, /s, /Ws)" for all z € (1,4].

5.3. Quadratic Hyponormality. In this subsection we discuss gaps between the quadratic
and positive quadratic hyponormalities. For given u,v,w with 1 < v < v < w, let a =
a(z) : 1,1, 7, (v/,/v, yw)* with 1 < z < u. Then it is worthwhile to obtain an interval J
with nonempty interior in Ro such that Wy(,) is quadratically hyponormal but not positively
quadratically hyponormal for all z € J. We shall obtain such a nonempty interval in Example
5.8 below.

Consider a weight sequence o : 1,1, /7, (v, /7, v/w)" with 1 < z < u < v < w. Since
Wy = UpUn+1 (0 2> 4), we get

Fp = Fo(@o, - 1%, 8) = f(Z0,T1, - Tas t) + Torms (VUi — /Tig15Ti41)? + unti,
where ¢ := |s|? and

(0,21, T2, T3, T4, t) = (uo + tvo) 7§ + (u1 + tvr) 73 + (up + tvo) 73
+ (ug + tvgz) x% — 28(y/wozoT1 + VW1T1Z2 + /W2T2Z3 + VW3Z3Za) + tv4a:2.



It follows from Theorem 4.3 and (4.2) that if f(zo, z1, Z2, 73, Z4,t) > 0, then W, is quadratically
hyponormal. Observe that the quadratic function of f(xo,z;,22,3,Z4,t) corresponds to the
symmetric matrix

ug + vot —\/’Lm 0 0 0
—Vwgl  ui+ vt —wit 0 0
At) = 0 —Vwit ug +vat —+/wal 0 :
0 0 —vwat ug+v3t —/wst
0 0 0 —v/wst vgt

also, see (4.1). Hence it follows from the positivity A(t) > 0 that W, is quadratically hyponor-
mal. By some computations, A(t) can be represented by the matrix

1+¢ -Vt 0 0 0

-Vt tz —Vt(z —1) 0 0
0 —Vifz—1) —l+z+t(-14uz) —iz(u—1) 0
0 0 —vVitz(u—1) u+t(uv—z)—z —+ut(v—1zx)
0 0 0 —Vut(v — z) t(vw — uz)

Recall the upper left n x n proper submatrices of A(t) are exactly A,_1(t), n = 1,2, 3,4, which
are as in (4.1).

Proposition 5.7. Let o(x) : 1,1, /Z, (Vu, Vo, Vo)) with 1 <z <u <v <w. If ¢(t) :=
c(3,4)t% + ¢(3,3)t +¢(3,2) > 0 and G2(t) = mt® +mat + 713 > 0 for all t > 0, then Wy is
guadratically hyponormal.

Example 5.8 (Contlnued from Example 5.4). Let a(z) : 1,1,vZ, (vu, /v, vVw)".

Take u = i(l), v = %2, and w = 3§ 3 By some direct computations, we obtain that
m = 2500 5940 + 146647 — 116932? + 30252 ) ,
Ny = 2500 g 7524 + 17446z — 1295822 + 3025z ) and
73 = 55ap (—1044 + 2034z — 990z2) .

If one of the following two cases holds:

(1) n2,M3 20 (nOte: m > O)a

(ii) m3 > 0 and the discriminant 53 — 4mn3 < 0,
then ¢2(t) > 0 for all ¢ > 0 and all z satisfying (i)-(ii). By direct computations, we obtain the
range 1.00544--- <z < 1.05454 - - - for « satisfying (i)-(ii).

Similarly, applying ¢;(t) with the same method above, we obtain a range 1 < z < 12 for

¢1(t) > 0 for all ¢.

According to Proposition 5.7, if we take z satisfying 1.00544 - -- < z < 1.05454 - - - , then W,
is quadratically hyponormal. Hence, with the range of z for the positive quadratic hyponormality
in Example 5.4, we obtain a range 1.00544 - - - < z < 1.06583 - - - for the quadratic hyponormality
of Wi(z)- Thus the open interval (139545 10148} i5 5 range in z for quadratic hyponormality but
not positive quadratic hyponormality of Wy ().

Observe finally that the test in Proposition 5.7 is clearly sufficient, but not necessary, for
quadratic hyponormality, as evidenced by the interval 1.05454--- < z < 1.06583 - - - .
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