Abstract

Imitative learning is an effective method for robots to obtain a novel movement from a person demonstrating many kinds of movement. Many problems need to be solved, however, before a robot can achieve imitative learning. One problem is how to convert visual information on the demonstrator’s motion to kinematic posture information for the learner. This is referred to as a correspondence problem and we have focused on this problem in this study. To solve it, we focus on the formation of a low-dimensional representation that integrates sensory information from two different modalities. We propose a computation method for constructing the low-dimensional representation combining posture information and visual images by using kernel canonical correlation analysis (KCCA). Using this method, a robot becomes able to estimate posture information from visual images in a bottom-up way. Using several experiments we show how effective our proposed method is in estimating kinematic information.
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1 Introduction

If robots can imitate a demonstrator’s movement just by observing it visually, they can obtain novel movements without the supervisor’s or designer’s specification of the concrete coordinates of individual joint angles for each time.

Many studies have been done on robotic imitative methods, but many difficulties still exist. Children even as young as one year old imitate their parents’ motion and simultaneously obtain many kinds of motion. Computational understanding of imitative learning is important in understanding human cognitive abilities and the developmental process supporting imitative learning capability.

Breazeal and Scassellati focused on two fundamental problems regarding robotic imitative learning [1].

The first problem was how the robot knows what to imitate. When a robot observes a person exhibiting a sequence of motions, how does the robot know
which part of this sequence should be imitated? Taniguchi et al. studied an algorithm by which a robot divides demonstrator motion into meaningful parts and learns these [2]. Breazeal et al. studied an attention system that plays an important role in imitative learning using a robot with a face detector, color detector and motion detector [3].

The second problem they investigated was how the robot knows how to imitate. When a robot imitates a target motion, how does the robot convert the observed motion into a series of action commands that the robot can carry out? Alissandrakis, Nehaniv, and Dautenhahn also studied this problem, which they called a correspondence problem [5]. This correspondence problem occurs when the robot maps a visual image to its joint angles [4]. Mapping is generally difficult because there are many mapping possibilities. Specifically, when a robot tries to imitate a person, the robot has to deal with differences between the robot and human body parts and kinematics. There are many combinations of robot and human body parts. In addition, the degrees of freedom (DOF) and coordinate system of their body’s motor systems also differ. Using a game of chess as the setting, Alissandrakis, Nehaniv, and Dautenhahn studied an algorithm for imitating those that move differently [5]. In a realistic robotic imitative learning problem, a robot has to estimate a demonstrator’s postural information and project it onto its body coordinates without knowing the DOF of the demonstrator’s body system or the parameters of individual joints. This paper introduces a learning method in which a robot automatically obtains appropriate maps from visual information about a demonstrator’s movement to its posture information in a bottom-up way.

1.1 Posture Estimation

Various methods to estimate a posture from an image of a demonstrator have been studied over the years. There are two main approaches.

The first approach is to use a human body model directly. Lee, Cohen, and Jung studied a method for estimating model parameters using a particle filter [6]. Shotton et al. proposed an algorithm to quickly estimate human joint angles from human body images [7]. This algorithm can estimate joint angles in real time. A camera, depth sensor, and human body model work collaboratively and collaborative calculation enables the estimation of joint angles quickly. These methods cannot, however, be applied to creatures that have unknown or different body structures. Robots can have various body structures and kinematics, so each type of robot has to obtain its own mapping from visual image to posture information. In other words, a developmental robot has to obtain or improve its body model. In addition, providing a computational model that describes how human beings are constructed and how they improve themselves is important to understanding how children can obtain a human body model.

The second approach does not use a human body model. Yamane et al. proposed an algorithm for marker-free motion capture using multiple cameras [8]. In this algorithm, the body model is estimated automatically. Agarwal et al. conducted an experiment to estimate human joint angles from the shape...
context of the human silhouette using ridge regression, a relevance vector machine, and a support vector machine [9]. Grauman et al. proposed an algorithm for estimating human joint angles from the silhouette of a person using the low-dimensional representation obtained by probabilistic principal component analysis (PCA) [10]. Since only linear mapping is used in probabilistic PCA, PCA cannot deal with nonlinearity in the human body structure. To solve this problem, Henrik et al. proposed an algorithm for estimating posture information using a low-dimensional representation obtained by Gaussian process latent variable models (GPLVM), which is known as a probabilistic nonlinear PCA approach [11]. The Gaussian process (GP) is a Bayesian extension of kernel regression (KR). The relation between input and output data is modeled by the GP by using a Gaussian stochastic process [12]. GPLVM assumes that two or more high-dimensional data sets are generated from one shared low-dimensional data set by using nonlinear mappings. In GPLVM, nonlinear maps and the hidden low-dimensional space base are estimated using the GP. Posture information and visual images are assumed to be generated from a hidden low-dimensional space. Henrik et al. showed that human joint angles can be estimated from a silhouette using information on its probability. Human joint angles are also estimated from a sequence of silhouettes. This algorithm has some problems, however. It takes much computation time to converge and it is difficult to obtain a global optimal solution because a gradient method has to be used to locate inversely mapped observed data in low-dimensional space. This optimization process has huge solution space. To solve this problem, we propose using kernel canonical correlation analysis (KCCA), instead of using GPLVM, to obtain the low-dimensional hidden space. KCCA obtains a global solution for a generalized eigenvalue problem at reasonable computational cost. We explain here how we applied KCCA to high-dimensional human upper body data to obtain a human body model in order to construct a low-dimensional representation of the human body and to construct mapping from visual images to posture information.

1.2 Low-Dimensional Representation

Low-dimensional representation is considered to be useful when a robot observes a demonstrator’s motion and then imitate it. One of the reasons for this is that posture information and visual images have much unnecessary information that is not shared mutually between the two modalities. It is sufficient to use only a small amount of information that is shared by two modalities to estimate posture variables from visual images. This mutually shared information is expected to form a low-dimensional space. When a person imitates a demonstrator, it is actually known that such a person uses a low-dimensional structured schema called a body schema [13]. It is also known that the sequence of joint angles obtained when a person walks is efficiently and synergistically compressed by applying PCA [14]. Applying statistical compression techniques to posture information is therefore considered to be effective.

We propose an algorithm for obtaining a low-dimensional representation in
a bottom-up way by using KCCA and a method for estimating posture information from visual images via the low-dimensional representation. The method is superior to previous methods in terms of computation time because the essential dimension of mapping is reduced. A low-dimensional representation made from posture information and visual images is something equivalent to a body model because it can be used to estimate two information sources with several parameters. We discuss here the effectiveness of the estimation via the low-dimensional representation obtained by KCCA using human upper body motion data.

2 Algorithms

2.1 Overview

We propose an algorithm for a robot to estimate its joint angles from images of a human being (Figure 1). To estimate these effectively, the proposed algorithm uses a low-dimensional representation that integrates high-dimensional posture information and visual images and extracts important features shared by the two information sources. Canonical correlation analysis (CCA) is known as a method for obtaining low-dimensional information from two information sources by omitting irrelevant information using linear transformation. In this paper, we propose the use of KCCA to obtain the low-dimensional representation as a substitute for CCA because mapping from multimodal sensor motor information to low-dimensional information usually does not have a linear property. KCCA provides maps to a low-dimensional space from each information source. Mapping from the low-dimensional representation to posture information is necessary, however, for estimating posture information from visual images. For this purpose, we introduce kernel regression (KR) to estimate a map from low-dimensional space to posture information space.

The proposed algorithm is separated into two steps. First, the robot obtains
a low-dimensional representation and mapping from a data set of posture information and visual images using KCCA and KR (Figure 3). Second, the robot estimates joint angles from novel images of a human being (Figure 13). The proposed algorithm has six free parameters which are two hyperparameters of kernel functions, two regularization parameters of KCCA, one hyperparameter of kernel functions and one regularization parameter of KR.

2.2 Kernel Regression

Regression analysis is a method for quantitatively analyzing the relation between independent variables \( x \) and dependent variable \( y \). When a set of independent variables \( x \) and dependent variable \( y \) are given as a training data set, regression analysis is applied to estimate the map from \( x \) to \( y \) using the data set. If map \( f \) is linear mapping, this method is called linear regression. We extend it to nonlinear mapping by assuming that map \( f \) is a linear combination of a \( d \) number of nonlinear functions (feature functions) \( \phi = (\phi_1, \ldots, \phi_d)^T \):

\[
f(x) = \sum_{i=1}^{d} a_i \phi_i(x). \tag{1}
\]

When \( n \) number of training data and \( \{x, y\} \) are given, coefficients \( a = (a_1, \ldots, a_d)^T \) are usually calculated by minimizing least square error. Overfitting occurs, however, when the data set has space or includes an outlier. Coefficients \( a \) are therefore calculated by minimizing \( R(a) \), which is least square error, added by regularization term \( \lambda \| a \|^2 \):

\[
R(a) = \sum_{i=1}^{n} |y^{(i)} - f(x^{(i)})|^2 + \lambda \| a \|^2, \lambda > 0, \tag{2}
\]

where \( x^{(i)} \) and \( y^{(i)} \) represent i-th data. By adding a regularization term, it becomes possible to use a kernel method and to represent map \( f \) by using a linear combination of kernel functions \( k \), which is the inner product of feature functions [15]:

\[
f(x) = \sum_{i=1}^{n} \alpha_i k(x^{(i)}, x). \tag{3}
\]

We write \( R(a) \) in respect to \( \alpha = (\alpha_1, \ldots, \alpha_n)^T \):

\[
R(\alpha) = \sum_{i=1}^{n} |y^{(i)} - f(x^{(i)})|^2 + \lambda \alpha^T K \alpha, \lambda > 0, \tag{4}
\]

where \( K \) is called a gram matrix and \( K_{ij} = k(x^{(i)}, x^{(j)}) \). \( \alpha \) that minimizes \( R(\alpha) \) is :

\[
\alpha = (K + \lambda I_n)^{-1} y, \tag{5}
\]

where \( y = (y^{(1)}, \ldots, y^{(n)})^T \).
2.3 Kernel Canonical Correlation Analysis

CCA was proposed by Hotelling [16] and is known as a method for compressing information that two information sources have in common. CCA infers two linear mappings, \( f \) and \( g \), that map data \( x \) and \( y \) to one scalar data item and maximize the coefficient of correlation of two given data sets.

\[
\rho = \text{Cor}[f(x), g(y)] = \frac{\text{Cov}[f(x), g(y)]}{\sqrt{\text{Var}[f(x)] \cdot \text{Var}[g(y)]}} \tag{6}
\]

If two information sources have Gaussian distribution, the low-dimensional representation obtained by CCA has maximum mutual information between the two information sources. CCA is not effective for posture information and visual images, however, because these generally have a nonlinear relation. KCCA is an extended form of CCA whose mapping and linear combinations of feature functions are nonlinear [17]. KCCA assumes that maps \( f \) and \( g \) are represented by feature functions \( \psi_x \) and \( \psi_y \) as :

\[
f(x) = a^T \psi_x(x) \tag{7}
\]
\[
g(y) = b^T \psi_y(y). \tag{8}
\]

Coefficient vectors \( a \) and \( b \) were chosen to maximize the coefficient of correlation added by regularization term \( \zeta_x \| a \|^2 + \zeta_y \| b \|^2 \) because increasing the norm of \( a \) and \( b \) causes overfitting. Nonlinear mapping \( f \) and \( g \) can therefore be represented by a linear combination of kernel functions :

\[
f(x) = \sum_{i=1}^{n} \alpha_i k_x(x^{(i)}, x) \tag{9}
\]
\[
g(y) = \sum_{i=1}^{n} \beta_i k_y(y^{(i)}, y). \tag{10}
\]

Let \( \alpha \) be \((\alpha_1 \cdots \alpha_n)^T\) and \( \beta \) be \((\beta_1 \cdots \beta_n)^T\). Finally, \( \alpha \) and \( \beta \), which maximize coefficient of correlation \( \rho \), are obtained by solving the generalized eigenvalue problem as :

\[
\begin{pmatrix}
0 & K_y J_n K_x \\
K_y J_n K_x & 0
\end{pmatrix}
\begin{pmatrix}
\alpha \\
\beta
\end{pmatrix}
= \lambda
\begin{pmatrix}
K_x J_n K_x + \zeta_x K_x & 0 \\
0 & K_y J_n K_y + \zeta_y K_y
\end{pmatrix}
\begin{pmatrix}
\alpha \\
\beta
\end{pmatrix} \tag{11}
\]

where \((K_x)_{ij} = k_x(x^{(i)}, x^{(j)}), (K_y)_{ij} = k_y(y^{(i)}, y^{(j)}),\) and \( J_n \) represents all component of an \( n \) dimension unit matrix minus one.

Here, \( \lambda \) is equal to the coefficient of correlation with the regularization term and is called a canonical correlation coefficient. Additionally, the image of data using a corresponding map is called a canonical variable. In this paper, the \( n \)-th largest canonical correlation coefficient is called an \( n \)-th canonical correlation.
coefficient and the corresponding canonical variable is called an $n$-th canonical variate. There are many kinds of kernel functions. In our experiments, we used the Gaussian kernel

$$k(x, x') = \exp \left( -\frac{1}{2\sigma^2} \| x - x' \|^2 \right)$$

as a kernel function for KCCA and KR.

3 Experiments

To evaluate the effectiveness of the proposed method, we conducted a sequence of experiments integrating posture information and visual images into a low-dimensional representation. We used human joint angles as posture information measured by using Kinect Microsoft (Figure 2). We used upper body images drawn based on measured joint angles as virtual visual images.

First, we obtained the low-dimensional representation by applying KCCA to a data set of joint angle data and upper body images. The low-dimensional representation was a combination of canonical variables in which there were various combinations. The vector combined from the 1st to $n$-th canonical variable is called $n$-dimensional low-dimensional representation. In this experiment, we obtained ten low-dimensional representations.

Second, we obtained maps from each low-dimensional representation to joint angles by using KR. Joint angles were estimated from novel body images generated from novel measured joint angles as test data. The accuracy of estimation was evaluated based on mean error. We compared our proposed method to KR, in which joint angles are directly estimated from body image data. Hyperparameters were determined by 12-fold cross-validation. Criteria for cross-validation are the coefficient of correlation for KCCA and mean error for KR.

3.1 Experiment 1

We conducted an experiment to obtain low-dimensional representation that integrates posture information and visual images. Figure 3 shows an overview of the experiment.
1. Measure human’s joint angles with Kinect
2. Obtain joint angle data
3. Make images on a simulation space
4. Make gray scale transform of the images
5. Make Fourier transforms of the gray scale transforms

Use these data for KCCA

Figure 3: Overview of Experiment 1

Figure 4: Training Data
Table 1: Estimated parameters of KCCA

<table>
<thead>
<tr>
<th></th>
<th>$\sigma_{\text{img}}$</th>
<th>$\zeta_{\text{img}}$</th>
<th>$\sigma_{\text{ang}}$</th>
<th>$\zeta_{\text{ang}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$1.2 \times 10^4$</td>
<td>$8.0 \times 10^{-2}$</td>
<td>$3.0 \times 10^2$</td>
<td>$4.0 \times 10^{-2}$</td>
</tr>
</tbody>
</table>

Table 2: Estimated parameters of KR

<table>
<thead>
<tr>
<th>Dimension</th>
<th>$\sigma_n$</th>
<th>$\zeta_n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$2.0 \times 10^{-1}$</td>
<td>$3.0 \times 10^{-2}$</td>
</tr>
<tr>
<td>2</td>
<td>$4.0 \times 10^{-1}$</td>
<td>$3.2 \times 10^{-1}$</td>
</tr>
<tr>
<td>3</td>
<td>$7.0 \times 10^{-1}$</td>
<td>$1.2 \times 10^{-1}$</td>
</tr>
<tr>
<td>4</td>
<td>$8.0 \times 10^{-1}$</td>
<td>$2.6 \times 10^{-1}$</td>
</tr>
<tr>
<td>5</td>
<td>$8.0 \times 10^{-1}$</td>
<td>$5.0 \times 10^{-2}$</td>
</tr>
<tr>
<td>6</td>
<td>$8.0 \times 10^{-1}$</td>
<td>$3.0 \times 10^{-2}$</td>
</tr>
<tr>
<td>7</td>
<td>$8.0 \times 10^{-1}$</td>
<td>$1.0 \times 10^{-2}$</td>
</tr>
<tr>
<td>8</td>
<td>$9.0 \times 10^{-1}$</td>
<td>$1.0 \times 10^{-2}$</td>
</tr>
<tr>
<td>9</td>
<td>$1.0$</td>
<td>$1.0 \times 10^{-2}$</td>
</tr>
<tr>
<td>10</td>
<td>$1.0$</td>
<td>$1.0 \times 10^{-2}$</td>
</tr>
</tbody>
</table>

3.1.1 Experimental Conditions

Measured training data consisted of a left hand up motion, a right hand up motion, a throwing motion, and a walking motion. Joint angle data had 11 dimensions consisting of the neck and both of the upper arms (an Euler angle having 3 degrees of freedom) and lower arms (the y-axis of the Euler angle for each arm). We used only the y-axis of lower arms because other angles contributed little to image drawing of the upper body. Images of the upper body model were made based on measured joint angles (Figure 4). The resolution of images was $75 \times 80$ pixels (6,000 pixels). Generated noise was added to images to express changes in background and noise. Background color was sampled at intervals of [96, 160]. Noise, which was sampled at intervals of $[-32, 32]$, was added to each pixel, where 256 colors are expressed in RGB and all noise was sampled from a uniform distribution. Images were then converted to grayscale images, Fourier transformation was applied to grayscale visual images and a training dataset was obtained.

3.1.2 Results

We describe estimated parameters of KCCA in table 1 and KR in table 2. In table 1, $\sigma_{\text{img}}$ and $\zeta_{\text{img}}$ are hyperparameter of kernel functions and regularization parameter of mapping from images. $\sigma_{\text{ang}}$ and $\zeta_{\text{ang}}$ are hyperparameter of kernel functions and regularization parameter of mapping from joint angles in KCCA. In table 2, there are parameters of mapping from each low-dimensional representation to joint angles. $\sigma_n$ and $\zeta_n$ are hyperparameter of kernel functions and
regularization parameter of mapping from n-dimensional representation.

Figure 5 plots estimated hyperparameters $\sigma_n$. This figure implies that the value of the parameter increases as the number of dimensions increases. The increment in parameter value is greater than the increment in the length of a diagonal line in a hypercube. If the dimension of the low-dimensional representation increases, the low-dimensional representation has information that is irrelevant to regression. The parameter that corresponds to the range in which the kernel function value is large increases in order to reduce this effect. That is why, as is shown later, mean error of estimation from novel visual images increases together with the increment in dimension of the low-dimensional representation.

Figure 6 shows 128 coefficients of correlation obtained from training data by KCCA in descending order. There is sufficient number of high value coefficients of correlation.

To evaluate the characteristics of low-dimensional space generated by KCCA, we compared KCCA with PCA, KPCA, and CCA. The three-dimensional representation obtained from training data by using PCA, KPCA, CCA, and KCCA are illustrated in Figures 7-12 where triangles represent visual images, circles represent joint angles, and each axis represents first canonical variable (D1), second canonical variable (D2), and third canonical variable (D3). In results of PCA derived from visual images (Figure 7), circles are arranged irregularly, but there is a point mass. This point mass corresponds to images of walking motion that have almost no differences. Results of PCA from joint angles (Figure 8) show a cylindrical structure. This reflects a case in which left hand up and right hand up motions are connected without sufficient distance. Results of KPCA from visual images (Figure 9) show a horseshoe-like structure. Nonlinear maps of KPCA seem to derive high variance components. This does not, however, reflect a significant structure. In results of KPCA from joint angles (Figure 10), there is a further highlighted cylindrical structure. The results of CCA (Figure 11) show a point mass of walking motion, but no other structures were reflected. In results of KCCA (Figure 12), we found point masses of walking motion, and left hand up and right hand up motions are well divided and form a branching structure. From this, the best low-dimensional representation was obtained by KCCA. Although the low-dimensional representation obtained by KCCA has the same scale in each dimension, that obtained by other methods has a different length in each dimension. If the kernel function is a radial basis function, the low-dimensional representation obtained by KCCA is therefore best for estimation.

3.2 Experiment 2

Next, we conducted an experiment to examine the generalization performance of the low-dimensional representation for novel data. Figure 13 shows an overview of the experiment.
Figure 5: Parameter $\sigma_n$: The line with dots represents estimated parameters and the solid line represents $0.2\sqrt{n}$.

Figure 6: Canonical Correlation Coefficient
Figure 7: Low-Dimensional Representation of Body Images by PCA

Figure 8: Low-Dimensional Representation of Joint Angles by PCA

Figure 9: Low-Dimensional Representation of Body Images by KPCA

Figure 10: Low-Dimensional Representation of Joint Angles by KPCA

Figure 11: Low-Dimensional Representation of Body Images by CCA
Figure 12: Low-Dimensional Representation (3D): Triangles represent posture information and circles represent visual images. Individual dots are lined up according to a sequence.

Figure 13: Overview of Experiment 2
3.2.1 Experimental Conditions

To estimate posture information from visual images, a map has to be obtained to posture information from the low-dimensional representation because maps to the low-dimensional representation obtained by KCCA cannot calculate posture information from visual images. KR is therefore used to obtain this map. Test data consisted of a handwaving motion and a reaching motion (Figures 15, 16). Posture information and visual images were made in the same way as in experiment 1. Using these data, we estimated joint angles estimated from novel body images via the low-dimensional representation. Additionally, to evaluate estimation via the low-dimensional representation, we estimated joint angles that were estimated from body images directly by KR.

3.2.2 Results

Figure 14 plots mean error of joint angles estimated from novel body images via low-dimensional space. When the dimension of the low-dimensional representation is four in handwaving motion and three in reaching motion, mean error is the lowest and the value is smaller than the value estimated directly. This suggests that estimation performance via the best low-dimensional representation is better than best direct estimation performance.

Computation time for estimation of 50 images took 5.6 [s] in direct estimation on a 1.4 GHz Intel Core 2 Duo with 2GB memory. Computation time for estimation via the low-dimensional representation, however, took just 0.37 [s]. This trend was independent of dimensionality. Computation time for estimation via the low-dimensional representation was clearly much faster than that for direct estimation. Next, Figure 17 shows computation time for estimation from each 5 of 5 to 50 images. Computation time for estimation by both direct projection and projection via the low-dimensional representation is proportional to the number of images, and estimation via the low-dimensional representation was faster than direct estimation. By projecting a high-dimensional visual image onto low-dimensional space, our method made it possible to reduce computation time required to calculate a gram matrix representing visual image data. Figures 15 and 16 show upper body images generated from estimated joint angles via the low-dimensional representation. In Figure 15, the first two estimated images are similar to corresponding test data but the rest are not similar. Mean error of each estimation is lower for the first two estimations and higher for the rest. In Figure 16, the right arm of the upper body in images is not extended, even though in corresponding test data, the right arm was extended to the right. This is because training data did not have data in which the right arm was extended to the right.

It is expected that KCCA can extract the complete hidden structure that holds the informational relationship between posture information and visual images. The low-dimensional space was generated from posture data, however, and visual image data was included in training data set by KCCA. Original high-dimensional space has the same dimensionality as the number of training
data. Mapping from high-dimensional visual image space to low-dimensional space can therefore properly cover only subspace of visual image space involving observed data.

There are two approaches to avoid this problem. One approach is to use another kernel function. The Gaussian kernel function is not the only candidate, however, and there may be another kernel function that reflects the nature of the human body structure more effectively. The other approach is to use a large amount of training data. This approach has limitations, however, because computation time increases as the amount of data increases.

4 Conclusions

We have proposed a novel method for generating a low-dimensional representation by integrating posture information and visual images using KCCA. Using this method, a robot can estimate posture information from observed visual images of the human body. Results have indicated that joint angles were estimated via the low-dimensional representation as accurately as in estimation done directly from a visual image. Unlike the conventional probabilistic method, the global solution of low-dimensional representation is obtained by using KCCA without iteration. The low-dimensional representation obtained is useful for estimating posture information. Determining the dimensionality of a low-dimensional representation is an important problem in constructing such representation. Finding a suitable method for determining dimensionality is a task for the future. We plan to use a method that applies model selection
Figure 15: Handwaving Motion in test data, Estimated Images, and Mean Error of each estimation

Figure 16: Sticking Motion in test data, Estimated Images, and Mean Error of each estimation
Figure 17: Computation time for estimation: The line with circles represents the computation time for estimation via the low-dimensional representation, and the line with triangles represents the computation time for direct estimation.

or cross-validation [18] and a method that extends CCA stochastically [19] to solve this problem. It is possible to apply such methods to our proposed algorithm. In addition, we did not compare our proposed method to previous complicated probabilistic methods, such as GPLVM, because it is difficult to compare them fairly due to qualitative differences between them. Further analysis of our method and a comparison to related work are also tasks for future work.

We have assumed in this paper that both posture information and visual images are those of an imitator. This in turn assumes a situation in which a robot learns its body scheme by looking in a mirror that reflects its own body image. We assume that an organized body scheme can be applied to the visual images of others whose motion the robot tries to imitate if their body structures are similar.

In experiments, the background of the training dataset and the surface pattern of the body image were almost erased. This was because we focused on the evaluation and analysis of our proposed algorithm in this paper. Similar images can be obtained, however, by a background subtraction method using a stereovision camera or a depth sensor. To apply these methods to real images is also a task for future work. Our proposed algorithm can be applied to any robot having any body structure, for example, a robot that has two or more legs [20, 21], or can be used as a hand pose estimator [22] because we do not assume a particular body model. When the dimension of posture information increases, however, the method requires a larger amount of data. This is a problem of scalability. We will work on this problem in the future.
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