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Abstract

Recently, just-in-time (JIT) modeling, such as locally weighted partial least squares (LW-PLS), has attracted much attention because it can cope with changes in process characteristics as well as nonlinearity. Since JIT modeling derives a local model from past samples similar to a query sample, it is crucial to appropriately define the similarity between samples. In this work, a new similarity measure based on the weighted Euclidean distance is proposed in order to cope with nonlinearity and to enhance estimation accuracy of LW-PLS. The proposed method can adaptively determine the similarity according to the strength of the nonlinearity between each input variable and an output variable around a query sample. The usefulness of the proposed method is demonstrated through numerical examples and a case study of a real cracked gasoline fractionator of an ethylene production process.
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1. Introduction

In various industrial processes, it is necessary to measure and control product quality to produce high-quality, competitive products. However, online measurement is not always available due to unacceptable expenses of analytical instruments or long measurement/analysis delay. To solve this problem, inferential models using online measured variables as predictor variables have been adopted in many fields such as the chemical, bioprocess, steel, and pharmaceutical [1, 2]. According to the recent questionnaire survey of process control in the chemical industry in Japan [3], 90% of the inferential models are constructed by using linear regression methods such as multiple regression analysis (MRA) and partial least squares (PLS). This fact shows that linear models are practically useful. In some cases, nonlinear models are required to achieve high estimation accuracy for processes having strong nonlinearity. Thus, nonlinear modeling methods such as neural networks [4–7], support vector regression [8–10] and polynomial functions [11–13] have been used to construct nonlinear inferential models.

The above-mentioned questionnaire survey revealed that the most important problem of current inferential models is how to cope with changes in process characteristics and keep high estimation accuracy for a long period of time, i.e., model maintenance [3]. The importance of this problem was also pointed out in [1, 14]. To cope with changes in process characteristics, many kinds of recursive modeling methods, which update models by prioritizing newer samples, have been developed [15]. When process characteristics change gradually, the prioritized samples are supposed to be similar to a query sample, for which an output estimation is required. For such a case, recursive methods can cope with gradual changes in process characteristics. However, they cannot cope with an abrupt...
change in process characteristics caused by replacement of a catalyst, cleaning of equipment, etc., because a query sampled just after an abrupt change becomes significantly different from the prioritized samples.

Locally weighted regression (LWR) [16], which is also called just in time learning, lazy learning or model-on-demand, constructs a local model by prioritizing samples in a database according to the similarity between them and a query sample. Hence, LWR can cope with abrupt changes as well as gradual ones in contrast to the recursive methods introduced in [15]. Furthermore, it can cope with nonlinearity since it builds a local model repeatedly. To build an accurate model with LWR, the similarity needs to be properly defined. In general, similarity is defined on the basis of the Euclidean distance or the Mahalanobis distance [10, 17–22]. Other similarity measures proposed so far include the angle [14, 24], the distance between an output estimate for a query sample derived by a global model and output measurements for samples in a database [23, 25], the correlation [26, 27] and the weighted Euclidean distance [28–30]. In addition to define the similarity properly, it is crucial to update a database when new data become available in order to cope with changes in process characteristics. More detailed explanation and review of the problem of the changes in process characteristics and LWR can be found in [31].

This study focuses on the problem of nonlinearity and the definition of the similarity, and does not deal with the problem of changes in process characteristics. The similarity based on the weighted Euclidean distance is further investigated for its simplicity. PLS is adopted for local modeling since it can cope with collinearity and has been widely accepted in various fields. The main contribution of this paper is to discuss how the weight of each input should be determined and to pro-
pose a method for deriving appropriate weights from operation data stored in a
database.

The rest of this paper is organized as follows. In Section 2, the algorithm of
locally weighted PLS (LW-PLS) is explained. Section 3 discusses how to deter-
mine the weight of each input, and a method for deriving the appropriate weights
from operation data is proposed. Section 4 shows the effectiveness of the pro-
posed method through numerical examples. In Section 5, an application result of
the proposed method to an industrial distillation process is reported. Finally, this
research is concluded in Section 6.

2. Locally Weighted Partial Least Squares

The \( n \)th sample \((n = 1, 2, \cdots, N)\) of input and output variables is denoted by
\[
\begin{align*}
x_n &= [x_{n1}, x_{n2}, \cdots, x_{nM}]^T \\
y_n &= [y_{n1}, y_{n2}, \cdots, y_{nL}]^T
\end{align*}
\] (1)

where \( M \) is the number of input variables, \( L \) is the number of output variables and
the superscript \( T \) denotes the transpose of a vector or matrix. \( X \in \mathbb{R}^{N \times M} \) and
\( Y \in \mathbb{R}^{N \times L} \) are input and output variable matrices whose \( n \)th rows are \( x_n^T \) and \( y_n^T \),
respectively. \( N \) is the number of samples.

LW-PLS is a just-in-time (JIT) modeling method. \( X \) and \( Y \) are stored in a
database in order to construct a local PLS model. When an output estimation is
required for a query sample \( x_q \), the similarity \( \omega_n \) between \( x_q \) and \( x_n \) is calculated,
and a local PLS model is constructed by weighting samples with a similarity ma-
trix \( \Omega \in \mathbb{R}^{N \times N} \) defined by
\[
\Omega = \text{diag}(\omega_1, \omega_2, \cdots, \omega_N).
\] (3)
In general, the output estimate $\hat{y}_q \in \mathbb{R}^L$ is calculated through the following procedure.

1. Determine the number of latent variables $R$ and set $r = 1$.
2. Calculate the similarity matrix $\Omega$.
3. Calculate $X_r$, $Y_r$ and $x_{q,r}$
   \[
   X_r = X - 1_N [\bar{x}_1, \bar{x}_2, \cdots, \bar{x}_M] \quad (4)
   \]
   \[
   Y_r = Y - 1_N [\bar{y}_1, \bar{y}_2, \cdots, \bar{y}_L] \quad (5)
   \]
   \[
   x_{q,r} = x_q - [\bar{x}_1, \bar{x}_2, \cdots, \bar{x}_M]^T \quad (6)
   \]
   \[
   \bar{x}_m = \frac{\sum_{n=1}^{N} \omega_n x_{nm}}{\sum_{n=1}^{N} \omega_n} \quad (7)
   \]
   \[
   \bar{y}_l = \frac{\sum_{n=1}^{N} \omega_n y_{nl}}{\sum_{n=1}^{N} \omega_n} \quad (8)
   \]
   where $1_N \in \mathbb{R}^N$ is a vector of ones.
4. Derive the $r$th latent variable of $X$
   \[
   t_r = X_r w_r \quad (9)
   \]
   where $w_r$ is the eigenvector of $X_r^T \Omega Y_r Y_r^T \Omega X_r$ which corresponds to the maximum eigen value.
5. Derive the $r$th loading vector of $X$
   \[
   p_r = \frac{X_r^T \Omega t_r}{t_r^T \Omega t_r} \quad (10)
   \]
and the regression coefficient vector
\[
q_r = \frac{Y_r^T \Omega t_r}{t_r^T \Omega t_r} \quad (11)
\]
6. Derive the $r$th latent variable of $x_q$

$$t_{q,r} = x_{q,r}^T w_r. \quad (12)$$

7. If $r = R$, calculate the output estimate

$$\hat{y}_q = [\bar{y}_1, \bar{y}_2, \cdots, \bar{y}_L]^T + \sum_{r=1}^{R} t_{q,r} q_r \quad (13)$$

and finish estimation. Otherwise, set

$$X_{r+1} = X_r - t_r p_r^T \quad (14)$$

$$Y_{r+1} = Y_r - t_r q_r^T \quad (15)$$

$$x_{q,r+1} = x_{q,r} - t_{q,r} p_r. \quad (16)$$

8. Set $r = r + 1$ and go to step 4.

When the similarity matrix $\Omega$ is an identity matrix, LW-PLS becomes the same as linear PLS. At step 3, the weighted mean of each variable is subtracted from each column of $X$, $Y$ and $x_q^T$ to make the query sample near to the origin of the multidimensional space. At steps 4-8, the latent variable $t$, the loading vector $p$ and the regression coefficient vector $q$ are derived iteratively, and the output estimate $\hat{y}_q$ is calculated when $r = R$.

The definition of the similarity affects the estimation performance of LW-PLS significantly. In the original algorithm of LW-PLS [32], the similarity $\omega_n$ is defined on the basis of the Euclidean distance. The similarity based on the Euclidean distance or the Mahalanobis distance is used most frequently to construct a local regression model [10, 17–21, 32]. In addition, the estimation accuracy can be improved by using the similarity based on the weighted Euclidean distance [28–30].
In these researches, weights were defined on the basis of regression coefficients of a global MRA model or an LW-PLS model where all the weights were one. However, the conventional weighted Euclidean distance may deteriorate the estimation performance as described below. Hence, this research discusses how the weight of each input should be determined in Section 3.1 and proposes a method for deriving appropriate weights from operation data in Section 3.2.

3. New Similarity Measure

3.1. How Should Weights Be Determined?

In the present work, it is assumed that the number of output variables is one, and the following form of the similarity $\omega$ is investigated:

$$\omega_n = \exp\left(-\frac{d_n}{\sigma_d\varphi}\right)$$

$$d_n = \sqrt{(x_n - x_q)^T \Theta (x_n - x_q)}$$

$$\Theta = \text{diag}(\theta_1, \theta_2, \cdots, \theta_M)$$

where $\sigma_d$ is a standard deviation of $d_n$ ($n = 1, 2, \cdots, N$) and $\varphi$ is a localization parameter; the similarity decreases steeply when $\varphi$ is small and gradually when $\varphi$ is large. In addition, $\Theta \in \mathbb{R}^{M \times M}$ is a weighting matrix and $\theta_m$ is a weight of the $m$th input variable.

Figure 1 shows simple examples, in which a relationship between a local linear model and weights $\theta_m$ ($m = 1, 2, 3$) is illustrated by using very small number of samples. In each figure, it is assumed that the values and the weights of the other inputs, and $\varphi$ are constant. Relationship between input 1 and the output variable is linear as shown in Figure 1 (top). Large $\theta_1$ causes overfitting by prioritizing samples 4 and 5; therefore, $\theta_1$ should be small. On the contrary, the relationship
between input 2 and the output variable is nonlinear as shown in Figure 1 (middle).

Thus, $\theta_2$ should be large to cope with nonlinearity between input 2 and the output variable. In addition, the strength of nonlinearity around a query sample may change depending on the value of the input variable as shown in Figure 1 (bottom). In this case, $\theta_3$ should be large for query 1 and small for query 2.

The weights proposed in [28–30] do not necessarily correspond to the strength of nonlinearity around a query sample. For example, a regression coefficient of an input can be large even when the input-output relationship is linear. In such a case, the large weight might cause a deterioration of the estimation performance as shown in Figure 1 (top).

3.2. Proposed Procedure for Calculating Similarity

In Section 3.1, it was revealed that weights of inputs should correspond to strength of nonlinearity between the inputs and an output around a query sample. In addition, a regression coefficient, i.e. slope in Figure 1, significantly changes around a query sample when the nonlinearity around it is strong. Although the regression coefficient is constant when input-output relationship is linear, it changes depending on the strength of nonlinearity. To evaluate the change of the regression coefficient of an input around a query sample and to determine the weights, the weighted variance of each input's regression coefficients of LW-PLS models is utilized. The similarities between a query sample and samples in a database are utilized as the weights when the weighted variance is calculated. Since similarity depends on the weight $\theta$, iterative calculation is conducted to derive similarity and $\theta$.

Offline and online calculation procedures of the weights are as follows.

- Offline part
1. Determine the number of latent variables \( R \), the localization parameter \( \varphi \) and the maximum iteration number \( I \).

2. Set \( i = 1 \) and \( \theta_{m,i-1} = 1 \) for all \( m \).

3. Regard each of \( N \) samples in the database as a query sample and construct \( N \) LW-PLS models by using \( \theta_{m,i-1} \).

4. Calculate the variance \( V_{m,i} \) of \( N \) regression coefficients of the \( m \)th input variable \( a_{nm,i} \), then set \( \theta_{m,i} = (V_{m,i})^\alpha \). Here, \( \alpha \) is a tuning parameter.

5. If \( i = I \) or the following equation is satisfied for all \( m \), finish the offline calculation. Here, \( \varepsilon_1 \) is a tolerance.

\[
\left| \frac{\theta_{m,i} - \theta_{m,i-1}}{\theta_{m,i-1}} \right| \leq \varepsilon_1
\]  

6. Set \( i = i + 1 \) and go to step 3.

In the offline part, \( \theta_m \) is first set to 1, then \( \theta_m \) is updated to \( (V_{m,i})^\alpha \); \( a_{nm} \) and \( V_m \) are calculated repeatedly until \( \theta_m \) converges.

---

### Online part

1. Determine the maximum iteration number \( J \), and set \( j = 1 \) and \( \theta_{m,j-1} = \theta_m \) obtained in the offline part.

2. Calculate the similarity \( \omega_{n,j-1} \) by using \( \theta_{m,j-1} \).

3. Calculate the weighted variance \( V_{m,j} \) of \( a_{nm} \) obtained in the offline part.

\[
V_{m,j} = \frac{\sum_{n=1}^{N} \omega_{n,j-1}(a_{nm} - \bar{a}_m)^2}{\sum_{n=1}^{N} \omega_{n,j-1}}
\]  

\[
\bar{a}_m = \frac{\sum_{n=1}^{N} \omega_{n,j-1}a_{nm}}{\sum_{n=1}^{N} \omega_{n,j-1}}
\]  

4. Set \( \theta_{m,j} = [(V_{m,j})^\alpha + \theta_{m,j-1}]/2 \).
5. If $j = J$ or the following equation is satisfied for all $m$, finish the online calculation. Here, $\varepsilon_2$ is a tolerance.

$$\left|\frac{\theta_{m,j} - \theta_{m,j-1}}{\theta_{m,j-1}}\right| \leq \varepsilon_2$$ \hfill (23)

6. Set $j = j + 1$ and go to step 2.

In the online part, $\theta_m$ is updated by using the weighted variance $V_m$ of $a_{nm}$ obtained in the offline part and the similarity $\omega_n$ between a query sample to evaluate the strength of nonlinearity around a query sample.

This procedure contains seven parameters to be determined: the number of latent variables $R$, the localization parameter $\varphi$, the tuning parameter $\alpha$, the maximum iteration number in the offline part $I$ and in the online part $J$, and the tolerance in the offline part $\varepsilon_1$ and in the online part $\varepsilon_2$. $R$, $\varphi$ and $\alpha$ can be determined by applying cross validation to all data or by building and validating models with different datasets, i.e., model construction data and parameter tuning data. The proposed method includes the conventional LW-PLS, which uses normal Euclidean distance since the proposed method becomes the same as the conventional one when $\alpha = 0$. Thus, the estimation accuracy of the proposed LW-PLS model is the same as or better than that of the conventional LW-PLS model when $\alpha$ is tuned properly.

4. Numerical Example

In this section, the proposed method is compared with the conventional methods in two numerical examples. The following four methods are compared.

LW-PLS 1) LW-PLS with $\theta_m = 1$. 
LW-PLS 2) LW-PLS with $\theta_m$ defined as the absolute value of the $m$th variable’s regression coefficient of a global MRA model [28].

LW-PLS 3) LW-PLS with $\theta_m$ defined as the absolute value of the $m$th variable’s regression coefficient of a LW-PLS model constructed by LW-PLS 1 [29].

LW-PLS 4) LW-PLS with $\theta_m$ defined by the proposed method.

4.1. Problem Settings

The following two cases are investigated; in each case, $x_m$ and $y$ are inputs and an output, respectively.

- Case 1

$$
\begin{align*}
  w_m &\sim N(0, 0.02^2) \ (m = 0, 1, 2, 3) \quad (24) \\
  s_m &\sim \text{rand}(-5, 5) \ (m = 1, 2, 3) \quad (25) \\
  x_m &= s_m + w_m \ (m = 1, 2, 3) \quad (26) \\
  y &= 10s_1 + 5s_2^2 + \exp(s_3) + w_0 \quad (27)
\end{align*}
$$

- Case 2

$$
\begin{align*}
  w_m &\sim N(0, 0.02^2) \ (m = 0, 1, \cdots, 6) \quad (28) \\
  s_m &\sim \text{rand}(-5, 5) \ (m = 1, 2, \cdots, 6) \quad (29) \\
  x_m &= s_m + w_m \ (m = 1, 2, \cdots, 6) \quad (30) \\
  x_7 &= s_6 + w_6 \quad (31) \\
  y &= s_2^3 + 3s_3 + s_4^2 \\
  &\quad + \exp(s_5) + 3s_6 + w_0 \quad (32)
\end{align*}
$$
Here, \( \text{rand}(a, b) \) denotes the uniform random distribution in closed interval \([a, b]\), and \( N(\mu, \sigma^2) \) denotes the normal distribution whose mean is \( \mu \) and standard deviation is \( \sigma \). In both cases, 3000 samples were generated and divided into three groups: samples for model construction (1000 samples), parameter tuning (1000 samples) and model validation (1000 samples). Models were constructed with different values of localization parameter \( \varphi \), the number of latent variables \( R \), and \( \alpha \), by using samples for model construction. Then, the estimation errors were calculated by using samples for parameter tuning, and the set of parameters that minimized the estimation error was selected. The search range of \( \varphi \), \( R \) and \( \alpha \) is \([0.01, 0.03, \ldots, 0.09]\), \([1, 2, 3]\) and \([0.01, 0.03, \ldots, 0.09]\), respectively. The appropriate search range of the parameters depends on the situation; therefore, it is recommended to make the search range wide enough in order to get the optimal parameters. In LW-PLS 4, tolerances \( \varepsilon_1 \) and \( \varepsilon_2 \) are 0.01. Both of the maximum iteration numbers \( I \) and \( J \) are 30.

4.2. Results and Discussions

Table 1 shows the selected parameters and root mean square error for validation samples (RMSE 1). The proposed method achieved the minimum RMSE 1 in both cases and was considerably superior to the conventional methods. Figure 2 shows the relationship between RMSE for parameter tuning samples (RMSE 2) and \( \varphi \) when the proposed method is applied to case 1 \((R = 3)\). RMSE 2 was large when \( \varphi \) was too small or too large. Overfitting occurred when \( \varphi \) was too small, and models were unable to cope with nonlinearity between input and output variables when \( \varphi \) was too large. Tables 2 and 3 show \( \theta_m \) when \( \mathbf{x}_q = [0, 0, 3]^T \) and \( \mathbf{x}_q = [0, 0, -3]^T \) in case 1, respectively. Figure 3 shows the transition of \( \theta_m \) in the online part of the weights calculation procedure. Here, \( \theta_m \) is normalized so that
Table 1: Selected parameters and RMSE for validation samples in numerical examples.

<table>
<thead>
<tr>
<th>Case</th>
<th>Method</th>
<th>$R$</th>
<th>$\varphi$</th>
<th>$\alpha$</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>LW-PLS 1</td>
<td>3</td>
<td>0.05</td>
<td>-</td>
<td>3.84</td>
</tr>
<tr>
<td></td>
<td>LW-PLS 2</td>
<td>3</td>
<td>0.05</td>
<td>-</td>
<td>5.29</td>
</tr>
<tr>
<td></td>
<td>LW-PLS 3</td>
<td>3</td>
<td>0.05</td>
<td>-</td>
<td>4.69</td>
</tr>
<tr>
<td></td>
<td>LW-PLS 4</td>
<td>3</td>
<td>0.03</td>
<td>0.8</td>
<td>1.59</td>
</tr>
<tr>
<td>2</td>
<td>LW-PLS 1</td>
<td>6</td>
<td>0.21</td>
<td>-</td>
<td>18.93</td>
</tr>
<tr>
<td></td>
<td>LW-PLS 2</td>
<td>6</td>
<td>0.09</td>
<td>-</td>
<td>16.53</td>
</tr>
<tr>
<td></td>
<td>LW-PLS 3</td>
<td>5</td>
<td>0.21</td>
<td>-</td>
<td>21.17</td>
</tr>
<tr>
<td></td>
<td>LW-PLS 4</td>
<td>6</td>
<td>0.06</td>
<td>0.8</td>
<td>5.31</td>
</tr>
</tbody>
</table>

The sum of $\theta_m$ be 1 in LW-PLS 2, 3 and 4. In case 1, where the relationship between $x_1$ and the output is linear, therefore, $\theta_1$ should be 0. When $x_q = [0, 0, 3]^T$, $\theta_3$ should be larger than $\theta_2$ because $x_3$ has stronger nonlinearity around the query sample than $x_2$, i.e.

$$\text{abs}\left(\frac{\partial^2 y}{\partial x_2^2}\big|_{x=[0,0,3]^T}\right) < \text{abs}\left(\frac{\partial^2 y}{\partial x_3^2}\big|_{x=[0,0,3]^T}\right)$$  \hspace{1cm} (33)

where $\text{abs}(a)$ denotes the absolute value of $a$. On the other hand, when $x_q = [0, 0, -3]^T$, $\theta_2$ should be larger than $\theta_3$ because

$$\text{abs}\left(\frac{\partial^2 y}{\partial x_2^2}\big|_{x=[0,0,-3]^T}\right) > \text{abs}\left(\frac{\partial^2 y}{\partial x_3^2}\big|_{x=[0,0,-3]^T}\right)$$  \hspace{1cm} (34)

The proposed method derived appropriate $\theta$ for both query samples while the other methods could not. This is the reason why the proposed method could achieve the best performance in the four methods.
Table 2: Derived weights of $x_q = [0, 0, 3]^T$ in case 1

<table>
<thead>
<tr>
<th>Method</th>
<th>$\theta_1$</th>
<th>$\theta_2$</th>
<th>$\theta_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>LW-PLS 1</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>LW-PLS 2</td>
<td>0.53</td>
<td>0.08</td>
<td>0.39</td>
</tr>
<tr>
<td>LW-PLS 3</td>
<td>0.32</td>
<td>0.02</td>
<td>0.66</td>
</tr>
<tr>
<td>LW-PLS 4</td>
<td>0.00</td>
<td>0.32</td>
<td>0.68</td>
</tr>
</tbody>
</table>

Table 3: Derived weights of $x_q = [0, 0, -3]^T$ in case 1

<table>
<thead>
<tr>
<th>Method</th>
<th>$\theta_1$</th>
<th>$\theta_2$</th>
<th>$\theta_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>LW-PLS 1</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>LW-PLS 2</td>
<td>0.53</td>
<td>0.08</td>
<td>0.39</td>
</tr>
<tr>
<td>LW-PLS 3</td>
<td>0.57</td>
<td>0.34</td>
<td>0.09</td>
</tr>
<tr>
<td>LW-PLS 4</td>
<td>0.01</td>
<td>0.81</td>
<td>0.18</td>
</tr>
</tbody>
</table>

5. Application to an Industrial Distillation Process

In this section, an application result of the proposed method to an industrial distillation process is reported. A soft-sensor for estimating the aroma concentration was constructed in order to realize highly efficient operation of a cracked gasoline (CGL) fractionator of an ethylene production process at the Showa Denko K.K. (SDK) Oita plant in Japan. Aroma denotes the generic name for benzene, toluene, xylene and styrene, etc. In this case study, linear PLS, LW-PLS 1, 2, 3 and 4 were compared. The search range of $\varphi$, $R$ and $\alpha$ is $[0.2, 0.4, \cdots, 2, 2.5, 3.0, \cdots, 10]$, $[1, 2, \cdots, 9]$, $[0.2, 0.4, \cdots, 2.0]$ respectively.
5.1. CGL Fractionator

A schematic diagram of the CGL fractionator of the ethylene production process is shown in Figure 4. The CGL fractionator is controlled with multivariable model predictive control (MPC) with an optimizer, and the aroma concentration in the CGL is used as one of the constraints in the optimizer. Although the operation data of the CGL fractionator are stored in the database every hour, the aroma concentration is analyzed in a laboratory usually once a day because of its long analysis time. For safety, the process was operated at a condition that has a wide margin and is far from the constraints. Thus, real-time accurate estimation of the aroma concentration is crucial in order to make the operating condition closer to the constraint and reduce the energy consumption.

5.2. Operation Data

Although 19 variables are measured in the CGL fractionator, only eight variables were selected as the input variables of the soft-sensor on the basis of the process knowledge. In addition, the coil outlet temperature of a cracking furnace measured four hours before was used together with the selected input variables, since the product composition is affected by the operating condition of the cracking furnace which is located in the upstream of the CGL fractionator, and it takes about four hours for materials to reach the CGL fractionator from the cracking furnace. Hence, the total number of input variables is nine. The selected input variables of the soft-sensor are listed in Table 4 and Figure 4. The operation data obtained from January 1, 2010 to August 4, 2011 were stored in the database. Then, the tuning parameters were determined using these data, and the aroma concentration was estimated for the operation data obtained from August 6, 2011.
Table 4: Input variables of the soft-sensor for the CGL fractionator.

<table>
<thead>
<tr>
<th>No.</th>
<th>Variable name</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Outlet cracked gasoline density</td>
</tr>
<tr>
<td>2</td>
<td>Reboiler flow rate</td>
</tr>
<tr>
<td>3</td>
<td>Outlet cracked kerosene flow rate</td>
</tr>
<tr>
<td>4</td>
<td>Reflux volume</td>
</tr>
<tr>
<td>5</td>
<td>Outlet cracked gasoline flow rate</td>
</tr>
<tr>
<td>6</td>
<td>Tray #4 differential pressure</td>
</tr>
<tr>
<td>7</td>
<td>Tower top temperature</td>
</tr>
<tr>
<td>8</td>
<td>Feed flow rate</td>
</tr>
<tr>
<td>9</td>
<td>Cracked furnace coil outlet temperature</td>
</tr>
</tbody>
</table>

to December 31, 2011. Here, all variables were mean-centered and scaled in order to make each variable’s standard deviation one.

5.3. Results and Discussions

Table 5 shows the selected parameters and RMSE. In LW-PLS 4, tolerances $\varepsilon_1$ and $\varepsilon_2$ are 0.01. The maximum iteration numbers $I$ and $J$ are 20 and 30, respectively. The average calculation time of output estimation for each query was 4.8 msec when Intel® Core™ i7-2620M (2.7 GHz×2) and 8 GB RAM were used.

In this process, the output variable (aroma concentration) is measured to one place of decimal, thus, the differences of RMSEs between Linear PLS and LW-PLS 1, and between LW-PLS 2, 3 and 4 are not significant. The reason why LW-PLS 2, 3 and 4 derived the better result than the other methods might be that the strength of nonlinear effect of each input on the output is different. Table 6
Table 5: Selected parameters and RMSE for validation samples in a case study of the CGL fractionator.

<table>
<thead>
<tr>
<th>Method</th>
<th>$R$</th>
<th>$\varphi$</th>
<th>$\alpha$</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear PLS</td>
<td>2</td>
<td>-</td>
<td>-</td>
<td>1.20</td>
</tr>
<tr>
<td>LW-PLS 1</td>
<td>2</td>
<td>6.5</td>
<td>-</td>
<td>1.15</td>
</tr>
<tr>
<td>LW-PLS 2</td>
<td>2</td>
<td>1.0</td>
<td>-</td>
<td>0.99</td>
</tr>
<tr>
<td>LW-PLS 3</td>
<td>2</td>
<td>1.0</td>
<td>-</td>
<td>0.98</td>
</tr>
<tr>
<td>LW-PLS 4</td>
<td>2</td>
<td>1.4</td>
<td>1.2</td>
<td>1.03</td>
</tr>
</tbody>
</table>

Table 6: Changes of weights in a case study of the CGL fractionator when LW-PLS 4 is applied.

<table>
<thead>
<tr>
<th></th>
<th>$\theta_1$</th>
<th>$\theta_2$</th>
<th>$\theta_3$</th>
<th>$\theta_4$</th>
<th>$\theta_5$</th>
<th>$\theta_6$</th>
<th>$\theta_7$</th>
<th>$\theta_8$</th>
<th>$\theta_9$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum</td>
<td>0.32</td>
<td>0.12</td>
<td>0.13</td>
<td>0.09</td>
<td>0.12</td>
<td>0.10</td>
<td>0.09</td>
<td>0.10</td>
<td>0.12</td>
</tr>
<tr>
<td>Mean</td>
<td>0.26</td>
<td>0.09</td>
<td>0.11</td>
<td>0.08</td>
<td>0.09</td>
<td>0.09</td>
<td>0.09</td>
<td>0.08</td>
<td>0.11</td>
</tr>
<tr>
<td>Minimum</td>
<td>0.21</td>
<td>0.07</td>
<td>0.10</td>
<td>0.07</td>
<td>0.08</td>
<td>0.08</td>
<td>0.08</td>
<td>0.08</td>
<td>0.09</td>
</tr>
<tr>
<td>Standard</td>
<td>0.03</td>
<td>0.01</td>
<td>0.01</td>
<td>0.00</td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.01</td>
</tr>
</tbody>
</table>

shows the maximum, mean and minimum values, and standard deviation of the $m$th weight $\theta_m$ when LW-PLS 4 is applied. Here, $\theta_1, \theta_2, \cdots, \theta_8$ for each query are normalized so that their sum becomes 1. $\theta_1$ is the largest and the nonlinear effect of input 1 on the output is expected to be strong. In addition, the strength of nonlinear effect of each input on the output does not seem to depend on the value of since the standard deviations of the weights are small. This could be the reason why RMSEs of LW-PLS 2, 3 and 4 are similar.
6. Conclusion

To construct highly accurate locally weighted partial least squares (LW-PLS) models, an adaptive similarity measure was proposed. In the proposed method, weights of input variables are determined through iterative calculation by using the weighted variance of the regression coefficients. The results of the case studies showed that the proposed method could adaptively derive the appropriate weights and more accurate models than the conventional methods in numerical examples. Furthermore, root mean square error was improved by 11.3% by using the proposed method compared to LW-PLS in which conventional similarity based on the Euclidean distance without weights is used. These results clearly demonstrate the usefulness of the proposed method, which uses newly defined similarity based on the weighted Euclidean distance.
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Figure 1: The relationship between a local model and weights $\theta_m (m = 1, 2, 3)$. (top) a case where relationship between an input and an output is linear. (middle) a case where relationship between an input and an output is nonlinear. (bottom) a case where the strength of nonlinearity changes depending on the value of an input variable.
Figure 2: The relationship between RMSE for parameter tuning samples and the localization parameter $\varphi$ when the proposed method is applied in case 1 ($R = 3$).
Figure 3: The transition of $\theta_{m,j}$ in the online part of the weights calculation procedure in case 1. (top) $x_q = [0, 0, 3]^T$. (bottom) $x_q = [0, 0, -3]^T$.

Figure 4: Schematic diagram of the CGL fractionator of the ethylene production process at the Showa Denko K.K. (SDK) Oita plant.