A Simplified Domain Structure Model Exhibiting the Pinning Field
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A simplified domain structure model (SDSM) is developed as a building block with which to construct a physical macroscopic magnetization model exhibiting pinning-type hysteresis. The pinning field is represented by a stop hysteron. The proposed SDSM represents the vector magnetic property of a silicon steel sheet qualitatively. A preliminary analysis of the magnetization process described by the assembled SDSMs is reported, where the local demagnetizing field reduces the coercive force.
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I. INTRODUCTION

Macroscopic magnetic properties of iron-core material are governed by mesoscopic magnetization processes on the crystal-grain scale such as domain wall motion and magnetization rotation [1]-[4]. Domain structure models [5]-[8] have been developed for mesoscopic magnetization analysis and have been applied to the analysis of sheet-type magnetic materials. To describe the basic mechanism of mesoscopic magnetization, a simplified domain structure model (SDSM) [9], [10] has been proposed and has successfully described the properties of silicon steel qualitatively including the rotational magnetic property. However, a single SDSM cannot describe the macroscopic magnetization of realistic iron-core because the SDSM is too simple to handle a complex domain structure. In addition, it is necessary for the SDSM to describe the mesoscopic pinning effect to represent macroscopic pinning-type hysteresis [4].

This paper discusses the assembly of SDSMs to constitute a physical macroscopic magnetization model that represents anisotropic vector magnetic properties of silicon steel. This study also develops an SDSM that exhibits the pinning field using the vector stop hysteron [11] and addresses the preliminary analysis of the magnetization process described by assembled SDSMs.

II. SIMPLIFIED DOMAIN STRUCTURE MODEL

An SDSM [9], [10] with two domains is used to describe the behavior of a mesoscopic magnetic particle, where the magnetization is assumed uniform in each domain $i$ ($i = 1, 2$). The normalized magnetization vector in domain $i$ is given by

\[
\mathbf{m}_i = (\sin \theta_i, \cos \theta_i, \sin \phi_i, \cos \phi_i).
\]

A. Energy components

The total magnetic energy to be minimized is normalized by the crystalline anisotropy energy [9]. The normalized total magnetic energy, $e$, is given as

\[
e = e_\text{ap} + e_\text{an} + e_\text{w} + e_\text{it}
\]

where $e_\text{ap}$ is the Zeeman energy, $e_\text{an}$ is the crystalline anisotropic energy, $e_\text{w}$ is the domain-wall energy, and $e_\text{it}$ is the magnetostatic energy. The normalized crystalline anisotropic energy is given as

\[
e_\text{an} = \lambda f_\text{an}((\theta_i, \phi_i), (1 - \lambda)f_\text{an}((\theta_j, \phi_j))
\]

where $f_\text{an}$ represents the angular dependence and $\lambda$ is the volume ratio of domain 1. The Zeeman energy due to the normalized applied field, $\mathbf{h} = h(\cos \theta_i, \sin \theta_i, 0)$, is given as

\[
e_\text{ap} = -2h \cdot (\lambda \mathbf{m}_1 + (1 - \lambda) \mathbf{m}_2), \quad h = \frac{H_m h_\text{ap}}{(\kappa M_s^2)}
\]

where $H_m$ is the magnitude of the applied magnetic field, $\kappa$ is the anisotropy constant. A simple Bloch wall model gives the domain-wall energy as $e_\text{w} = w \left(1 - \frac{\mathbf{m}_1 \cdot \mathbf{m}_2}{2}\right)$, where $w = 4\kappa M_s^2 / D$ and $D$ is the width of the two domains. The parameter, $w$, represents the energy cost of a domain wall. The SDSM assumes that the demagnetizing field is uniformly given by the multiplication of demagnetizing factors and the average magnetization. The magnetostatic energy is given as

\[
e_\text{it} = s_x m_x^2 + s_y m_y^2 + s_z m_z^2
\]

\[
(e_x e_y e_z m_x m_y m_z) = (m, \lambda m_1 + (1 - \lambda) m_2)
\]

where $s_x, s_y, s_z$ are the demagnetizing factors.

B. Local energy minimization

The magnetization is determined by finding a local energy minimum that satisfies $\partial e/\partial X = 0$, where $X = (\theta_1, \theta_2, \phi_1, \phi_2)$. The total energy $e$ often has several local minima, one of which is chosen according to the magnetization history. To represent the dependence on the history, it is proposed in this paper to find an equilibrium point of artificial state equations given as

\[
\frac{dX}{dt} = Y, \quad \frac{dY}{dt} = -\frac{\partial e}{\partial X} - \alpha Y
\]

where $Y$ is an intermediate variable vector and $\alpha$ is a dissipation coefficient promoting a fast convergence to an equilibrium point. A local energy minimum depending on the initial condition is given by the numerical integration of (5), obtaining the steady state where $dX/dt = dY/dt = 0$.

III. PINNING EFFECT

Soft magnetic materials often exhibit pinning-type hysteresis with gradual domain-wall motion. The pinning-type hysteresis is mainly caused by the interaction of domain walls with crystal defects and crystal grain boundaries. When the distribution of pinning sites and the magnitude of...
pinning energy are assumed uniform, there is a uniform pinning field, whose direction depends on the direction of $\frac{d\mathbf{m}}{dt}$. Accordingly, a uniform pinning field $h_p$ is described by a stop hysteron [11] under the alternating field as

$$h_p = -\frac{\partial e_{pa}}{\partial m} = -(p/\eta) s_x(m)$$

$$s_x(m) = \max(\min(m - m^0 + s_y^0, \eta), -\eta)$$

where $s_x$ is the stop hysteron with height $\eta$, $(m^0, s_y^0)$ are previous values of $(m, s_y)$, and $p$ is a constant that gives the magnitude of the pinning field. Fig. 1 illustrates the property of $(p/\eta)s_x(m)$. When the magnetization is increasing (or decreasing), an additional applied field of $p$ (or $-p$) is required to compensate the pinning field $h_p = -p$ (or $p$).

The pinning energy for the vector field is given by

$$e_p = \frac{p}{\eta} \int s_x(m) \cdot dm$$

where $s_x(m)$ is a vector stop hysteron; $s_x(m)$ is given as

$$s_x(m) = \frac{\eta(m - m^0 + s_y^0)}{\max(\eta, m - m^0 + s_y^0)}$$

where $\eta$ is a constant giving the radius of the stop hysteron, and $(m^0, s_y)$ are the values of $(m, s_y)$ at the previous time-point. For simplicity, the pinning energy is assumed to be independent of the other energy components. Accordingly, the pinning energy $e_p$ is simply added to the total energy $e$.

Similar to the case for a grain-oriented silicon steel sheet [10], cubic crystalline anisotropy is assumed in this paper, where the three axes of easy magnetization are set along the $(1, 0, 0)$, $(0, 1, 1)$, and $(0, -1, 1)$ directions. Thus, the anisotropic function $f_{an}(\theta, \phi)$ is given as

$$f_{an}(\theta, \phi) = \sin^2 \theta \cos^2 \phi (1 - \cos^2 \phi \sin^2 \theta) + \frac{1}{4} (\cos^2 \theta - \sin^2 \theta \sin^2 \phi)^2$$

where the $x$- and $y$-directions correspond to the rolling direction (RD) and transverse direction (TD), respectively.

Fig. 2 shows magnetization curves when $w = 0.01$, $s_x = 0.5$, $s_y = 5$, and $s_z = 100$ in the cases (a) without $e_{pa}$ $(p = 0)$, (b) with $p = 1$ and $\eta = 0.1$, (c) with $p = 1$ and $\eta = 0.01$, and (d) with $p = 2$ and $\eta = 0.1$. Assuming a sheet structure, $s_x$ is very large compared with $s_y$ and $s_z$. The magnetization curves in Fig. 2(a) coincide with those obtained in [10] where $\partial e_{an}/\partial X = 0$ is solved directly. The pinning field increases the coercive force along the RD and yields hysteresis along the TD. Fig. 3 portrays the measured magnetization curves of a grain-oriented silicon steel sheet. The sharp increase in the magnetization with a nearly rectangular hysteresis loop along the RD is represented by the SDSM. The complex magnetization curve measured along the TD is a result of the transition of the magnetization state [1], [2], which is represented by the SDSM qualitatively. However, the coercive force of steel sheet along the TD is rather small compared with the anisotropic field that determines the coercive force in the SDSM [9]. The magnetization state transition along the TD does not clearly affect the MH curve simulated by the SDSM because the effect of the demagnetizing field is dominant in the simulated SDSM. The above property difference is due to the property of silicon steel being governed by the assembly of crystal grains. The following section examines an assembly of SDSMs used to construct a macroscopic model where the SDSM is used as a building block.

Fig. 1. Property of the stop hysteron

Fig. 2. Magnetization curves: (a) $p = 0$, (b) $p = 1$, $\eta = 0.1$, (c) $p = 1$, $\eta = 0.01$, and (d) $p = 2$, $\eta = 0.1$.

Fig. 3. Measured magnetization curves of a grain-oriented silicon steel sheet along the rolling direction (RD) and transverse direction (TD).

IV. ASSEMBLY OF SDSMS

A single SDSM cannot describe the macroscopic magnetization of realistic iron-core material because of its simplicity. To construct a macroscopic magnetization model, an assembly of SDSMs is examined. Fig. 4 illustrates an assembly of SDSMs, where each SDSM is regarded as a cell constituting the macroscopic model.

The total magnetic energy, $e$, is given as

$$e = e_{ap} + e_{an} + e_{w} + e_{pm} + e_{st}$$

where each of the first four components on the right-hand side is given by the summation of the local components $e_{ap}$, $e_{an}$, $e_{w}$ and $e_{pm}$ in each cell without interaction between the cells. The normalized magnetostatic energy $e_{st}$ is computed as described in the following subsection.
The demagnetizing field \( \mathbf{H}_d \) in the assembly model is obtained in the same way as in micromagnetic simulation [12]; \( \mathbf{H}_d \) is given as

\[
\mathbf{H}_d(I, J, K) = -M_s \sum_{I', J', K'} N(I - I', J - J', K - K') \mathbf{m}(I', J', K')
\]

where \( (I, J, K) \) and \( (I', J', K') \) are cell index numbers. The demagnetizing coefficient matrix \( \mathbf{N} = \{ N_{ij} \} \) is given as

\[
N_{ij}(I, J, K) = \frac{1}{4\pi} \int_{-\frac{1}{2}}^{\frac{1}{2}} \int_{-\frac{1}{2}}^{\frac{1}{2}} \delta_{ij} \left( x^2 + y^2 + z^2 \right) - 3nvn \left( x^2 + y^2 + z^2 \right)^{3/2} \, dx \, dy \, dz
\]

where \( u \) and \( v \) are \( x, y \) or \( z \); \( \delta_{uv} \) denotes Kronecker’s delta, and \( (\Delta x, \Delta y, \Delta z) \) is the cell size. For simplicity of notation, the cell index is renumbered as

\[
i = n_s (K - 1) + n_t (J - 1) + I
\]

\[
(I = 1, \ldots, n_s, \, n_t = 1, \ldots, n_t, \, K = 1, \ldots, n_k)
\]

where \( n_s \), \( n_t \), and \( n_k \) are the numbers of cells along the \( x \), \( y \)- and \( z \)-directions, respectively. Using the index \( i \) above, the magnetostatic energy is given as

\[
E_{m} = -\frac{\mu_0 M_s V}{2} \sum_i H_d(i) \cdot \mathbf{m}(i)
\]

where \( H_d(i) \) and \( \mathbf{m}(i) \) are the demagnetizing field and the average magnetization at cell \( i \), and \( V \) is the cell volume. The normalized magnetostatic energy is obtained as

\[
e_{m, \text{global}} = E_{m} / VK = -\sum_i H_d(i) \cdot \mathbf{m}(i)
\]

where \( H_d \) is the normalized demagnetizing field; \( H_d \) is given as

\[
H_d(i) = H_d(i) / (\kappa M_s) = -\sum_j s(i - j) \mathbf{m}(j)
\]

where

\[
s(i) = N(I, J, K) / \kappa.
\]

From (19), (20) and \( s(i) = s(-i), \) \( \partial \mathbf{m}(j) / \partial \mathbf{m}(j) \) is given as

\[
\frac{\partial \mathbf{e}_{m, \text{global}}}{\partial \mathbf{m}(j)} = -H_d(j)^T - \sum_i \mathbf{m}(i)^T \frac{\partial \mathbf{H}_d(i)}{\partial \mathbf{m}(j)} = -H_d(j)^T - \sum_i \mathbf{m}(i)^T \mathbf{s}(j - i) = -2H_d(j)^T
\]

B. Local energy minimization

The state variable vector \( \mathbf{X} \) consists of \( X(i) \) \( (i = 1, \ldots, n_s n_t n_k) \) in each cell. A local energy minimum point is obtained by solving (5), where \( \partial \mathbf{e}_{m, \text{global}} / \partial \mathbf{X}(i) \) is given as

\[
\frac{\partial \mathbf{e}_{m, \text{global}}}{\partial \mathbf{X}(i)} = \frac{\partial \mathbf{e}_{m, \text{global}}}{\partial \mathbf{m}(i)} \frac{\partial \mathbf{m}(i)}{\partial \mathbf{X}(i)} = -2H_d(j)^T \frac{\partial \mathbf{m}(i)}{\partial \mathbf{X}(i)}.
\]
model has smaller coercive force than the single SDSM because of the local demagnetizing field and improves the representation of the properties of grain-oriented silicon steel.

Fig. 9 compares the MH curves given by the micromagnetic simulation (MMS) and the assembled SDSMs of 4×1×1 cells without the pinning field. The parameters for the MMS are chosen so as to satisfy \( w = 0.01 \), \( \kappa = 0.01 \) and \( l_x/l_y/l_z = 8:1:0.02 \). The MH curve given by the assembled SDSMs roughly agrees with that yielded by the MMS. The discrepancy between the MH curves is probably caused by the insufficient number of cell divisions that are 4×1×1 and 256×32×4 for the assembled SDSMs and the MMS, respectively.

VI. ACKNOWLEDGEMENTS

This work was supported in part by the JFE 21st Century Foundation through a Technical Research Aid and by the Japan Society for the Promotion of Science through a Grant-in-Aid for Scientific Research (C), Grant No.23560328.

VII. REFERENCES


Fig. 9 compares the MH curves given by the micromagnetic simulation (MMS) and the assembled SDSMs of 4×1×1 cells without the pinning field. The parameters for the MMS are chosen so as to satisfy \( w = 0.01, \kappa = 0.01 \) and \( l_x/l_y/l_z = 8:1:0.02 \). The MH curve given by the assembled SDSMs roughly agrees with that yielded by the MMS.

![Fig. 6. Magnetization curves: (a) 1×1×1 cell, (b) 2×1×1 cells, and (c) 4×1×1 cells, and (d) 4×1×1 cells with the pinning field.](#)

![Fig. 7. Magnetization curves of each cell of model (iii).](#)

![Fig. 8. Magnetization curves obtained with 4×1×1 cells and the pinning field: (a) \( \kappa = 0.002 \) and (b) \( \kappa = 0.01 \).](#)

![Fig. 9. Magnetization curves obtained by the MMS and assembled SDSMs where \( \kappa = 0.01, w = 0.01 \) and \( l_x/l_y/l_z = 8:1:0.02 \).](#)