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In agglutinative languages, selection of lexical unit is not obvious and it is one of the important
issues in designing a language model for automatic speech recognition (ASR). Choice of lexi-
con unit affects unit length, frequency and also ASR performance. Words in agglutinative lan-
guages have a variety of derivatives, and increase the vocabulary size explosively, causing
OOV (out-of-vocabulary) and data sparseness problems. Therefore, the morpheme unit is con-
ventionally adopted in many inflectional languages, such as Japanese, Korean, Turkish, Finn-
ish, German and Arabic. However, morphemes are short, often consisting of one or two pho-
nemes, thus they are more likely to be confused in ASR than the word unit. The goal of this
study is to design an optimal lexicon by balancing the characteristics of the word unit and the
morpheme unit.

As opposed to the previous work, we investigate approaches that are directly related to ASR
performance or WER (word error rate), considering phonetic confusability and unit length. A
novel discriminative approach is proposed to select word or sub-word entries which are likely
to reduce the WER. We compare segmentation and concatenation approaches for lexicon op-
timization in our Uyghur large-vocabulary continuous speech recognition (LVCSR) system.
The proposed concatenation method based on the proposed discriminative approach signifi-
cantly reduces WER and the lexicon size compared to the word-based model. Furthermore, the
method preserves linguistic information including both word and morpheme boundaries, which
is useful for many natural language applications such as machine translation and information
retrieval.

Chapter 1 provides an overview of the problems in lexicon design in agglutinative languages
and approaches investigated in the thesis.

Chapter 2 briefly reviews previous studies on lexicon optimization. They are based on statisti-
cal measures, such as co-occurrence frequency, mutual information and language model likeli-
hood. Unsupervised morpheme extraction methods are also reviewed.

Chapter 3 presents our morphological analyzer based on rules and statistical models. The mor-
pheme segmentation accuracy of 97.6% is achieved and a baseline ASR system is built based
on the morpheme and word units. Statistical characteristics and baseline ASR performance of
various unit sets are compared.




Based on the baseline ASR results, Chapter 4 presents an approach which extracts problematic
morpheme sequences. It is realized by aligning and comparing the ASR results by the mor-
pheme-based model with those by the word-based model. The manually selected features re-
duce both WER and the lexicon size while maintaining the high coverage of the morpheme
unit. The combined effect of these features is also confirmed.

In Chapter 5, we present a discriminative approach to automate the feature extraction from the
two layers of ASR results. We describe each word by a set of features and define an evaluation
function. Then, the weights of the features are learned by the difference of the two ASR results
to select “critical” word entries which generate different (probably correct) hypotheses from
the morpheme-based unit. This learning mechanism is applicable to any unseen words or sub-
words. Specifically, we apply the Support Vector Machines (SVM) and Logistic Regression
(LR) model as well as simple perceptron. The SVM and LR are more robustly trained and
SVM results in the best performance, significantly reducing both WER and the lexicon size.
The proposed learning scheme is realized in an unsupervised manner in that it does not need
correct transcription for training data.

Chapter 6 compares various sub-word optimization approaches in the Uyghur LVCSR system.
Both segmentation and concatenation methods with manual and automatic approaches are
compared. Although the best performances of both methods are comparable, the proposed
morpheme concatenation approach is advantageous in that it preserves linguistic information.

Chapter 7 concludes the thesis with discussions of the generality of the proposed approach in
other agglutinative languages.
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