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Study of serpentine acceleration in zero-chromatic FFAG accelerators

Emi Yamakawa
Abstract

A new type of fixed rf frequency acceleration scheme so-called serpentine acceleration is applied in scaling FFAG to realize rapid beam acceleration and produce high-intensity beams. With serpentine acceleration schemes, particles are accelerated in the serpentine channel which is around both stationary buckets below and above the transition energy.

To study a fixed rf frequency acceleration scheme in longitudinal phase space, longitudinal hamiltonian in scaling FFAG with fixed rf frequency is derived analytically as follows

\[
H(E, \phi; \Theta) = h \left[ \frac{1}{\alpha + 1} \frac{(E^2 - m^2)^{\frac{\alpha + 1}{2}}}{E_s(E_s^2 - m^2)^{\frac{\alpha + 1}{2}}} - E \right] + \frac{eV_0}{2\pi} \cos \phi,
\]

with canonically conjugated variables phase \( \phi \) and energy \( E \). The parameter \( h \) is the harmonic number, \( \alpha \) is the momentum compaction factor, \( V_0 \) is the peak rf voltage, \( E_s \) is the stationary energy and \( m \) is the rest mass. With this longitudinal hamiltonian, features of serpentine acceleration scheme is investigated analytically.

Lowest limit of rf voltage called minimum rf voltage to make a serpentine channel has been derived from longitudinal hamiltonian. Besides, energy range of serpentine channel from bottom to top have been evaluated with rf voltage. Phase acceptance of serpentine channel has been also examined with rf voltage. Since sinusoidal rf voltage wave is used in serpentine acceleration, energy spread at extraction becomes large with wide range of injected phase. To avoid large energy spread at extraction, applying a higher-order harmonics of square rf voltage wave has been proposed. Longitudinal hamiltonian with fixed rf frequency and square rf voltage wave has been derived analytically, and longitudinal beam dynamics has been studied. Estimation of effect of applying a higher-order harmonics of square rf voltage wave also has been evaluated.

To clarify and demonstrate a serpentine acceleration in scaling FFAG, beam experiments have been carried out with electron scaling FFAG machine. First, beam acceleration with serpentine channel has been demonstrated. Then phase acceptance of serpentine acceleration has been measured with rf voltage and compared with longitudinal calculation result. Application of proton driver for ADS with serpentine acceleration is finally proposed.
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CHAPTER 1

Introduction

1.1 Background

Electron accelerators are used in many fields in these years. One of them is the medical industry, with the sterilization of medical instruments by electron beams. Another one is food industry. Food is exposed to electron beams to kill insects and avoid germination. Other applications for using electron beams are cable processing and X-ray portal scanners. In these applications, it is desired to irradiate materials at one time. Thus, providing high-intensity electron beam is required for these accelerators.

In the academic field, accelerators have been developed in physics so far. In this field, muon facilities are good candidates for the next generation of high energy physics experiments. Muon colliders and neutrino factories [1, 2] are indeed seriously considered these days. In such experiments, high-energy and high-intensity muon beams are required. Besides, due to the short muon lifetime ($\sim 2.2\mu s$), very fast acceleration ($\sim \mu s$) is needed to accelerate beams within a lifetime.

Not only particle physics but also nuclear engineering shows a great interest in accelerators in recent years. In this field, disposal of Minor actinides (MA) and Long-lived fission products (LLFP) radioactive waste is an important issue. Accelerator Driven System (ADS) [3] is one of the ways to handle this problem, and is attractive all over the world. The ADS consists of a subcritical reactor that is driven by an external neutron source produced by a high-power proton beam hitting a heavy metal material and producing neutrons by spallation. Furthermore, it can utilize both Uranium and Thorium as a nuclear fuel and produce energy without producing long-lived radioactive wastes [4]. To generate enough spallation neutrons, the accelerator for ADS is required to deliver a high-energy and high-intensity up to several tens of MW proton beam. When high-intensity beam is obtained,
betatron tune shifts caused by space charge effect [5] can become a problem. Rapid acceleration is one solution to overcome this issue.

In consequence, accelerators need to achieve the rapid beam acceleration. Furthermore, producing high-power beam is also desired.

1.2 Requirements for accelerators

In order to realize rapid beam acceleration and producing high-power beams, necessary conditions for accelerators are considered as follows.

It is not suitable to vary the field of bending magnets for rapid beam acceleration. For ordinary synchrotrons, magnetic field varies in time with beam energy to keep the same orbit. In ordinal case in synchrotrons, varying frequency of magnetic field is about 1 Hz. In the 3 GeV rapid-cycle proton synchrotron (RCS) in Japan Proton Accelerator Research Complex (J-PARC) [6], bending magnets are driven by the rapid-cycle system with 25 Hz. However, even with rapid-cycle system, repetition time is larger than the muon decay period. Furthermore, magnetic field with rapid-cycles ( > 25 Hz) creates eddy current which flows along the metallic elements of the magnet including beam chamber, causing beam loss [7]. From these considerations, bending magnet with static field is suitable for rapid beam acceleration.

Another issue is the production of high average current beams. For this requirement, two approaches are considered. One way is to increase the amount of injection particles per bunch. In this case, however, the number of injected particles are limited by the space charge effect. The other method is using a rf cavity with fixed rf frequency. Since beam acceleration with continuous wave (c.w.) mode can be carried out, high-intensity beams with rapid-repetition rate can be generated, free from space charge effect. Fixed rf frequency acceleration scheme is adapted in linear accelerators and cyclotrons in general.

To accelerate secondary particles such as muons, large dynamic aperture is secured for the acceleration with large emittance beams stably. Thus, strong focusing [8] needs to be applied in the machine.

From the consideration above, to obtain the high-intensity and rapid-acceleration stably, accelerators are necessarily satisfied with the following conditions: (i) static guide field, (ii) fixed rf frequency and (iii) strong focus-
ing principle.

### 1.2.1 Candidates of accelerators

Candidates of the accelerators fulfilling these three requirements to obtain a high-intensity and rapid-acceleration system are linear accelerators so far. Linear accelerators have been considered for muon acceleration in neutrino factory and for generation of high-intensity proton beam for ADS [9]. However, since a beam passes through once a cavity in linear accelerators, number of cavities in a line are increased according to the final beam energy. Due to this issue, the area for installation of many rf cavities is secured. Furthermore their cost make practical realization difficult.

Other possible candidates for accelerators satisfied with the requirements are circular accelerators. Representative examples in circular accelerators are classical cyclotrons and synchrotrons. Classical cyclotrons are operated with a static magnetic field and a fixed rf frequency. However, the bending magnet in cyclotron is based on weak focusing. On the other hand, in classical synchrotrons, they use strong focusing principle. However, magnetic field and rf frequency vary according to beam energy. Therefore, classical cyclotrons and synchrotrons do not satisfy all the requirements.

In the late 1950s, a new type of circular accelerator, Fixed Field Alternating Gradient (FFAG) accelerator, was innovated [10, 11, 12]. The guiding magnetic field in FFAG accelerator is static as cyclotrons. Strong focusing is also realized, alternating a focusing and defocusing element. Fixed rf frequency can be also achieved in beam acceleration [13]. FFAG accelerator thus satisfies the three necessary conditions to realize a high-intensity and rapid-acceleration scheme.

### 1.3 FFAG accelerator

FFAG accelerator was originally proposed by Symon, Kolomenskii and Okawa independently in the late 1950s [10, 11, 12]. At that time, three prototype of electron FFAG accelerators [14, 15, 16] were built at Midwestern Universities Research Association (MURA) [17]. However practical FFAG rings had not been realized for about 40 years. One reason was that magnet size becomes big compared to synchrotrons. Furthermore, it was hard
to construct the magnetic field with sufficient accuracy. The other problem was the construction of the rf cavity which have a large aperture to cover the large orbit shifts. High gradient rf field and broadband cavity were also necessary in order to utilize rapid acceleration in FFAG accelerator.

These problems were resolved by advancement of technology in recent years. The complicated magnet design can be realized by three-dimensional magnetic field calculation tools. A broadband and high gradient rf cavity have been also achievable with Magnetic Alloy (MA) cores [18] at KEK. In 2000, the world first proton FFAG accelerator, so called POP-FFAG [19], was demonstrated at KEK. From this success, the rapid acceleration scheme of proton beam with a repetition rate of 1 kHz was achieved in FFAG accelerator.

FFAG accelerators are categorized in terms of magnetic field; non-scaling FFAG and scaling FFAG. The scaling FFAG ring is composed of non-linear variation of the magnetic field strength with radius. This magnetic field variation brings a constant betatron tune with particle momentum, called zero chromaticity. For this reason, scaling FFAG is called zero-chromatic FFAG. On the other hand, in non-scaling FFAGs, a linear variation of magnetic field is employed. Orbits at different momenta have different shapes in this machine, resulting in large betatron tune changes during beam acceleration. Therefore, very fast acceleration must be achieved to avoid the beam loss by resonance crossing during beam acceleration.

Both type of FFAG accelerators are built and used for many applications. In scaling FFAGs, the world first ADS using spallation neutrons generated by proton beam started at Kyoto University Research Reactor Institute (KURRI) in March 2009 [20, 21]. The PRISM FFAG ring composed of scaling FFAG is developed to produce pure and quasi mono-energetic muon beams with phase rotation [22, 23, 24, 25]. It is constructed at Osaka University. Moreover the production of intense source of secondary particles from proton beams has been developed with the energy recovering internal target (ERIT) scaling FFAG schemes [26, 27]. On the other hand, in non-scaling FFAG, the world first electron prototype, called EMMA (Electron Model for Many Applications), has been constructed at the STFC Daresbury Laboratory in the United Kingdom.
1.4 Fixed rf acceleration scheme in FFAG accelerators

Various methods of beam acceleration using rf cavities have been proposed for FFAG accelerators. The ordinary way is realized with frequency modulation of the rf system. With this scheme, injected beam is captured in an rf bucket. Since the synchronous energy is changed with modulation of the rf frequency, the acceleration repetition rate is determined by the changing speed of rf frequency. However, if rf voltage is not large enough, beam cannot gain the energy to be captured by the rf bucket, causing beam loss. Therefore, beam intensity is limited by the rf systems. Another scheme is the stationary bucket acceleration where rf frequency is fixed. Once the rf frequency is fixed, two stationary buckets below and above the transition energy are also fixed respectively. In a stationary bucket acceleration scheme, an injected beam is accelerated in an rf bucket. Since c.w. operation becomes possible, a larger current beam can be obtained rather than sweeping rf frequency system.

In scaling FFAG, the stationary bucket acceleration scheme has been studied so far [28, 29]. In this scheme, since beam can be accelerated only in a stationary bucket, the total acceleration energy gain from injection to extraction is limited by the bucket height. In order to increase the bucket height, a huge rf voltage should be applied. Another way to increase the bucket height is that slippage factor should be chosen around zero. It means the beam is accelerated near the transition energy. Moreover, relativistic energy beams are suitable for increasing the rf bucket height.

On the other hand in non-scaling FFAG, since shape of closed orbits do not scale with particle energy, momentum compaction factor is not constant. It may cause orbit excursion huge. With the appropriate selection of parameters such as magnet configuration, a parabolic variation in orbit length with energy can be created. At the minimum of the parabola, the momentum compaction factor approaches zero and remains very small. It means the orbit shifts with energy variations can be much smaller, allowing much more compact magnets than in other fixed field accelerators. Furthermore, for relativistic particles with the parabolic variation in orbit length, time of flight is also approximately parabolic. Then the decreased variation in orbital period allows to operate a fixed rf frequency acceleration with an
appropriate selection of rf frequency and a high enough rf voltage. This new type of fixed rf frequency acceleration scheme is called serpentine acceleration [30, 31, 32, 33]. In serpentine acceleration, injected beams are accelerated around both stationary buckets. With this acceleration scheme, total energy gain from injection to extraction is larger than a stationary bucket acceleration. Furthermore rapid-acceleration can be achieved, since particles are accelerated near the rf phase 90 degrees.

1.5 Purpose of the study

In elementary particle physics, lepton flavor violation of charged leptons has been attractive subject to find a new physics [23, 24]. For this experiment, low energy muon beam less than 100 MeV is desired. In this case, muon particles cannot be accelerated within lifetime without a rapid-acceleration scheme in non-relativistic energy region. In other fields, around 1 GeV proton beam with c.w. modes are required for ADS in nuclear engineering. For these requirements to accelerators, a fixed rf frequency acceleration scheme is secured in non-relativistic energy region.

As mentioned before, only relativistic particles are suited for a fixed rf frequency acceleration scheme in both types of FFAG accelerators. However, if a serpentine acceleration scheme is applied to scaling FFAG [34], high-power beam with c.w. mode and rapid-acceleration can be achieved even in the non-relativistic energy region as well. The purpose of this study is to examine a serpentine acceleration scheme in scaling FFAG both theoretically and practically, allowing fixed rf frequency acceleration in non-relativistic energy region.
1.6 Organization of the study

Basic rf acceleration schemes are discussed in Chapter 2. The Chapter 3 is dedicated to the study of the serpentine acceleration scheme in scaling FFAG. First, longitudinal hamiltonian with fixed rf frequency is derived analytically to analyze longitudinal dynamics in scaling FFAG. The features of serpentine acceleration are studied with longitudinal hamiltonian. Furthermore, in order to suppress the beam energy spread at extraction energy, serpentine acceleration with square wave rf voltage is studied analytically. To demonstrate serpentine acceleration in scaling FFAG, experiments are conducted in electron scaling FFAG ring. Experimental setups are presented and measurement results are discussed with theoretical predictions in Chapter 4. These studies are summarized theoretically and experimentally in Chapter 5. Finally, an example of longitudinal design for ADS proton driver is presented with serpentine acceleration in scaling FFAG in Chapter 6.
Chapter 2

Radio frequency acceleration

Charged particles in the accelerators gain energy by the electric field in the longitudinal direction. Since the electric field strength of an electrostatic accelerator is limited by field breakdown and by the length of the acceleration sections, electrostatic accelerators, such as Cockcroft-Walton and Van de Graaff accelerators, have been mainly for low energy acceleration. Alternatively, a radio-frequency (rf) cavity operating in a resonance condition has been developed to provide accelerating voltage with $V \sin(\phi_s + \omega_{rf}t)$, where $V$ is the amplitude of the rf voltage, $\phi_s$ is a phase factor and $\omega_{rf}$ is the angular frequency synchronized with the arrival time of beam particles.

Various methods of beam acceleration with rf frequency have been proposed in circular accelerators. For synchrotron case, a beam acceleration is usually realized with the frequency modulation of the rf system. With this acceleration scheme, energy gain from injection to extraction is not limited by the longitudinal parameters. However the acceleration repetition rate is limited by the capabilities of the rf system, such as rf voltage. Therefore beam intensity is limited by the rf cavity faculties. Another scheme is a beam acceleration with fixed rf frequency. Since continuous wave (c.w.) operation is possible, high-intensity beams can be obtained.

In this chapter, we discuss first the classical approach of synchrotron motion with rf acceleration. Then fundamental principles of phase oscillation and phase stability are discussed. The beam acceleration with modulated rf frequency and fixed rf frequency, i.e. stationary bucket acceleration, are finally described.
2.1 Resonant acceleration

The acceleration process may be studied by considering the standing wave set up in the rf cavity as a series of waves traveling in both directions around the ring. Only the wave which moves synchronously with the beam will produce any net acceleration in the long term. The other waves will sometimes accelerate and sometimes decelerate the beam, but the average effect will produce no net acceleration. To quantify this, we will make a few simplifying assumptions as follows. The acceleration gap of length $g$ is only one in a ring, located at $s = 0$, and the length is much shorter than the distance traveled by the beam during one rf period, $g \ll \beta \lambda_{rf}$ where $\beta$ is the Lorentz factor and $\lambda_{rf}$ is the wavelength of the rf field. The rf angular frequency $\omega_{rf}$ is assumed to be an integer multiple of the angular revolution frequency $\omega_s$, i.e. $\omega_{rf} = h \omega_s$ with an integer $h$. Furthermore, when the synchronous particle crossed the rf gap at time $t = 0$, the rf phase is assumed $\phi_s$, and the rf voltage at the gap is assumed $V \sin \phi_s$. Thus, the energy gain of synchronous particle per revolution is

$$\Delta U_s = eV_0 \sin \phi_s,$$

with the rf peak voltage $V_0$ and particle charge $e$. The effective electric field is written as

$$\vec{E}(s,t) = \hat{s}E(s,t) = \hat{s}V_0 \sin(\omega_{rf} t + \phi_s) \sum_{n=-\infty}^{\infty} \delta(s - nL),$$

where $\hat{s}$ is the unit vector of $s$ direction, $n$ is an integer and $L$ is the circumference of the synchronous particle’s orbit. The delta function may be expanded in a Fourier series, so that

$$E(s,t) = \frac{V_0}{L} \sin(\omega_{rf} t + \phi_s) \sum_{n=-\infty}^{\infty} \cos\left(\frac{2\pi n s}{L}\right),$$

$$= \frac{V_0}{L} \sum_{n=-\infty}^{\infty} \sin \left[\omega_s (ht - \frac{n}{v} s) + \phi_s \right],$$

with the synchronous particle’s velocity being $v = L \omega_s / 2\pi$. Each term in the last equation 2.3 shows a traveling wave with a different velocity. The same velocity of the synchronous particle is the only wave with $n = h$. This is the
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only wave which gives a net acceleration. The period $t_s$ of the synchronous particle with length $s$ is written as

$$t_s = \frac{s}{v}, \quad (2.4)$$

and the time $t$ for a non-synchronous particle is

$$t = t_s + \delta t, \quad (2.5)$$

where $\delta t$ is the amount of time lag from the synchronous particle. If we assume that the longitudinal oscillation have a much lower frequency than the angular revolution frequency $\omega_s$ of synchronous particle, the electric field may be averaged over one revolution, giving

$$< E(\delta t) > = \frac{V_0}{L} \sin(\omega_{rf}\delta t + \phi_s), \quad (2.6)$$

for the effective field seen by a non-synchronous particle whose time lag is $\delta t$. A non-synchronous particle then gains the energy

$$\Delta U = eV_0 \sin(\omega_{rf}\delta t + \phi_s) \quad (2.7)$$

per turn.

2.2 The phase oscillation equation

The physical quantities related to a non-synchronous particle and to the synchronous one are linked by the following relations:

- total energy $U = U_s + \delta U$
- momentum $p = p_s + \delta p$
- angular frequency $\omega = \omega_s + \delta \omega$
- revolution period $t = t_s + \delta t$

with $\text{sign}(\delta \omega) = \text{sign}(-\delta t)$. Since the synchronous particle must arrive at the rf cavity gap with the same phase, we may write

$$\omega_{rf} = h\omega_s, \quad (2.9)$$
with some integer \( h \) called the harmonic number. The phase of the rf voltage when the synchronous particle arrives at the cavity gap is \( \phi_s \). For the non-synchronous particle, the phase at the cavity gap is \( \phi \). The relative phase difference between the non-synchronous and synchronous particles is then

\[
\psi = \delta \phi = \phi - \phi_s. \tag{2.10}
\]

Assuming that the particles pass through the accelerating gap much faster than the rf period, we may define the energy gain of the synchronous and the non-synchronous particle per turn

\[
\Delta U = eV_0 \sin \phi,
\]
\[
\Delta U_s = eV_0 \sin \phi_s, \tag{2.11}
\]

respectively. The energy deviation of the non-synchronous particle from that of the synchronous particle at the beginning of the \( n \)-th turn is written as

\[
(\delta U)_n = U - U_s. \tag{2.12}
\]

After the \( n \)-th turn the deviation is

\[
(\delta U)_{n+1} = (U + \Delta U) - (U_s + \Delta U_s). \tag{2.13}
\]

The difference of \( \delta U \) after one turn is then

\[
\Delta(\delta U) = (\delta U)_{n+1} - (\delta U)_n = \Delta U - \Delta U_s = eV_0(\sin \phi - \sin \phi_s). \tag{2.14}
\]

For a slowly varying oscillation about the synchronous energy, we may write

\[
\frac{d(\delta U)}{dt} \sim \frac{\Delta(\delta U)}{t_s} = \frac{eV_0}{2\pi} \omega_s(\sin \phi - \sin \phi_s). \tag{2.15}
\]

Defining the variable

\[
W = \frac{\delta U}{\omega_{rf}}, \tag{2.16}
\]

Equation 2.15 becomes

\[
\frac{dW}{dt} = \frac{eV_0}{2\pi h}(\sin \phi - \sin \phi_s) \tag{2.17}
\]

with Eq. 2.9. Again when the oscillations are slow, after one turn phase difference \( \Delta \psi \) is
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\[ \Delta \psi \sim \frac{d\psi}{dt} t_s = \omega_{rf} \delta t, \quad (2.18) \]

where \( \delta t \) is the difference in the arrival times at the cavity gap of the non-synchronous and synchronous particles. After one turn, the change in \( \delta t \) is

\[ \Delta(\delta t) = t - t_s = \delta t. \quad (2.19) \]

Since the revolution period \( t \) is expressed by the circumference \( L \) and the velocity \( v \), after one revolution the difference in the revolution period \( \delta t \) of the non-synchronous and synchronous particles is written by

\[ \frac{\delta t}{t} = \frac{\delta L}{L} - \frac{\delta v}{v} = \left( \alpha - \frac{1}{\gamma^2} \right) \frac{\delta p}{p} = \frac{\eta \delta p}{p}, \quad (2.20) \]

where \( \alpha \) is the momentum compaction factor defined by

\[ \alpha = \frac{\delta L}{L} / \frac{\delta p}{p}, \quad (2.21) \]

and \( \eta \) is called the slippage factor defined by

\[ \eta = \alpha - \frac{1}{\gamma^2}, \quad (2.22) \]

with the Lorentz factor \( \gamma \). When \( \eta = 0 \), the Lorentz factor \( \gamma \) is called the transition gamma \( \gamma_t \);

\[ \gamma_t = \sqrt{1/\alpha}. \quad (2.23) \]

Substituting Eqs. 2.19 and 2.20 into Eq. 2.18 and assuming that the change in \( \delta t \) is small, we have

\[ \frac{d\psi}{dt} \sim \frac{\omega_{rf} \eta}{\beta^2 U_s} W, \quad (2.24) \]

where the momentum deviation is related to the energy deviation as

\[ \frac{dp}{p} = \frac{\delta U}{\beta^2 U}. \quad (2.25) \]

The two first-order differential equations 2.17 and 2.24 can be combined into one second-order equation

\[ \frac{d^2\psi}{dt^2} - \frac{\hbar \omega_{rf} \eta e V_0}{2\pi \beta^2 U_s} (\sin \phi - \sin \phi_s) = 0. \quad (2.26) \]
2.2.1 Synchrotron tune

For small oscillations of the phase, \( \sin \phi = \sin(\phi_s + \psi) \sim \sin \phi_s + \psi \cos \phi_s \), and Eq. 2.26 becomes the equation for a linear harmonic oscillator;

\[
\frac{d^2 \psi}{dt^2} + \Omega_s^2 \psi = 0, \tag{2.27}
\]

with synchrotron oscillation frequency expressed by

\[
\Omega_s = \omega_s \sqrt{-\frac{h \eta \cos \phi_s eV_0}{2\pi \beta^2 U_s}}. \tag{2.28}
\]

Then synchrotron tune is given by \( Q_s = \Omega_s / \omega_s \).

2.3 The phase stability principle

Below the transition energy, i.e. \( \gamma < \gamma_t \) and \( \eta < 0 \), the stability condition is \( 0 < \phi_s < \pi/2 \). In this case the speed of a higher energy particle compensates more than the difference in path length, and particle revolution frequency is higher than synchronous revolution frequency. Thus a particle with higher energy reaches the rf gap earlier than a synchronous particle as shown in Fig. 2.1. On the other hand, above the transition energy, i.e. \( \gamma > \gamma_t \) and \( \eta > 0 \), the phase stability condition is \( \pi/2 < \phi_s < \pi \). In this case, particle velocity variation do not compensate trajectory variation, and particle revolution frequency is lower than synchronous revolution frequency. Thus higher particle energy reaches the rf gap later than a synchronous particles as shown in Fig. 2.2. When the particle energy is the transition energy, \( \gamma = \gamma_t \), the revolution period is independent on the particle energy. With this condition, all particles at different momenta round a ring at the same period. This is called isochronous condition.
Figure 2.1: The schematic drawing of an rf wave when $\eta$ is negative. The revolution period of the particle which has higher energy (triangle-shaped figure) than the synchronous particle (round-shape figure) is shorter than that of the synchronous particle. On the other hand, the revolution period of the particle which has lower energy than the synchronous particle (quadri-lateral figure) is longer than that of the synchronous particle. This motion is continued until that the non-synchronous particle reaches the synchronous energy.
Figure 2.2: The schematic drawing of an rf wave when $\eta$ is positive. The revolution period of the particle which has higher energy than the synchronous particle (triangle-shaped figure) is longer than that of the synchronous (round-shape figure). On the other hand, the revolution period of the particle which has a lower energy than the synchronous particle (quadri-lateral figure) is shorter than that of the synchronous particle. This motion is continued until that the non-synchronous particle reaches the synchronous energy.
2.4 Hamiltonian formalism

The longitudinal Hamiltonian can be derived from the energy and phase equations of motion, i.e. Eqs. 2.17 and 2.24. We choose the energy variable $W$ canonically conjugate to the coordinate variable $\phi$. Then Hamiltonian satisfies Hamilton’s equations with

$$\frac{dW}{dt} = -\frac{\partial H}{\partial \phi} = \frac{eV_0}{2\pi\hbar} [\sin \phi - \sin \phi_s],$$

$$\frac{d\phi}{dt} = \frac{\partial H}{\partial W} = \frac{\omega_{rf}^2 \eta}{2\beta^2 U_s} W.$$  \tag{2.29}

An obvious solution to this pair of equations is

$$H(W, \phi) = \frac{\omega_{rf}^2 \eta}{2\beta^2 U_s} W^2 + \frac{eV_0}{2\pi\hbar} [\cos \phi - \cos \phi_s + (\phi - \phi_s) \sin \phi_s].$$  \tag{2.30}

For a small amplitudes Eq 2.30 becomes

$$H \sim \frac{\omega_{rf}^2 \eta}{2\beta^2 U_s} W^2 - \frac{eV_0 \cos \phi_s}{4\pi\hbar} (\phi - \phi_s)^2,$$  \tag{2.31}

which is just the Hamiltonian for a harmonic oscillator.

2.5 Beam acceleration

As we mentioned before, two types of beam acceleration using an rf cavity have been proposed in scaling FFAG so far. One is an ordinary method where beam acceleration is realized with frequency modulation of the rf system. Another scheme is stationary bucket acceleration where rf frequency is fixed.

In this section, before the details of two types of rf acceleration schemes are discussed, bucket height is derived analytically.

2.5.1 Bucket height

The point where $H(W, \phi) = H(0, \phi_s)$ is called the stable fixed point. The other points where $H(W, \phi) = H(0, \pi - \phi_s) = H(0, \phi_2)$ are unstable fixed points. The point where $H(0, \phi_2)$ is a solution to the transcendental equation

$$\cos \phi_2 + \cos \phi_s + (\phi_2 + \phi_s - \pi) \sin \phi_s = 0,$$  \tag{2.32}
which is easily obtainable from Eq. 2.30. The torus that passes through the unstable fixed point is called separatrix; it separates phase space into regions of bound and unbound oscillations. Figure 2.3 and 2.4 show the separatrix orbits below and above transition with different synchronous phases. The synchronous phase space is divided into stable and unstable regions. Particles outside the rf bucket drift along the longitudinal direction. Only particles in the stable region can be accelerated to high energy.
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Figure 2.3: Separatrix orbits for the stationary bucket ($\phi_s = 0^\circ$) and an accelerating bucket ($\phi_s = 30^\circ$) for below transition, $\eta < 0$. Horizontal axis indicates non-synchronous particle phase $\phi$, and vertical axis indicates energy differences from the synchronous energy. For the stationary bucket, when the rf phase is $2\pi n$ (n is an integer), the rf bucket height is maximum.
Figure 2.4: Separatrix orbits for the stationary bucket ($\phi_s = 180^\circ$) and an accelerating bucket ($\phi_s = 150^\circ$) for above transition ($\eta > 0$). Horizontal axis indicates non-synchronous particle phase $\phi$, and vertical axis indicates energy differences from the synchronous energy. For the stationary bucket, when the rf phase is $n\pi$ (n is an integer), the rf bucket height is maximum.
Energy deviation of separatrix is derived from Eq. 2.24 and 2.26 as:

$$\delta U_{sep} = \sqrt{-\frac{\beta^2 E_s}{\pi \hbar \eta} eV_0 [\cos(\phi_s + \psi) + \phi_s \sin \phi_s]^{\psi}_{\psi=\psi_m}}, \quad (2.33)$$

and the phase-space area enclosed by the separatrix is called an rf bucket in longitudinal phase space.

There are two kinds of rf buckets. One is called a stationary bucket where the synchronous phase is zero or $\pi$. The other are called a moving bucket where the synchronous phase is finite value different from zero or $\pi$. Since non-synchronous particles oscillate around the synchronous particle in the rf bucket, bunched beam is formed around the synchronous particle. A beam in which particles are grouped together forming bunches is called a bunched beam. The phase-space area enclosed by the separatrix orbit is called the bucket area.

### 2.5.2 Frequency-modulated acceleration

The beam acceleration using modulated rf frequency scheme is the ordinary method for beam acceleration in synchrotron. Since synchronous phase is not zero in this scheme, not only non-synchronous but synchronous particle gains energy at the rf cavity. Thus the revolution frequency of the synchronous particle is changing during beam acceleration. For this reason, the rf frequency is modulated in order to provide an appropriate acceleration scheme as shown in Fig. 2.5 and 2.6.

With this scheme, beam can be ideally accelerated up to any energy. However the successive beam cannot be injected until the former beam is extracted from the ring. Thus the acceleration repetition rate is limited by the capabilities of the rf system such as obtaining a high enough rf voltage.

This modulated rf frequency acceleration scheme is not suitable in the case of rapid acceleration of short-lived particles like muons. Furthermore, since c.w. operation cannot be achieved, beam intensity is limited by the capability of a rf cavity.
Figure 2.5: The schematic view of a modulated rf acceleration scheme. Injected beam is captured by the stationary bucket. After synchronous phase $\phi_s$ jump, the bunched beam can be accelerated with modulated rf frequency. All synchronous energies $E_1$, $E_2$ and $E_3$ correspond to each rf frequency. The total energy gain from injection to extraction is presented by $\delta E$. 
Figure 2.6: An example of the relation between particle energy and revolution frequency of non-synchronous particle. Horizontal axis indicates beam energy. Rf frequency at the injection is presented by $F_{rf1}$. Rf frequencies $F_{rf2}$ and $F_{rf3}$ correspond to the $E_2$ and $E_3$ in Fig. 2.5. The total energy gain from injection to extraction is indicated by $\delta \gamma$. 
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2.5.3 Fixed rf acceleration

Fixed rf acceleration scheme is mainly used for linear accelerators and cyclotrons so far. However in scaling FFAG, the fixed rf acceleration scheme called stationary bucket acceleration has been proposed for a muon accelerator [28, 36].

The advantage of a stationary bucket acceleration scheme is high intensity beams can be obtained because beams can be injected and accelerated with c.w. operation as shown in Fig. 2.7. Furthermore, since we fixed a rf frequency during beam acceleration as shown in Fig. 2.8, fast acceleration with high repetition rate can be also achieved. Thus a stationary bucket acceleration scheme is suitable for a short-lived particle acceleration, such as muons. However, since beams can be accelerated only in a stationary bucket, the total energy gain from injection to extraction is limited by a bucket height. In order to increase a energy gain between injection to extraction, it is necessary to obtain big enough rf bucket.

From Eq. 2.33, the maximum energy differences $\delta U_{max}$ of the separatrix orbit is called the bucket height;

$$\delta U_{max} = \sqrt{-\frac{2\beta^2 E_s}{\pi h\eta} eV_0[\cos \phi_s - (\frac{\pi}{2} - \phi_s) \sin \phi_s]}.$$ (2.34)

Referring to Eq. 2.34, big rf peak voltage $V_0$ per harmonic number $h$, high stationary energy $E_s$ and small slippage factor $\eta$ are desired to make a large bucket height. Since a high stationary energy is preferable, the beam acceleration in relativistic energy region is required.

Since a bucket height is large in a stationary bucket acceleration scheme, energy deviation and phase deviation between non-synchronous particle and synchronous particle per turn is not small. Thus the classical approach of synchrotron motion is not accurate. For this reason, it is necessary to develop the synchrotron motion without approximation on the energy and phase variation.
Figure 2.7: Schematic view of a fixed rf acceleration scheme. A beam is injected at the bottom of a stationary bucket. Then the injected beam is accelerated in the stationary bucket. When the beam reaches the top of its energy, it is extracted from the stationary bucket. The synchronous energy is $E_s$, and maximum energy gain is presented by $\delta E_{\text{max}}$ from injection to extraction.
Figure 2.8: An example of the relation between particle energy and revolution frequency of non-synchronous particle. Horizontal axis is beam energy. The rf frequency is presented as $F_{\text{rf}}$. Lorentz factor $\gamma_s$ is corresponding to the synchronous energy. Since the synchronous energy is fixed, a beam is only accelerated in a stationary bucket.
Chapter 3

Serpentine acceleration in scaling FFAG accelerator

In scaling FFAG, the fixed rf acceleration scheme called stationary bucket acceleration has been proposed [28, 35, 36]. However, with this scheme, total energy gain from injection to extraction is limited by a bucket height. Thus a bucket height must be high enough to cover the required energy range. To satisfy this requirement, the beam acceleration with stationary bucket acceleration is useful in relativistic energy region. In order to accelerate beam with fixed rf acceleration not only in relativistic but non-relativistic energy region, we propose a new type of beam acceleration, so-called serpentine acceleration, in scaling FFAG.

Serpentine acceleration has been proposed in non-scaling FFAG so far. However only relativistic particles are suited in this type of accelerator. On the other hand in scaling FFAG, with the appropriate selection of momentum compaction factor $\alpha$, not only relativistic but non-relativistic particles can be accelerated with a serpentine acceleration scheme [34, 37, 38, 39, 40, 41].

Classically we consider that the energy and phase deviations between synchronous and non-synchronous particles are small, presented in Chapter 2. In this case, linearized synchrotron motion can be obtained analytically. However, in a serpentine acceleration scheme, energy range between injection to extraction becomes large. Thus energy and phase deviation of non-synchronous particles from synchronous particles are not small. Since the classical approach of the linearized synchrotron motion is not accurate anymore, we need to develop the synchrotron motion without linear approximation.

In this chapter, first the longitudinal hamiltonian with fixed rf frequency is derived analytically without linear approximation on the phase and energy deviations. Lowest limit of rf voltage, called minimum rf voltage, to make a serpentine channel is also derived with longitudinal hamiltonian. Further-
more, the total energy gain from injection to extraction and the longitudinal phase acceptance are studied. The idea of applying a square rf voltage wave form is considered in beam acceleration finally. We use the convention of the light velocity $c = 1$ in this chapter.

### 3.1 Longitudinal beam dynamics in scaling FFAG with fixed rf acceleration

In Chapter 2, we have already discussed the particle motions in the linear approximation and derive the longitudinal hamiltonian to the first order in momentum deviation from the synchronous particle. However the aim of this section is to study the exact particle motions in scaling FFAG, using rigid conditions between particle momentum and revolution period.

In scaling FFAG, the relation between the equivalent mean radius $R$ and the momentum $P$ is exactly given by

$$R = R_0 \left( \frac{P}{P_0} \right)^{\frac{1}{k+1}},$$  \hspace{1cm} (3.1)

where $R_0$ is the equivalent mean radius at the momentum $P_0$, and $k$ is the geometrical field index. Details are discussed in App. A.

In longitudinal particle dynamics with constant rf frequency, the phase differences per revolution $\Delta \phi$ of a non-synchronous particle is written as

$$\Delta \phi = 2\pi \left( f_{rf} \cdot T - h \right),$$  \hspace{1cm} (3.2)

where $h$ is the integer called harmonic number, $f_{rf}$ is the rf frequency and $T$ is the revolution period of the non-synchronous particle. The revolution frequency $f_s$ of synchronous particle is expressed with the rf frequency $f_{rf}$ as follows

$$f_{rf} = h \cdot f_s.$$  \hspace{1cm} (3.3)

Using Eq. 3.3, Eq. 3.2 becomes

$$\frac{\Delta \phi}{2\pi} = \frac{hT}{f_s} - h.$$  \hspace{1cm} (3.4)

Equation 3.4 can be also expressed with another description based on Eq. 3.2 as follows
3.1. LONGITUDINAL BEAM DYNAMICS IN SCALING FFAG WITH FIXED RF ACCELERATION

\[
\frac{T}{T_s} = 1 + \frac{\Delta \phi}{2\pi h} = \left( \frac{R}{R_s} \right) \left/ \frac{P/E}{P_s/E_s} \right.
\]

\[
= \left( \frac{P}{P_s} \right)^{\alpha} \frac{P_s}{E_s} \left( \frac{E^2}{E^2 - m^2} \right)^{\frac{1}{2}}
\]

\[
= \left( \frac{E^2 - m^2}{P_s^2} \right)^{\frac{\alpha}{2}} \frac{P_s}{E_s} \left( \frac{E^2}{E^2 - m^2} \right)^{\frac{1}{2}}
\]

\[
= (E_s^2 - m^2)^{\frac{1-\alpha}{2}} \frac{E}{E_s} (E^2 - m^2)^{\frac{\alpha-1}{2}},
\]  

where \( \alpha = 1/(k+1) \) is the momentum compaction factor, \( E_s \) is the stationary energy, \( R_s \) is the equivalent mean radius of the synchronous particle, and \( m \) is the rest mass.

To describe the momentum compaction factor in scaling FFAG, we first introduce a transverse motion in scaling FFAG. The equivalent mean radius \( R \) of the closed orbit for the momentum \( P \) is defined by

\[
R = \frac{L}{2\pi},
\]  

with the circumference \( L \). From Eq. 3.6, we have

\[
\frac{\Delta L}{L} = \frac{\Delta R}{R}.
\]  

The vertical magnetic field \( B_z \) in the mid-plane in scaling FFAG is

\[
B_z = B_{z,0} \left( \frac{R}{R_0} \right)^k \mathcal{F},
\]  

where \( B_{z,0} \) is the vertical magnetic field at the radius of \( R_0 \), \( k \) is the constant geometrical field index and \( \mathcal{F} \) is the arbitrary function describing the dependence on the azimuthal coordinate.

The particle momentum \( P \) on the closed orbit of the equivalent mean radius \( R \) can be expressed from Eq. 3.8 as

\[
P = P_0 \left( \frac{R}{R_0} \right)^{k+1},
\]  

where \( P_0 \) is the momentum for the closed orbit of the equivalent mean radius \( R_0 \). Then, the relation between momentum deviation \( \Delta P \) and deviation of equivalent mean radius \( \Delta R \) can be expressed as
\[
\frac{\Delta P}{P} = (k + 1) \frac{\Delta R}{R},
\]
and we can get
\[
\frac{\Delta R/R}{\Delta P/P} = \frac{1}{k + 1}.
\]
From Eq. 2.21 with Eqs. 3.7 and 3.11, the momentum compaction factor \(\alpha\) in scaling FFAG is thus
\[
\alpha = \frac{1}{k + 1}.
\]
From Eq. 3.12, the momentum compaction factor \(\alpha\) in scaling FFAG is determined only by the \(k\)-value and independent of particle momentum. Then the transition energy \(\gamma_t\) in scaling FFAG is defined as
\[
\gamma_t = \sqrt{(k + 1)}.
\]
Combining Eqs. 3.4 and 3.5, the phase difference \(\Delta \phi\) per turn is
\[
\Delta \phi = 2\pi h \left[ \left( \frac{E_s^2 - m^2}{E_s} \right)^{\frac{1}{2}} E (E^2 - m^2)^{\frac{n-1}{2}} - 1 \right].
\]
Now we assume that many rf cavities are considered to be uniformly distributed in the ring. It means that the energy gain and phase deviation are small for each passage in a rf cavity. From this assumption, \(\Delta \phi/2\pi\) can be approximated by \(d\phi/d\Omega\) to derive the phase equation of motion;
\[
\frac{d\phi}{d\Theta} = h \left[ \left( \frac{E_s^2 - m^2}{E_s} \right)^{\frac{1}{2}} E (E^2 - m^2)^{\frac{n-1}{2}} - 1 \right],
\]
where \(\Theta\) is the equivalent azimuthal angle associated to the equivalent mean radius \(R\) in the machine.

The energy gain \(\Delta E\) per turn of a non-synchronous particle can be expressed as
\[
\Delta E = eV_0 \sin \phi,
\]
where \(V_0\) is the rf gap peak voltage. Here also \(\Delta E/2\pi\) is exchanged by \(dE/d\Theta\) to derive the energy equation of motion:
\[
\frac{dE}{d\Theta} = \frac{eV_0}{2\pi} \sin \phi.
\]
We choose the energy variable $E$ canonically conjugate to the coordinate variable $\phi$. Then the longitudinal Hamiltonian with constant rf frequency is derived with Eqs. 3.15 and 3.17 as:

\[
H(E, \phi; \Theta) = h \left[ \frac{1}{\alpha + 1} \frac{(E^2 - m^2)^{\alpha+1}}{2\pi} - E \right] + \frac{eV_0}{2\pi} \cos \phi. \tag{3.18}
\]

### 3.2 Serpentine acceleration

Below the transition energy, the velocity variation overcompensates the circumference variation. In this case, the revolution frequency of non-synchronous particle increases with energy. On the other hand, above the transition energy, the velocity variation does not compensate the circumference variation. Then the revolution frequency of non-synchronous particle decreases with energy. Thus, when the rf frequency is fixed, two stationary energies are determined as presented in Fig. 3.1; one is below the transition energy and the other one is above the transition energy. If both stationary energies, i.e., stationary buckets, are close to each other, the channel called serpentine channel appears between both stationary buckets. Injected beam in the serpentine channel can be accelerated around both stationary buckets. Therefore, total energy gain with serpentine acceleration is bigger than the stationary bucket acceleration. Longitudinal phase space in serpentine acceleration is shown later.

### 3.3 Longitudinal phase space

With the longitudinal Hamiltonian contours expressed by Eq. 3.18, exact particle motions in longitudinal phase space can be expressed even with large energy deviation per turn. In this section, the serpentine acceleration in the longitudinal phase space are presented with Hamiltonian contours. First longitudinal phase space with the rf frequency fixed far away from the transition energy is shown. In this case, two stationary buckets are separated. The longitudinal phase space with the rf frequency fixed near the transition energy is represented later. In this case, two stationary buckets are close to each other. Finally, longitudinal phase space with serpentine channels is presented.
Figure 3.1: Revolution frequency and its energy of a non-synchronous particle. Lorentz factor $\gamma_t$ is the transition gamma. Lorentz factor $\gamma_{s1}$ corresponds to the stationary energy which is below the transition energy. Lorentz factor $\gamma_{s2}$ corresponds to the other stationary energy which is above the transition energy. Energy deviations between $E_{s1}$ and $E_{s2}$ are indicated by $\delta \gamma$. 
3.3.1 Separated stationary buckets

When the rf frequency is fixed far away from the transition energy, two stationary buckets are separated as shown in Fig. 3.2. In this case, serpentine channel does not appear. Then, beam can be accelerated stably only in stationary buckets. Since the stationary energy $E_{s2}$ above the transition energy is bigger than the stationary energy $E_{s1}$ below the transition energy, the bucket height over the transition energy is bigger than the bucket height below the transition energy.

![Figure 3.2: Longitudinal phase space with longitudinal hamiltonian contours. Lorentz factor $\gamma_t$ is the transition gamma. The blue and red contours are the separatrices above and below the transition energy. The synchronous phase below the transition energy is $2n\pi$ ($n$ is an integer) and unstable fixed points are $(2n + 1)\pi$ ($n$ is an integer). On the other hand, the synchronous phases above the transition energy are $(2n + 1)\pi$ ($n$ is an integer). Unstable fixed points are $2n\pi$ ($n$ is an integer) in this case.](image-url)
3.3.2 Near the transition energy

When the rf frequency is fixed near the transition energy, two stationary energies, $E_{s1}$ and $E_{s2}$, are close to each other as shown in Fig. 3.3. When $E_{s1}$ and $E_{s2}$ get closer, the serpentine channel appears between the two stationary buckets as shown in Fig. 3.4. When the rf frequency is fixed much nearer the transition energy, eventually both stationary energies are equal to the transition energy, $E_{s1} = E_{s2} = E_t$. Then, two stationary energies are overlapped to the transition energy as shown in Fig. 3.5.

As presented in Fig. 3.4, since beams can be accelerated with serpentine channel, the total energy gain from injection to extraction is larger than the stationary bucket acceleration. Furthermore, since fixed rf frequency is applied for beam acceleration, we can use a high-quality cavity called high-$Q$ cavity where power loss in the cavity is smaller. Thus, big rf voltage can be obtained compared to the modulated type of rf frequency cavity. Details of a rf cavity is discussed in Appendix B.

![Figure 3.3: Longitudinal phase space. Lorentz factor $\gamma_t$ is the transition energy. Blue contour indicates separatrix.](image-url)
3.3. LONGITUDINAL PHASE SPACE

Figure 3.4: Longitudinal phase space near the transition energy. Blue and red lines indicate the separatrices above and below the transition energy.

Figure 3.5: Longitudinal phase space near the transition energy. Blue and red lines indicate the separatrices above and below the transition energy.
3.3.3 Serpentine acceleration in non-relativistic energy region

Since injected beam passes through the transition energy with serpentine acceleration, the sign of slippage factor needs to be changed during beam acceleration. As defined in Eq. 2.22, the slippage factor is related to the momentum compaction factor and beam energy. In scaling FFAG, the transition energy, i.e. momentum compaction factor, can be fixed not only in relativistic energy region but also in non-relativistic energy region with the appropriate selection of $k$-value. Thus the sign of slippage factor for non-relativistic particles can be changed during acceleration. Then non-relativistic particles are accelerated with serpentine acceleration in scaling FFAG. An example of longitudinal design with serpentine acceleration in non-relativistic energy region is shown in Fig. 3.6. Parameters are presented in Tab. 3.1.

![Figure 3.6: Longitudinal phase space in non-relativistic energy region. Blue and red lines indicate separatrices above and below the transition energy respectively. Horizontal axis is the rf phase, and vertical axis indicates beam energy presented by the Lorentz factor $\gamma$.](image-url)
3.4 Features of serpentine acceleration

Features of serpentine acceleration are studied in this section. First, the relation between the stationary energy $E_{s1}$ below the transition energy and the other stationary energy $E_{s2}$ above the transition energy are expressed. Then lower limit of the rf voltage to make a serpentine channel is derived from the longitudinal Hamiltonian analytically. Total acceleration energy gain and phase acceptance of serpentine acceleration are finally discussed.

### 3.4.1 Stationary energies and $k$-value

Let us start from deriving the relation between both stationary energies $E_{s1}$ and $E_{s2}$. Synchronous particles below and above the transition energy have the same revolution frequency expressed as

$$\frac{\beta_{s1}}{C_{s1}} = \frac{\beta_{s2}}{C_{s2}},$$

(3.19)

where $\beta_{s1}$ and $\beta_{s2}$ are the Lorentz factor corresponding to the stationary energies $E_{s1}$ and $E_{s2}$ respectively, and $C_{s1}$ and $C_{s2}$ are circumferences of the synchronous particles. Correlation between the stationary energies $E_{s1}$ and $E_{s2}$ are obtained by solving Eq. 3.19 as

$$E_{s1} P_{s1}^{\alpha - 1} = E_{s2} P_{s2}^{\alpha - 1},$$

(3.20)

with the momentum compaction factor $\alpha$, the rest mass $m$ and the stationary momentum $P_{s1}$ and $P_{s2}$ below and above the transition energy respectively. Once we determine one stationary energy and $k$-value, the other stationary energy is obtained from Eq. 3.20. The energy difference between the

---

**Table 3.1: Longitudinal parameters**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k$-value</td>
<td>1.1</td>
</tr>
<tr>
<td>Transition gamma</td>
<td>1.45</td>
</tr>
<tr>
<td>Equivalent mean radius at $\gamma = 1.21$ [m]</td>
<td>10</td>
</tr>
<tr>
<td>Stationary gamma below transition</td>
<td>1.27</td>
</tr>
<tr>
<td>Rf voltage [MV/turn]</td>
<td>50 ($h=1$)</td>
</tr>
<tr>
<td>Rf frequency [MHz]</td>
<td>2.8($h=1$)</td>
</tr>
</tbody>
</table>
stationary energies \( E_{s1} \) and \( E_{s2} \) with \( k \)-value is shown in Fig. 3.7.

![Figure 3.7: Correlation between energy deviation \( \Delta \gamma_s \) of both stationary energies and \( k \)-value. Lorentz factors \( \gamma_{s1} \) and \( \gamma_{s2} \) corresponds to \( E_{s1} \) and \( E_{s2} \) respectively. Red line indicates the result when \( \gamma_{s1} \) is fixed. Blue dot line indicates the result when \( \gamma_{s2} \) is fixed.]

The transition gamma \( \gamma_t \) is increased with \( k \)-value. Then, if the stationary energy \( E_{s1} \) below the transition energy is kept constant while \( k \)-value is increased, the other stationary energy \( E_{s2} \) above the transition energy is increased as expressed in Eq. 3.20. Thus, energy difference between the stationary energies \( E_{s1} \) and \( E_{s2} \) becomes large. On the other hand, when the stationary energy \( E_{s2} \) above the transition energy is kept constant while \( k \)-value is increased, the other stationary energy \( E_{s1} \) below the transition energy is increased. In this case, both stationary energies are close to each other, and energy difference between the stationary energies \( E_{s1} \) and \( E_{s2} \) becomes small.
3.4.2 Minimum rf voltage to make serpentine channel

Even if rf frequency is fixed near the transition energy and both stationary energies are close to each other, beam cannot be accelerated in serpentine channel without enough rf voltage to make a serpentine channel. It is useful to know the lowest limit of rf voltage to make a serpentine channel when we consider the beam acceleration. In this subsection, the minimum rf voltage to make a serpentine channel is studied.

As shown in Fig. 3.3, the separatrix on the limit condition passes at the two unstable fixed points where $H(E_{s1}, \pi)$ and $H(E_{s2}, 0)$. Then we get the relation written as

$$H(E_{s1}, \pi) = H(E_{s2}, 0),$$

where $E_{s1}$ is the stationary energy below the transition energy and $E_{s2}$ is the stationary energy above the transition energy. From Eqs. 3.20 and 3.21, the minimum rf voltage $V_{min}$ to make a serpentine channel can be obtained as

$$V_{min} = \pi \hbar \left[ \frac{1}{\alpha + 1} \left( \frac{P_{s1}^2}{E_{s1}} - \frac{P_{s2}^2}{E_{s2}} \right) + (E_{s2} - E_{s1}) \right],$$

with the stationary momentum $P_{s1}$ and $P_{s2}$ below and above the transition energy respectively. Equation 3.22 shows that once the $k$-value, the harmonic number $\hbar$ and the stationary energies $E_{s1}$ and $E_{s2}$ are given, the minimum rf voltage $V_{min}$ can be obtained. Figure 3.8 shows that the correlation between the minimum rf voltage $V_{min}$ and the energy difference between $E_{s1}$ and $E_{s2}$ with fixed harmonic number $h$ and the momentum compaction factor $\alpha$. From this figure, the larger energy difference between $E_{s1}$ and $E_{s2}$, the larger minimum rf voltage is required.

3.4.3 Total energy gain of serpentine channel

Total energy gain $\Delta E_{acc}$ from injection to extraction in serpentine acceleration is determined by the maximum energy range of the serpentine channel. The maximum energy range of serpentine channel is given by the minimum energy $E_{min}$ and the maximum energy $E_{max}$ of serpentine channel as presented in Fig. 3.9.

From Fig. 3.9, the maximum energy $E_{max}$ passes the unstable fixed point where $H(E_{s2}, 0)$. On the other hand, the minimum energy $E_{min}$ passes the
CHAPTER 3. SERPENTINE ACCELERATION IN SCALING FFAG ACCELERATOR

Figure 3.8: Correlation between the minimum rf voltage to make a serpentine channel and energy deviation $\Delta\gamma_s$ between $\gamma_{s1}$ and $\gamma_{s2}$. Lorentz factor $\gamma_{s1}$ and $\gamma_{s2}$ correspond to $E_{s1}$ and $E_{s2}$. In this figure, $k$-value is 3, and the harmonic number $h$ is 1.

The unstable fixed point where $H(E_{s1}, \pi)$. Then we get the relation written as

\[ H(E_{max}, \pi) = H(E_{s2}, 0), \text{ and} \]
\[ H(E_{min}, 0) = H(E_{s1}, \pi). \]  
(3.23)

From Eqs. 3.18, 3.20 and 3.23, the maximum energy $E_{max}$ and the minimum energy $E_{min}$ can be described as

\[ \frac{1}{1 + \alpha} \frac{P_{s1}^{(\alpha+1)}}{E_{s1} P_{s1}^{(\alpha-1)}} - E_{max} = \left( \frac{1}{1 + \alpha} \frac{P_{s2}^2}{E_{s2} - E_{s2}} \right) + \frac{eV_0}{\pi h}, \text{ and} \]
\[ \frac{1}{1 + \alpha} \frac{P_{s1}^{(\alpha+1)}}{E_{s1} P_{s1}^{(\alpha-1)}} - E_{min} = \left( \frac{1}{1 + \alpha} \frac{P_{s1}^2}{E_{s1} - E_{s1}} \right) - \frac{eV_0}{\pi h}. \]  
(3.24)

Then total energy gain $\Delta E_{acc}$ can be obtained by solving Eq. 3.24 numerically.
3.4. FEATURES OF SERPENTINE ACCELERATION

Figure 3.9: Longitudinal phase space with definition of the maximum energy $E_{\text{max}}$ and the minimum energy $E_{\text{min}}$ of serpentine channel. Blue lines indicate separatrices. The total energy gain $\Delta E_{\text{acc}}$ is defined by the energy deviation between the energies $E_{\text{min}}$ and $E_{\text{max}}$. In this figure, $k$-value is 3, and the harmonic number $h$ is 1.

For simplicity, let us focus on the relation between the total energy gain $\Delta E_{\text{acc}}$ and the rf peak voltage $V_0$ with fixed harmonic number $h$, $k$-value and stationary energies $E_{s1}$ and $E_{s2}$ in Eq. 3.24.

Since the bucket height becomes large when the rf voltage is increased, the maximum energy $E_{\text{max}}$ of serpentine channel is increased. On the other hand, the minimum energy $E_{\text{min}}$ of serpentine channel is decreased. Thus, as shown in Fig. 3.10, the total energy gain $E_{\text{acc}}$ becomes large when the rf voltage is increased.

3.4.4 Phase acceptance of serpentine channel

Phase acceptance $\Delta \phi_{\text{acc}}$ is also important parameter to determine a pulse length of injected beam in the longitudinal direction. Thus, phase acceptance
Figure 3.10: Total energy gain $\Delta E_{acc}$ and the peak rf voltage $V_0$ normalized by the fixed minimum rf voltage $V_{\text{min}}$. Total energy gain $E_{acc}$ is expressed by $\gamma_{\text{max}} - \gamma_{\text{min}}$. Lorentz factors $\gamma_{\text{max}}$ and $\gamma_{\text{min}}$ correspond to the maximum energy $E_{\text{max}}$ and the minimum energy $E_{\text{min}}$ respectively. In this figure, $k$-value is 3, and the harmonic number $h$ is 1.

at the stationary energy $E_{s1}$ below the transition energy is examined.

Since the separatrix which has the point where $H(E_{s1}, \phi)$ passes at the unstable fixed point where $H(E_{s2}, 0)$ as shown in Fig. 3.11, $H(E_{s1}, \phi) = H(E_{s2}, 0)$ is obtained. Then the phase $\phi$ at the stationary energy $E_{s1}$ is written by

$$\phi = \arccos \left[ \frac{2\pi h}{eV_0} \left( \frac{1}{1 + \alpha} \left( \frac{P_{s2}^2}{E_{s2}} - \frac{P_{s1}^2}{E_{s1}} \right) + (E_{s1} - E_{s2}) \right) + 1 \right]$$

$$= \arccos \left[ \frac{V_0 - 2V_{\text{min}}}{V_0} \right],$$

(3.25)

with the minimum rf voltage $V_{\text{min}}$, written in Eq. 3.22. Therefore, the phase acceptance $\Delta \phi_{acc}$ of serpentine channel at the stationary energy $E_{s1}$ below
As expressed in Eq. 3.26, once ring parameters, i.e. \( k \)-value, \( h \), \( E_{s1} \) and \( E_{s2} \) are fixed, phase acceptance is determined by the peak rf voltage \( V_0 \).

As shown in Fig. 3.12, phase acceptance at the stationary energy \( E_{s1} \) below the transition energy increases with rf voltage. Phase acceptance at energies different from the stationary energy \( E_{s1} \) below the transition energy in the serpentine channel also increases with rf voltage.

Figure 3.11: Longitudinal phase space with the definition of phase acceptance \( \Delta \phi_{acc} \). Blue lines indicate separatrices. The phase acceptance \( \Delta \phi_{acc} \) at the stationary energy \( E_{s1} \) below the transition energy is represented here. In this figure, \( k \)-value is 3, and the harmonic number \( h \) is 1.
Figure 3.12: Phase acceptance $\Delta \phi_{acc}$ at the stationary energy $E_{s1}$ below the transition energy. Radio frequency voltage $V_0$ is normalized by the minimum rf voltage $V_{min}$. The minimum rf voltage $V_{min}$ is kept constant while $V_0$ is increased. In this figure, $k$-value is 3, and the harmonic number $h$ is 1.
3.5 Serpentine acceleration with square wave rf voltage

The sinusoidal wave rf voltage has been used for modern accelerators. For the serpentine acceleration with sinusoidal wave rf voltage, however, beam energy spread at extraction becomes large. In order to keep mono-energetic beam at extraction, we propose to use square wave rf voltage instead of sinusoidal one for beam acceleration.

The acceleration scheme with square wave rf voltage, so-called flat-top beam acceleration, has been developed in other circular accelerators so far [42, 43, 44, 45, 46]. The square wave rf voltage is generated by a superimposition of Fourier harmonics.

In this section, first the longitudinal hamiltonian with square wave rf voltage is derived analytically in scaling FFAG. Then longitudinal phase space near the transition energy are presented. The energy spread at extraction with square wave rf voltage in serpentine acceleration is evaluated later.

3.5.1 Longitudinal phase space

Using Fourier expansion with rf phase \( \phi \), we can write an ideal square wave rf voltage at a cavity gap as an infinite series of the form

\[
V_{rf} = \frac{4V_0}{\pi} \sum_{n=1}^{\infty} \frac{\sin[(2n-1)\phi]}{2n-1},
\]

where \( V_{rf} \) is the rf voltage, \( V_0 \) is the peak rf voltage, \( n \) is the \( n \)th harmonics and \( \phi \) is the rf phase.

Now we focus on an infinity harmonics in Eq. 3.27. In this case, the rf voltage \( V_{rf} \) can be written as

\[
V_{rf} = \begin{cases} 
V_0 & : -0 < \phi \leq \pi, \\
-V_0 & : \pi < \phi \leq 2\pi.
\end{cases}
\]

Then energy equation of motion corresponding to phase ranges can be obtained as follows
\begin{equation}
\frac{dE}{d\Theta} = \begin{cases} 
\frac{eV_0}{2\pi} & : 0 < \phi \leq \pi, \\
-\frac{eV_0}{2\pi} & : \pi < \phi \leq 2\pi.
\end{cases}
\tag{3.29}
\end{equation}

With the phase equation and energy equation of motion, the longitudinal Hamiltonian with square wave rf voltage is derived analytically,

\begin{equation}
H(E, \phi; \Theta) = \begin{cases} 
\hbar \left[ \frac{1}{1 + \alpha} \frac{(E^2 - m^2)^{\frac{1+\alpha}{2}}}{E_s(E_s^2 - m^2)^{\frac{\alpha}{2}}} - E \right] - \frac{eV_0}{2\pi} \phi & : 0 < \phi \leq \pi, \\
\hbar \left[ \frac{1}{1 + \alpha} \frac{(E^2 - m^2)^{\frac{1+\alpha}{2}}}{E_s(E_s^2 - m^2)^{\frac{\alpha}{2}}} - E \right] + \frac{eV_0}{2\pi} \phi - V_0 & : \pi < \phi \leq 2\pi.
\end{cases}
\tag{3.30}
\end{equation}

With the longitudinal Hamiltonian written in Eq. 3.30, the longitudinal phase space is shown in Fig. 3.13.

The minimum rf voltage \( V'_{\text{min}} \) is also derived from Eq. 3.30 as in the same way written in Chapter 3.

\begin{equation}
V'_{\text{min}} = 2\hbar \left[ \frac{1}{\alpha + 1} \left( \frac{P_{s1}^2}{E_{s1}} - \frac{P_{s2}^2}{E_{s2}} \right) + (E_{s2} - E_{s1}) \right],
\end{equation}

where \( V_{\text{min}} \) is the minimum rf voltage written in Eq. 3.22 and \( E_{s1, s2} \) and \( P_{s1, s2} \) are the stationary energies and momenta below and above the transition energy respectively.
Figure 3.13: An example of longitudinal phase space near the transition energy. Blue lines are separatrices and $\gamma$ is the Lorenz factor. The transition gamma $\gamma_t$ is 2 in this figure.
3.5.2 Beam energy spread

To estimate the extraction beam energy spread, longitudinal beam tracking is carried out with stepwise longitudinal beam tracking. As an example, beam trajectories is presented in longitudinal phase space with hamiltonian contour in Fig. 3.14. Longitudinal numerical calculation parameters are summarized in Tab. 3.2. Details of stepwise longitudinal beam tracking can be found in Appendix D.

As shown in Fig. 3.14, with the sinusoidal wave rf voltage, the injected mono-energetic beam has energy spread at extraction. To avoid large energy spread, the phase range of injected beam needs to be narrow when we apply a sinusoidal wave rf voltage in serpentine acceleration. On the other hand, the mono-energetic beam can be obtained at extraction with the square wave rf voltage as shown in Fig. 3.14.

![Figure 3.14: Longitudinal phase space with sinusoidal and square wave rf voltage. Red markers indicate the beam trajectories every 10 turns.](image)

Square wave rf voltage is an appropriate rf voltage wave to minimize energy spread after several turns. However, since it is impossible to make an ideal square wave rf voltage, a combination of the fundamental and higher-order harmonic voltages written as Eq. 3.27 are applied in reality. Then, beam energy spread after several turns with square wave rf voltage is studied.
3.5. SERPENTINE ACCELERATION WITH SQUARE WAVE RF VOLTAGE

To evaluate beam energy spreads for different sets of harmonics at the extraction energy, stepwise numerical longitudinal beam tracking is carried out. The rf voltages with different sets of harmonics are shown in Fig. 3.15. An example of the longitudinal tracking parameters are written in Tab. 3.2. Examples of injected beam and beam at extraction energy are presented in longitudinal phase space with hamiltonian contours in Fig. 3.16. Energy spread at the extraction energy with different higher-order harmonics are shown in Fig. 3.17.

Table 3.2: Longitudinal parameters for the square wave rf voltage

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>k-value</td>
<td>3</td>
</tr>
<tr>
<td>Mean radius at $\gamma = 1.21$ [m]</td>
<td>5</td>
</tr>
<tr>
<td>Transition gamma</td>
<td>2</td>
</tr>
<tr>
<td>Stationary gamma below transition</td>
<td>1.75</td>
</tr>
<tr>
<td>Injected gamma</td>
<td>1.75</td>
</tr>
<tr>
<td>Injected phase range [deg]</td>
<td>85 - 130</td>
</tr>
<tr>
<td>Rf voltage [MV/turn]</td>
<td>15 ($h=1$)</td>
</tr>
<tr>
<td>Rf frequency [MHz]</td>
<td>6.5($h=1$)</td>
</tr>
</tbody>
</table>

From Fig. 3.17, the higher order harmonics of square wave rf voltage, the smaller beam energy spread can be achieved. It becomes significant from the second order harmonics, where almost 80% of the beam spread can be suppressed in this case.
Figure 3.15: Radio frequency voltage wave with different order harmonics. With higher order harmonics, the rf voltage wave becomes square.
Figure 3.16: Longitudinal phase space with fundamental, third, fifth and infinity harmonics of square wave rf voltage. Stepwise longitudinal tracking results at injection and extraction are indicated by red markers. Phase range of injected beam is from 85 degrees to 130 degrees.
Figure 3.17: Energy spread $\Delta \gamma$ at extraction with different harmonics of square wave rf voltage. In this case, injection phase range is from 85 degrees to 130 degrees. Energy spread $\Delta \gamma$ is determined by the energy deviation between maximum and minimum.
3.5.3 Phase space in non-relativistic energy region with a square rf voltage wave form

If we apply a sinusoidal wave rf voltage, extracted beam has large energy spread, causing beam extraction difficult. One way to avoid this is to inject a beam with small phase range. However it would reduce the beam intensity. On the other hand, if we apply a square wave rf voltage, mono-energetic beam can be extracted. Then we can inject beam in the full phase range of serpentine channel. Furthermore, the phase acceptance of serpentine channel becomes larger than in a sinusoidal wave rf voltage. Therefore, the advantage of using square wave rf voltage in serpentine acceleration is that the high-intensity with mono-energetic beam can be extracted. This acceleration scheme is also achieved in non-relativistic energy region as shown in Fig. 3.18 and Tab. 3.3 as an example.

Figure 3.18: Longitudinal phase space in serpentine acceleration with square wave rf voltage. Red lines indicate proton beam every 5 turns.
Table 3.3: Longitudinal parameters for the square rf wave

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k$-value</td>
<td>0.7</td>
</tr>
<tr>
<td>Mean radius at $\gamma = 1.11$ [m]</td>
<td>3</td>
</tr>
<tr>
<td>Transition gamma</td>
<td>1.45</td>
</tr>
<tr>
<td>Stationary gamma below transition</td>
<td>1.19</td>
</tr>
<tr>
<td>Injected gamma</td>
<td>1.19</td>
</tr>
<tr>
<td>Injected phase range [deg]</td>
<td>65 - 175</td>
</tr>
<tr>
<td>Rf voltage [MV/turn]</td>
<td>15 ($h=1$)</td>
</tr>
<tr>
<td>Rf frequency [MHz]</td>
<td>7.2($h=1$)</td>
</tr>
</tbody>
</table>
Experimental demonstration of serpentine acceleration in non-scaling FFAG has been done by using the Electron Model for Many Applications, EMMA, at the Daresbury Laboratory in the United Kingdom [33]. Serpentine acceleration in scaling FFAG, however, had not been demonstrated yet. Thus experimental investigation was required to demonstrate it. In this chapter, the features of serpentine acceleration scheme obtained by the experiments are presented [40].

4.1 Experimental apparatus

4.1.1 Overview

Demonstration of serpentine acceleration is done with the electron scaling FFAG ring. The configuration of the ring is shown in Fig. 4.1, and machine parameters are summarized in Tab. 4.1.

Electron beams after the electron gun are accelerated in the acceleration tube up to 160 or 200 keV. Electron beams are injected in the ring by massless septum magnet after passing through the beam shutter and two bending magnets. The electron scaling FFAG ring is designed as a F-D-F triplet radial sector type of scaling FFAG. Radio frequency cavity is a re-entrant cavity with TM$_{010}$ mode (details presented in Appendix B) in the ring. Beams are accelerated at the rf cavity twice per turn. Finally, electron beams are extracted from the ring by the extraction massless septum magnet. Extracted beam energy 8 MeV is measured by using the bending magnet in the extraction beam line.

Since the space to put the rf cavity in the ring is large compared to the drift space at arc sections, the longitudinal hamiltonian with long straight section written in Eq C.4 is used to analyze longitudinal dynamics in this Chapter.
Figure 4.1: Schematic view of FFAG ring configuration. The red line indicates the electron beam trajectory.

Table 4.1: Parameter

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Electron</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of sectors</td>
<td>8</td>
</tr>
<tr>
<td>$k$-value</td>
<td>4.45</td>
</tr>
<tr>
<td>Stationary kinetic energy below transition [keV]</td>
<td>205.6</td>
</tr>
<tr>
<td>Transition kinetic energy [keV]</td>
<td>764</td>
</tr>
<tr>
<td>Total length of long straight sections [m]</td>
<td>0.2</td>
</tr>
<tr>
<td>Rf frequency [MHz]</td>
<td>75 ($h=1$)</td>
</tr>
</tbody>
</table>
4.1.2 Injected electron beam

In order to make a pulsed electron beam, sinusoidal wave rf voltage is applied between cathode and grid electrode as shown in Fig. 4.2. The rf frequency between cathode and grid electrode is equivalent to the rf frequency at the rf cavity in the ring. Bias voltage is also applied at the grid electrode to make a narrow pulsed electron beam. After passing through the grid electrode, electron beam is accelerated from the grid electrode to the anode electrode. Passing through the hole in the anode electrode, electron beam reaches the acceleration tube where it is accelerated up to 160 or 200 keV.

![Schematic view of cathode and grid electrode in the electron gun.](image)

Beam current from the injector are measured by a Faraday cup made by a copper plate at the beam shutter as represented in Fig. 4.1. The injected electron beam distribution and pulse length in the longitudinal direction are detected by the Current Transformer (CT) just before the ring.

Pulse length of injected beam is less than 20 % of rf period (less than 40 degrees). It means pulse length is less than 3 nsec with 75 MHz rf frequency. Because of this short pulsed beam, it is difficult to estimate exact distribution and pulse length of injected beam with CT.
4.1.3 Beam current and position in the ring

Beam current in the ring are also measured by a Faraday cup made by a copper plate. Since the Faraday cup is attached on a movable probe, beam current can be measured from injection to extraction in the ring. If electron beam is over 600 eV and hits a copper plate, secondary electrons are produced in the deep part of copper and remain within the internal [47]. Therefore, we did not prepare a secondary electron suppression system in this experiment.

For the size of a Faraday cup, electron range in material is important. The range $R$ of particle accelerated to kinetic energy $E_{\text{kin}}$ is calculated numerically from the stopping power [48]. The mechanical size of Faraday cup must be larger than the electron range in the copper plate.

Beam position in the ring is determined by the tip position of the movable Faraday cup.

4.1.4 Control system for rf system

Trigger signals from a trigger generator are transmitted to rf generators for the injector and the amplifier of rf cavity as shown in Fig. 4.3. The rf frequency applied to the injector and the rf cavity are the same. To control the initial rf phase at the injector, trigger signal with appropriate delays comes from the trigger generator. With this system, the initial rf phase into the cavity gap can be adjusted.
4.2 Measurement

To demonstrate serpentine acceleration, first we measure the electron beam accelerated in serpentine channel. Then phase acceptance of serpentine channel with different rf voltages is measured to clarify the feature of serpentine acceleration.

4.2.1 Demonstration of serpentine acceleration

Longitudinal hamiltonian with fixed rf voltage at 705 kV/gap is presented in Fig. 4.4. The experiment is carried out changing initial rf phase $\phi_0$ at the injector. The initial rf phase $\phi_0$ is shifted with respect to the rf phase of the rf cavity. Beam current in the ring is measured by the Faraday cup for every initial phases $\phi_0$. During measurements, the tip position of the Faraday cup is fixed at 8 MeV orbit. Injected beam energy is fixed at 160 keV.

Injected beam energy is lower than the stationary bucket above the transition energy. Thus, particles cannot be injected in the stationary bucket above the transition energy. Furthermore, beam energy 8 MeV is higher than the stationary energy above the transition energy. Therefore, particles injected in the stationary bucket below the transition energy cannot reach...
the Faraday cup fixed at 8 MeV orbit. For these reasons, only particles accelerated in the serpentine channel is measured at the Faraday cup.

![Hamiltonian contours in the longitudinal phase space. Blue lines indicate the separatrices.](image)

**Figure 4.4:** Hamiltonian contours in the longitudinal phase space. Blue lines indicate the separatrices.

### 4.2.2 Experimental result

The experimental results are shown in Fig. 4.5. Error bars of measurement data are estimated by the erratic reading error of beam current 0.015\(\mu\)A and initial rf phase 5 degrees.

Measurement of the phase range where particles are accelerated with serpentine channel and analytical phase acceptance given by Eq. C.13 are presented in Tab. 4.2. This discrepancy is caused by the fact that injected beam has a phase distribution and a pulse length. However, with the measurement of the phase range where particles were accelerated with serpentine channel, we demonstrate serpentine acceleration in scaling FFAG. The error of measured phase range is estimated by the error propagation with erratic reading error of the initial rf phase.
4.2. MEASUREMENT

Figure 4.5: Beam current at the Faraday cup vs initial phase at injector. Blue squares indicate measurement results.

Table 4.2: Phase acceptance

<table>
<thead>
<tr>
<th>Measurement</th>
<th>Analytical</th>
</tr>
</thead>
<tbody>
<tr>
<td>120° ± 7°</td>
<td>83°</td>
</tr>
</tbody>
</table>
4.2.3 Phase acceptance with rf voltage

As discussed in Chapter 3 and shown in Fig. 4.6, the phase acceptance of serpentine channel at injected energy is becoming bigger with rf voltage. To clarify this feature, the experiment consists of five series of data, taken with five different rf voltages.

First, the rf voltage is fixed at 660 kV/gap, and then decreased to 420 kV/gap finally. With the fixed rf voltage, the initial rf phase $\phi_0$ at the injector are shifted with respect to the rf phase of the rf cavity. Beam current in the ring is measured with the Faraday cup for every initial phases. Beam current at the Faraday cup in the ring is normalized using the injected beam intensity measured at the beam shutter. The tip position of the Faraday cup is fixed at 8 MeV orbit with different rf voltage. Injected beam energy is fixed at 200 keV.

Beam energy 8 MeV is higher than the stationary energy above the transition energy. Therefore, particles injected in the stationary bucket below the transition energy cannot reach the Faraday cup at 8 MeV orbit. Furthermore, injected beam energy 200 keV is lower than the stationary energy below the transition energy. Thus, particles cannot be injected in the stationary bucket above the transition energy. For these reasons, only particles accelerated with serpentine channel can be measured at the Faraday cup. Then, changing the initial phase at the injector, we measure the phase acceptance of serpentine channel at injected energy.
Figure 4.6: Hamiltonian contours in the longitudinal phase space with different rf voltages. Blue lines indicate the separatrices, and yellow parts indicate serpentine channel.
4.2.4 Result analysis for phase acceptance experiment

Accelerating efficiency is given by the beam current at the Faraday cup in the ring normalized using the injected beam intensity at the beam shutter. The experimental results are shown in Fig. 4.7.

![Figure 4.7: Acceleration efficiency Vs rf voltage.](image)

measurement result of phase acceptance

From the acceleration efficiency results shown in Fig. 4.7, the phase acceptance is calculated with the following method.

Phase acceptance are determined by the phase discrepancies at 20% of acceleration efficiency. To determine the phase at 20% of acceleration efficiency, we pick two data points below and above neighborhood of 20% of acceleration efficiency, and linearize the two data points. From the linear function, we obtain the phase at 20% of acceleration efficiency. Analytical phase acceptance are given by Eq. C.13. Measured and analytical phase acceptance with rf voltage are presented in Fig. 4.8. The error bars of mea-
4.2. MEASUREMENT

Measurement data are due to the phase and current errors calculated with error propagation. Details of the error calculation are described in Appendix E.

![Graph](image)

**Figure 4.8:** Phase acceptance $\Delta\phi$ of serpentine channel with gap rf voltage. Red circles indicate the phase acceptance given by the analytical equation. Blue squares indicate the phase acceptance given by experimental results. The errors of phase and current are estimated to be 5 degrees and 0.15 $\mu$A respectively.

As shown in Fig. 4.8, measured phase acceptance becomes bigger with rf voltage. The phase acceptances given by the measurement results are larger than the analytical phase acceptance. These discrepancies are caused by the fact that injected beam has a phase distribution and pulse length. However, the tendency of measurement results are similar to the analytical results.
In chapter 1, background of this study is presented. Rapid-acceleration schemes and producing high-power beam are required for high-energy accelerators. To realize these requirements, strong focusing, fixed rf acceleration scheme and static magnetic field are necessary conditions. Linear accelerators have been considered as a proper candidate so far. However their cost and power consumption make practical realization difficult. Considering circular accelerators, neither classical cyclotrons nor synchrotrons can be used, since they do not satisfy all the three conditions above. As an alternative candidate, FFAG accelerators have been considered.

Fixed rf frequency acceleration schemes in FFAG accelerators have then been introduced. In scaling FFAGs, a stationary bucket acceleration scheme has been considered so far. A serpentine acceleration scheme has been proposed in non-scaling FFAG. With these acceleration schemes, only relativistic particles are suitable for beam acceleration with fixed rf frequency. However, fixed rf frequency acceleration scheme is also desired in non-relativistic energy region.

The purpose of the study is then presented. To realize fixed rf frequency acceleration not only in relativistic but also in non-relativistic energy region, serpentine acceleration has been introduced in scaling FFAGs. Since energy and phase deviation between synchronous and non-synchronous particles per turn are not small in this case, exact longitudinal dynamics is studied analytically. The aim of this study is to clarify the features of serpentine acceleration scheme in scaling FFAGs, theoretically and experimentally.

In chapter 2, ordinal rf acceleration schemes are studied. If energy and phase deviation between synchronous and non-synchronous particles is small, linearized synchrotron motion is obtained analytically. Phase oscillation and phase stability have been then defined. The features of two types ofrf acceleration schemes have been presented. One is frequency-modulated...
acceleration scheme, and the other one is fixed frequency acceleration scheme.

In chapter 3, details of a serpentine acceleration scheme in scaling FFAG have been discussed theoretically. In this scheme, since energy and phase deviation of non-synchronous particle per turn are not small, the classical approach of synchrotron motion is not accurate. Then, without linear approximation on the phase and energy variations, the longitudinal dynamics in scaling FFAG with fixed rf frequency is studied. The longitudinal hamiltonian with fixed rf frequency in scaling FFAGs is then derived as follows.

$$H(E, \phi; \Theta) = \hbar \left[ \frac{1}{\alpha + 1} \frac{(E^2 - m^2)^{\frac{\alpha+1}{2}}}{E_s(E^2_s - m^2)^{\frac{\alpha+1}{2}}} - E \right] + \frac{eV_0}{2\pi} \cos \phi,$$

with $e$ charge of the particle, $m$ rest mass, $\alpha$ momentum compaction factor, $V_0$ rf peak voltage, and the energy variable $E$ canonically conjugate to the coordinate variable $\phi$. With this longitudinal hamiltonian, it has been confirmed that serpentine acceleration is possible not only in relativistic but non-relativistic energy region in scaling FFAG.

Features of serpentine acceleration have been presented. First, the minimum rf voltage to realize a serpentine acceleration is examined. The minimum rf voltage is determined by three parameters: $k$-value, the stationary energy and the rf voltage. The total energy gain of serpentine acceleration has been then studied. The phase acceptance of serpentine channel has also been studied with rf voltage. The total energy gain and the phase acceptance become large with rf voltage.

To extract a narrow energy spread beam from the ring, a square wave rf voltage has been proposed to apply for serpentine acceleration in scaling FFAG. With this acceleration scheme, the longitudinal hamiltonian in scaling FFAG has been derived analytically. Energy spread at extraction energy has been also estimated by a superposition of Fourier harmonics. This method becomes useful to suppress the beam energy spread at extraction.

In chapter 4, the demonstration of serpentine acceleration has been presented with an electron scaling FFAG machine. The apparatus of machine has been presented. To demonstrate the serpentine acceleration in scaling FFAG, the beam accelerated in serpentine channel has been mea-
sured. Then the phase acceptance of serpentine channel has been measured with different rf voltage. The tendency of measured phase acceptance with rf voltage has been similar to analytical phase acceptance.
CHAPTER 5. SUMMARY
Chapter 6
Discussion and Conclusion

It has been shown that serpentine acceleration in scaling FFAG can be used not only in relativistic energy region but also in non-relativistic energy region, contrary to serpentine acceleration in non-scaling FFAG. The longitudinal hamiltonian with fixed rf frequency scheme has been derived analytically, and minimum rf voltage to make a serpentine channel has been obtained with longitudinal hamiltonian. Total energy gain and phase acceptance of serpentine channel have also been evaluated with rf voltage. The world’s first experiment on serpentine acceleration has been conducted with an electron scaling FFAG machine. With the measurement of the beam accelerated in serpentine channel, serpentine acceleration has been validated in scaling FFAGs. We have also confirmed that the tendency of measured phase acceptance with rf voltage has been similar to the analytical phase acceptance.

Now it is interesting to propose a proton FFAG accelerator with serpentine acceleration for ADS.

6.1 Proton driver for ADS

The accelerator for ADS is required to make a proton beam up to several tens of MW power with over 1 GeV beam energy. A low-injected beam energy is also desired. With the study of serpentine acceleration in longitudinal motion so far, small $k$-value is desired for making lower injected beam energy. Furthermore, small harmonic number are desired for decreasing rf voltage per turn. From these considerations, one of candidates of the longitudinal design for an ADS proton driver is represented in Tab. 6.1 and Fig. 6.1. From Fig. 6.1, 200 MeV proton beam is accelerated over 1 GeV with serpentine channel. In this acceleration scheme, high-intensity proton beam is obtained with c.w. operation.
### Table 6.1: Longitudinal parameters for ADS circular proton ring

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k$-value</td>
<td>1.45</td>
</tr>
<tr>
<td>Equivalent mean radius at 200 MeV [m]</td>
<td>3</td>
</tr>
<tr>
<td>Equivalent mean radius at 1 GeV [m]</td>
<td>5.9</td>
</tr>
<tr>
<td>Stationary kinetic energy below transition [MeV]</td>
<td>360</td>
</tr>
<tr>
<td>rf voltage [MV/turn]</td>
<td>15 ($h=1$)</td>
</tr>
<tr>
<td>rf frequency [MHz]</td>
<td>9.6($h=1$)</td>
</tr>
</tbody>
</table>

#### Figure 6.1: Longitudinal phase space with hamiltonian contours. Red circles indicate beam trajectories every 10 turns. Injected beam energy is 200 MeV and the maximum beam energy is 1.05 GeV. Injection phases are from 0 to 20 degrees. The momentum range from injection to extraction $\Delta P/P_m$ is 2.7.
6.2 Further study

Further studies are needed to evaluate more precisely a serpentine acceleration scheme in scaling FFAG.

To make a precise design of scaling FFAG machine with serpentine acceleration, it is mandatory to examine transverse beam dynamics. Furthermore, it is necessary to consider the rf cavity to produce huge rf voltage. Especially for proton driver with serpentine acceleration, several tens of mega volts is needed per turn. The higher total acceleration energy gain is required, the larger rf voltage is needed. Therefore, further detailed technical design of rf cavity to produce huge rf voltage are important issues to make realize a proton driver for ADS with serpentine acceleration in scaling FFAG. Besides, to make a small ring size, detailed technical design of superconducting magnet in scaling FFAG is also necessary.

6.3 Conclusion

The aim of this study was to consider serpentine acceleration in scaling FFAG accelerator. For this purpose, we developed the analytical longitudinal Hamiltonian

\[ H(E, \phi; \Theta) = \hbar \left[ \frac{1}{\alpha + 1} \frac{(E^2 - m^2)^{\frac{\alpha+1}{2}}}{E_s (E_s^2 - m^2)^{\frac{\alpha}{2}}} - E \right] + \frac{eV_0}{2\pi} \cos \phi, \]

with fixed rf frequency in scaling FFAG. Using analytical approaches of longitudinal beam dynamics, it has been seen that fixed rf frequency acceleration could be achieved in non-relativistic energy region. With analytical and numerical approaches, it has been also confirmed that the phase acceptance and total energy gain of serpentine channel became bigger with rf voltage.

To demonstrate serpentine acceleration in scaling FFAG practically, world’s first beam experiments with electron scaling FFAG machine have been conducted. First, we have measured the beam acceleration in serpentine channel. Then, the phase acceptance of serpentine channel was measured with rf voltage to confirm the feature of serpentine acceleration in scaling FFAG. Finally, from both experiments, serpentine acceleration in
scaling FFAG has been demonstrated practically. This success opens new possibilities for neutrino factory and ADS in the future.

Finally we proposed the longitudinal design of a circular proton ring for ADS with serpentine acceleration in scaling FFAG. Advantage of this ring is that over 1 GeV proton beam with c.w. operation can be obtained. Furthermore, large energy range of beam acceleration can be achieved with only one ring. To realize a proton FFAG ring for ADS practically, we need further technical studies such as rf cavity to produce a huge rf voltage and the super conducting magnet design in scaling FFAG to make a small ring size.
First betatron motion around the closed orbit is discussed in this appendix. Then to obtain the magnetic field in scaling FFAG, scaling law is described. Classical approach for the synchrotron motions with linear approximation is discussed later.

### A.1 Betatron oscillation

If there is no electric field and only a static magnetic field, the electromagnetic force is written as

\[
\vec{F} = e\vec{v} \times \vec{B} = \frac{d}{dt}(\gamma m \vec{v}),
\]

where \( e \) is the charge of particle, \( \gamma \) is the Lorentz factors, \( m \) is the rest mass, and \( v \) is the particle velocity. In the curvilinear coordinates, we consider the Eq. A.1 with the horizontal axes \( x \) as

\[
F_x = \frac{d}{dt}(\gamma m \dot{x}) = \gamma m \frac{\beta^2 c^2}{\rho} = -e\beta c B_z,
\]

and the vertical axes \( z \) as

\[
F_z = \frac{d}{dt}(\gamma m \dot{z}) = e\beta c B_x,
\]

where \( \beta \) and \( \gamma \) are Lorentz factor, \( \rho \) is the curvature radius of the closed orbit at \( s \), and \( B_x \) and \( B_z \) are the magnetic field.

Since the deviation of a particle momentum around the closed orbit is assumed very small with respect to \( d^2 x/dt^2 \) and \( d^2 z/dt^2 \), we may write

\[
\frac{d}{dt}(\gamma m \dot{x}) \simeq \gamma m \left( \ddot{x} - \frac{v^2}{r} \right) = \gamma m (\beta c)^2 \left( \frac{d^2 x}{ds^2} - \frac{1}{r} \right),
\]

where \( r \) is the local particle radius. Then Eqs. A.2 and A.3 can be simplified to
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\[
\frac{d^2 x}{ds^2} + \left( \frac{eB_z}{\beta\gamma mc} - 1 \right) r = 0, \tag{A.5}
\]

and

\[
\frac{d^2 z}{ds^2} - \frac{eB_x}{\beta\gamma mc} = 0. \tag{A.6}
\]

The local particle radius which is off-momentum closed orbit is written as

\[
r = \rho + x. \tag{A.7}
\]

By applying the paraxial approximation, i.e.,

\[x, y \ll \rho, r, \tag{A.8}\]

and \(p = eB\rho\), Eq. A.5 can be expressed as

\[
\frac{d^2 x}{ds^2} + \left[ \left( 1 + \frac{1}{B_0} \frac{\partial B_z}{\partial x} x \right) \left( 1 + \frac{x}{\rho} \right) - 1 \right] \rho \left( 1 + \frac{x}{\rho} \right) = 0, \tag{A.9}
\]

where \(B_0\) is the magnetic field of closed orbit at \(s\). If all terms of second and higher orders in \(x, z\), and their derivatives are neglected in Eq. A.9, the equations of motion in horizontally can be written as

\[
\frac{d^2 x}{ds^2} + \frac{(1 - n)}{\rho^2} x, \tag{A.10}
\]

where \(n\) called field index is defined as

\[
n = - \frac{\rho}{B_0} \left( \frac{\partial B_z}{\partial x} \right)_{x=0}. \tag{A.11}
\]

In the vertical plane, Eq. A.6 becomes

\[
\frac{d^2 z}{ds^2} + \frac{n}{\rho^2} z = 0, \tag{A.12}
\]

where Ampere’s law \(\nabla \times B = 0\) is used:

\[
\frac{\partial B_z}{\partial x} = \frac{\partial B_x}{\partial z}. \tag{A.13}
\]

Equations A.10 and A.12 are in the form of Hill’s equations [49], and also expressed as
where $y$ represents either horizontal or vertical displacement, and $K(s)$ satisfies periodic conditions as

$$K(s + C) = K(s),$$  \hspace{1cm} (A.15)

where $C$ is the ring circumference of the closed orbit. Then the general solution of Eq. A.14 is

$$y(s) = a \sqrt{\beta(s)} \cos[\phi(s) + \delta],$$  \hspace{1cm} (A.16)

with the phase $\phi$

$$\phi(s) = \int_0^s \frac{ds}{\beta(s)},$$  \hspace{1cm} (A.17)

where $a$ and $\delta$ are constants to be determined by initial conditions, and $\beta(s)$ is the amplitude function of betatron oscillation.

Now we consider that ring circumference satisfies $C = NL$ with $N$ identical superperiods. When the betatron phase advance $\Phi$ is given by

$$\Phi = \int_0^L \frac{ds}{\beta(s)},$$  \hspace{1cm} (A.18)

the phase change per revolution is $N\Phi$. The betatron tune $\nu$ defined as the number of betatron oscillations in one revolution is

$$\nu = \frac{N}{2\pi} \int_s^{s+L} \frac{ds}{\beta(s)}.$$  \hspace{1cm} (A.19)

### A.2 Scaling law

We introduce the equivalent radius $R$ of closed orbit defined by

$$R = \frac{1}{2\pi} \oint ds,$$  \hspace{1cm} (A.20)

and corresponding equivalent azimuthal angle $\Theta$ defined by

$$s = R\Theta,$$  \hspace{1cm} (A.21)
as represented in Fig. A.1.

With Eqs. A.20 and A.21, the linearized equations of motion, i.e. Eqs. A.10 and A.12, can be re-written as

\[
\frac{d^2 x}{d\Theta^2} + \frac{R^2}{\rho^2} (1 - n) \cdot x = 0, \\
\frac{d^2 z}{d\Theta^2} + \frac{R^2}{\rho^2} n \cdot z = 0.
\] (A.22)

To have both horizontal and vertical tunes independent of momentum, a necessary and sufficient condition with momentum along the curves \( \Theta = \text{const.} \) is given by

\[
\left( \frac{\partial (R/\rho)}{\partial p} \right)_{\Theta = \text{const.}} = 0, \\
\left( \frac{\partial n}{\partial p} \right)_{\Theta = \text{const.}} = 0.
\] (A.23)
Equation A.23 expresses the condition of geometrical similarity of the closed orbits. It implies that the closed orbits for different momenta are all photographic enlargements of each other. Equation A.23 can be also integrated as

\[ \rho(p, \Theta) = R(p) \cdot f(\Theta), \]  

(A.25)

where \( f \) is independent of momentum \( p \) and determines the shape of the closed orbits. The equivalent radius \( R(p) \) shows a scaling factor of closed orbits with different momenta. Equation A.25 is equivalent to:

\[ r(p, \Theta) = R(p) \cdot g(\Theta), \]  

(A.26)

where \( g \) is independent of momentum and determines the shape of the closed orbits.

Now we focus on the condition given by Eq. A.24. Equation A.24 expresses the invariance of the field index \( n \) with momentum. It means that the focusing forces with different momenta are constant. When we start from the relation

\[ p = eB\rho, \]  

(A.27)

where \( e \) is the charge of the particle, the field index \( n \) expressed by Eq. A.11 can thus be re-written as

\[ n = \left( \frac{\partial \rho}{\partial x} \right) - \frac{\rho}{p} \left( \frac{\partial p}{\partial x} \right). \]  

(A.28)

In order to transform the coordinate system from \((x, s, z)\) to \((R, \Theta, z)\), we use the relation:

\[ \frac{\partial}{\partial x} = \left( \frac{\partial R}{\partial x} \right) \theta=\text{const.} \left( \frac{\partial}{\partial R} \right) + \left( \frac{\partial \Theta}{\partial x} \right) \left( \frac{\partial}{\partial \Theta} \right) _{R=\text{const.}}. \]  

(A.29)

With Eq. A.29, the field index \( n \) with cylindrical coordinate can be described as:

\[ n = \left[ - \frac{\rho}{R} \left( \frac{R}{p} \frac{dR}{dx} - 1 \right) \right] \left( \frac{\partial R}{\partial x} \right) + \left( \frac{\partial \Theta}{\partial x} \right) R \left( \frac{\partial (\rho/R)}{\partial \Theta} \right) _{R=\text{const.}}. \]  

(A.30)

With geometrical considerations [50] and parameters defined in Fig. A.1, field index \( n \) can be expressed as:
\[ n = -\frac{f(\Theta)}{g(\Theta)}(\cos \varphi + \sin \varphi \tan(\zeta + \varphi)) \cdot k + \frac{df}{d\Theta} \tan(\zeta + \varphi), \quad (A.31) \]

where \( k \) called geometrical field index is defined by

\[ k = \frac{R}{p} \frac{dp}{dR} - 1. \quad (A.32) \]

Geometrical similarity gives that the angle \( \varphi \) is independent of momentum along the curves \( \Theta = \text{const.} \). Then, from Eq. A.31, we can see that if spiral angle \( \zeta \) and geometrical field index \( k \) are independent of momentum, field index \( n \) is also independent of momentum. In this case, solving Eq. A.32, we can get

\[ p = p_0 \left( \frac{R}{R_0} \right)^{(k+1)}, \quad (A.33) \]

where \( R_0 \) is the equivalent radius regarding to the momentum \( p_0 \). Since spiral angle \( \zeta \) is independent of momentum, the curves \( \Theta = \text{const.} \) follow logarithmic spirals

\[ \theta_{\Theta=\text{const.}}(r) = \tan \zeta \cdot \ln \frac{r}{r_0} + \theta_{\Theta=\text{const.}(r_0)}. \quad (A.34) \]

Combining Eqs. A.25, A.27, and A.33, once Eq. A.34 is assumed, the magnetic field distribution in mid-plane also can be expressed in polar coordinate as

\[ B(r, \theta) = B_0 \left( \frac{r}{r_0} \right)^k \cdot \mathcal{F} \left( \theta - \tan \zeta \cdot \ln \frac{r}{r_0} \right), \quad (A.35) \]

with function \( \mathcal{F} \) independent of momentum \( p \).
A.3 Synchrotron oscillation

The gap voltage $V_{rf}$ of the rf cavity can be expressed as

$$V_{rf} = V_0 \sin \int_0^t \Omega dt = V_0 \sin \phi(t),$$  \hspace{0.5cm} (A.36)

where $\Omega$ is the accelerating angular revolution frequency, and $V_0$ is the peak voltage. When we assume that the peak rf voltage $V_0$ and the accelerating angular revolution frequency $\Omega$ are slowly-varying functions of time $t$, or constant, the accelerating angular revolution frequency $\Omega$ is written by

$$\Omega = h \Omega_s = \frac{h \beta_s c}{R_s},$$  \hspace{0.5cm} (A.37)

where $\Omega_s$ is the angular frequency, $\beta_s c$ is the velocity and $R_s$ is the average orbit radius of the synchronous particle, and $h$ is an integer called the harmonic number. A small deviation of momentum $\Delta p_s$ of synchronous particle is expressed as

$$\Delta p_s = m_0 c \Delta (\beta_s \gamma_s) = \frac{m_0 c}{\beta_s} \Delta \gamma_s = \frac{\Delta E_s}{\Omega_s R_s},$$  \hspace{0.5cm} (A.38)

where $m_0$ is the rest mass and $c$ is the light velocity.

The energy gain of synchronous particle in one revolution is given by

$$\delta E_s = e V_0 \sin \phi_s,$$  \hspace{0.5cm} (A.39)

which, from Eq. A.38, corresponds to a momentum gain $\delta p_s$ over one turn

$$\delta p_s = \frac{e V_0}{\Omega_s R_s} \sin \phi_s.$$  \hspace{0.5cm} (A.40)

Now we consider a non-synchronous particle with small deviations of rf parameters from synchronous particle, i.e.

$$\Omega = \Omega_s + \Delta \omega, \quad \phi = \phi_s + \Delta \phi, \quad \theta = \theta_s + \Delta \theta,$$

$$p = p_s + \Delta p, \quad E = E_s + \Delta E.$$  \hspace{0.5cm} (A.41)

Here $\Omega_s, \phi_s, \theta_s, p_s, E_s$ are respectively the angular revolution, the synchronous phase angle, the azimuthal orbital angle, the momentum, and the energy of the synchronous particle, and $\Omega, \phi, \theta, p, E$ are the corresponding parameters for an off-momentum particle. Then we have the phase equation.
\[ \Delta \phi = \phi - \phi_s = -h \Delta \theta, \text{ and} \]
\[ \Delta \Omega = \frac{d}{dt}(\Delta \theta) = -\frac{1}{h} \frac{d}{dt}(\Delta \phi) = -\frac{1}{h} \frac{d\phi}{dt}. \]  
(A.42)

The energy gain per revolution for a non-synchronous particle is \( eV_0 \sin \phi \), where \( \phi \) is the rf phase angle. Since the revolution time is \( 2\pi/\Omega \), the average rate of momentum gain per turn of a non-synchronous particle is
\[ \dot{p} = \left(\frac{dp}{dt}\right) = \frac{eV_0}{2\pi R} \sin \phi, \]  
(A.43)

where the dot indicates the derivative with respect to time \( t \). With Eq. A.43, the deviation of momentum gain between synchronous particle and non-synchronous particle is thus expressed as
\[ R \dot{p} - R_s \dot{p}_s = \Delta (R \dot{p}) = \frac{eV_0}{2\pi} [\sin \phi - \sin \phi_s]. \]  
(A.44)

Then expanding to the first order,
\[ \Delta (R \dot{p}) = R_s \Delta \dot{p} + \dot{p}_s \Delta R + \ldots \]
\[ = R_s \Delta \dot{p} + \dot{p}_0 \left[ \left( \frac{dR}{dp} \right)_s \Delta p + \ldots \right] \]
(A.45)
\[ = R_s \Delta \dot{p} + \left( \frac{dp}{dt} \right)_s \left( \frac{dR}{dp} \right)_s \Delta p + \ldots \]
\[ = R_s \Delta \dot{p} + \dot{R}_s \Delta p, \]

thus,
\[ \Delta (R \dot{p}) = \frac{d}{dt}(R_s \Delta p) = \frac{d}{dt} \left( \frac{\Delta E}{\Omega_s} \right), \]  
(A.46)

where \( \Delta E \) is energy deviation between synchronous particle and non-synchronous particle.

In consequence, from Eq. A.44 and A.46, the equation of motion for the energy difference can be written as
\[ \frac{d}{dt} \left( \frac{\Delta E}{\Omega_s} \right) = \frac{eV_0}{2\pi} (\sin \phi - \sin \phi_s). \]  
(A.47)
The dispersion $\eta$ in revolution frequency called slipage factor is defined as

$$\eta = -\frac{p}{\Omega} \frac{\Delta \Omega}{\Delta p} = \alpha - \frac{1}{\gamma^2}, \quad (A.48)$$

where $\alpha = 1/\gamma^2_t$ is the momentum compaction factor and $\gamma_t$ is the transition energy. With Eq. A.42 and A.48, the momentum deviation $\Delta p$ between synchronous particle and non-synchronous particle is written by

$$\Delta p = -\frac{p_s}{\eta \Omega_s} \Delta \Omega = \frac{p_s}{\hbar \eta \Omega_s} \frac{d\phi}{dt} = \frac{\Delta E}{R_s \Omega_s}, \quad (A.49)$$

where $\Delta$ is a energy deviation of synchronous particle from non-synchronous particle. Thus the phase equation becomes

$$\frac{d\phi}{dt} = \frac{\hbar \eta \Omega_s}{p_s R_s} \left( \frac{\Delta E}{\Omega_s} \right) = \frac{\hbar \eta \Omega_s^2}{\beta_s^2 E_s \Omega_s} \left( \frac{\Delta E}{\Omega_s} \right), \quad (A.50)$$

where $\phi$ and $\Delta E/\Omega_s$ are pairs of conjugate phase-space coordinates. Then equations A.47 and A.50 form the synchrotron hamiltonian.

Now we introduce the energy variable $W$ canonically conjugate to the position variable $\phi$:

$$W = \frac{\Delta E}{\Omega_s}. \quad (A.51)$$

The equations of motion A.47 and A.50 can be derived from the Hamiltonian:

$$H(\phi, W) = \frac{\hbar \eta \omega_s^2}{2 \beta_s^2 E_s} W^2 + \frac{e V_0}{2\pi} \left[ \cos \phi - \cos \phi_s + (\phi - \phi_s) \sin \phi_s \right] \quad (A.52)$$

using the formal rules

$$\dot{\phi} = \frac{d\phi}{dt} = \frac{\partial H}{\partial W} = \frac{\hbar \eta \omega_s^2}{\beta_s^2 E_s} W, \quad \text{and}$$

$$\dot{W} = \frac{dW}{dt} = -\frac{\partial H}{\partial \phi} = \frac{e V_0}{2\pi} \left[ \sin \phi - \sin \phi_s \right]. \quad (A.53)$$
Pillbox cavity with TM\(_{010}\) mode [51, 52, 53] is considered in this appendix. Relation between rf gap voltage and total power of dissipation is expressed with shunt impedance later.

### B.1 Pillbox cavity: TM\(_{010}\) mode

Cylindrically symmetric pillbox cavity is the classical type of cavity for beam acceleration. Before considering the details of the pillbox cavity with TM\(_{010}\) mode, we find solutions to the wave equations for the magnetic and electric fields using separation of variables.

From Maxwell’s equations, the wave equations for the electric field \( \vec{E} \) and magnetic field \( \vec{H} \) inside the cavity are

\[
\nabla^2 \vec{E} + \frac{1}{c} \frac{\partial^2 \vec{E}}{\partial t^2} = 0, \text{ and}
\]

\[
\nabla^2 \vec{H} + \frac{1}{c} \frac{\partial^2 \vec{H}}{\partial t^2} = 0,
\]

(B.1)

where \( c \) is the speed of light. When we use equations:

\[
\vec{E} = \vec{E} \exp(-i\omega t), \text{ and} \]
\[
\vec{H} = \vec{H} \exp(-i\omega t),
\]

(B.2)

and substituting into Eq. B.1, the wave equations satisfy

\[
\nabla^2 \vec{E} + k^2 \vec{E} = 0, \text{ and}
\]
\[
\nabla^2 \vec{H} + k^2 \vec{H} = 0,
\]

(B.3)

where \( k^2 = \omega^2/c^2 \) and \( \omega \) is the angular revolution frequency. The full solutions in cylindrical coordinate \((r, \phi, z)\) can be derived using the method of
separation of variables and boundary conditions. The coordinate $z$ is the longitudinal direction in this case.

The electromagnetic waves in the cavity can be classified into transverse magnetic (TM) mode, for which the longitudinal magnetic field is zero, and transverse electric (TE) mode, for which the longitudinal electric field is zero. From now because we are interested in beam acceleration, let us consider the TM mode in the pillbox cavity of radius $a$ and length $l$.

Solving Eq. B.3 with the separation of variables method, the components of the electric and magnetic field in the pillbox cavity are given by

\[
\begin{align*}
E_r &= -\left(\frac{p\pi}{k_r} \right) E_{mnp} \cdot J_m(k_r r) \cdot \cos(m\phi) \cdot \sin(k_z z) \cdot \exp(-i\omega t), \\
E_\phi &= \left(\frac{mp\pi}{k_r^2 \rho} \right) E_{mnp} \cdot J_m(k_r r) \cdot \sin(m\phi) \cdot \sin(k_z z) \cdot \exp(-i\omega t), \\
E_z &= E_{mnp} \cdot J_m(k_r r) \cdot \cos(m\phi) \cdot \cos(k_z z) \cdot \exp(-i\omega t), \\
H_r &= -\left(\frac{i\omega \epsilon m}{k_r^2} \right) E_{mnp} \cdot J_m(k_r r) \cdot \sin(m\phi) \cdot \cos(k_z z) \cdot \exp(-i\omega t), \\
H_\phi &= -\left(\frac{i\omega \epsilon}{k_r} \right) E_{mnp} \cdot J_m(k_r r) \cdot \cos(m\phi) \cdot \cos(k_z z) \cdot \exp(-i\omega t), \\
H_z &= 0,
\end{align*}
\]

with the boundary conditions, at $r = a$,

\[
E_\phi = E_z = 0,
\]

where $J_m(r)$ is a Bessel function of order $m$, $J_m'(r)$ is the derivative of $J_m(r)$ and $\epsilon$ is the dielectric permittivity. The boundary conditions give the radial wave number $k_r$ and the longitudinal wave number $k_z$;

\[
k_r = \frac{\rho_{mn}}{a},
\]

\[
k_z = \frac{p\pi}{l},
\]
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where $\rho_{mn}$ is the $n$th zero of the $m$th order Bessel function $J_m(r)$. The resonance wave number $k$ for mode number $(m, n, p)$, $m, n, p$ are integers, is

$$k^2 = k_x^2 + k_z^2.$$ \hspace{1cm} (B.7)

Then the resonant frequency of mode $\text{TM}_{mnp}$ is given by

$$f_{mnp} = \frac{c}{2\pi} \sqrt{k_x^2 + k_z^2} = \frac{c}{2\pi} \sqrt{\left(\frac{\rho_{mn}}{a}\right)^2 + \left(\frac{\pi p}{l}\right)^2}.$$ \hspace{1cm} (B.8)

The lowest resonant frequency acceleration mode in a pillbox cavity is the $\text{TM}_{010}$ mode ($m = 0, n = 1, p = 0$). The fields in the $\text{TM}_{010}$ mode are represented as

$$E_z = E_{010} J_0 \left(\frac{\rho_{01}}{a}\right) \cdot \exp(-i\omega t),$$

$$H_\phi = -\left(\frac{i\omega \epsilon}{k_c} E_{010} J_0 (k_c r) \cdot \exp(-i\omega t)\right),$$ \hspace{1cm} (B.9)

$$E_r = 0, \ E_\phi = 0, \ H_r = 0, \ H_z = 0.$$  

Thus the resonant frequency of the $\text{TM}_{010}$ mode is determined by the radius of the cavity, and is independent of its length;

$$f_{010} = \frac{c}{2\pi} \frac{\rho_{01}}{a},$$ \hspace{1cm} (B.10)

where $\rho_{01} \sim 2.405$.

### B.2 Q value

The walls of the cavity will not be perfectly conducting, and the boundary conditions will vary slightly from those we have assumed. The electric and magnetic fields on the walls will induce currents, which will dissipate the energy. The average rate of energy dissipation $<P_{\text{wall}}>$ in the cavity walls is given by

$$<P_{\text{wall}}>= \frac{\zeta_m}{2} \int_S |\vec{H}|^2 dS,$$ \hspace{1cm} (B.11)
where $\zeta_m$ is defined by

$$\zeta_m = \sqrt{\frac{\omega \mu}{2\sigma}}.$$  \hspace{1cm} (B.12)

with the electric conductivity $\sigma$ and the magnetic permeability $\mu$. A useful gauge of the resonator’s response to external excitation is the quality factor, or $Q$-value, given by the ratio of the average stored energy in the cavity to the energy dissipated in the walls during one rf cycle;

$$Q = \frac{\omega W}{<P_{\text{wall}}>}.$$  \hspace{1cm} (B.13)

where the total energy $W$ stored in the electric field in a cavity is

$$W = \frac{\mu_0}{2} \int_V |\vec{H}|^2 dV.$$  \hspace{1cm} (B.14)

In the TM$_{010}$ mode, the $Q$-value is determined by

$$Q_{010} = \frac{\zeta_0}{2\zeta_m} \cdot \frac{\rho_{01} L}{l + a}.$$  \hspace{1cm} (B.15)

### B.3 RLC circuit

As a simple example, we substitute the rf cavity with the equivalent RLC parallel resonance circuit as shown in Fig. B.1. The rf gap is equivalent to the capacitance.

The equivalent impedance $Z$ at the gap as shown in Fig. B.1 is expressed by

$$Z = \frac{i\omega_0 L}{1 - X^2 + i/Q},$$  \hspace{1cm} (B.16)

with

$$\omega_0 = \frac{1}{\sqrt{LC}},$$

$$Q = \frac{R}{\omega_0 L},$$ \hspace{1cm} (B.17)

$$X = \frac{\omega}{\omega_0},$$
where \( \omega_0 \) is the resonant frequency. At the resonant condition, the shunt impedance \( R_s \) is defined by

\[
R_s = \frac{V_{\text{eff}}^2}{P},
\]

(B.18)

with the rf equivalent voltage \( V_{\text{eff}} \) and the energy dissipation \( P \) in the cavity walls. However in accelerator, since we use the rf peak voltage \( V_{\text{peak}} \) for acceleration, shunt impedance is

\[
R_s = \frac{V_{\text{peak}}^2}{2P}.
\]

(B.19)

Substituting Eq B.9 and B.11 into Eq.B.19, the shunt impedance \( R_s \) for TM\(_{010}\) mode cavity can be written as

\[
R_s = \frac{\zeta_0^2}{\zeta_m} \frac{d^2}{\pi J_0^2(\rho_{01})b(b+l)},
\]

(B.20)

with the electric and magnetic field components. Then the inductance \( L \) and the capacitance \( C \) are derived with shunt impedance as follows;
\begin{equation}
L = \frac{R}{\omega_{010}Q_0},
\end{equation}
\begin{equation}
C = \frac{Q_0^2}{R\omega_{010}}.
\end{equation}

From Eq. B.19, once we know the shunt impedance \( R_s \) of the cavity, the peak rf voltage \( V_{\text{peak}} \) at a rf gap can be obtained by the total dissipating energy \( P \) in the rf cavity. Furthermore, once material of rf cavity and mode number are decided, the shunt impedance \( R_s \) depends only on the geometry of the cavity. For this reason, it is possible to optimize the geometry to achieve the highest shunt impedance.

### B.4 High-\( Q \) cavity

With Eq. B.16 for RLC parallel resonance circuit, absolute value of impedance \( |Z| \) is

\begin{equation}
|Z| = \omega_0 L \sqrt{\frac{1}{(1 - X^2)^2 + (1/Q)^2}}.
\end{equation}

From Eq. B.22, an impedance with high-\( Q \) value \( (Q \gg 1) \) becomes large and sharp compared to an impedance with low-\( Q \) value as shown in Fig. B.2. In this case, when a drive frequency matches with a resonant frequency, rf gap voltage for high-\( Q \) cavity is larger than low-\( Q \) cavity. However, since a band width of impedance becomes narrow with high-\( Q \) cavity, the drive frequency need to be fixed in this case.

In order to vary the shunt impedance during beam acceleration with high-\( Q \) cavity, the impedance \( L \) and the capacitance \( C \) need to be changed temporally. However it is difficult to change a shape of cavity and a distance of rf gap quickly. Because of this reason, mechanically changing of shunt impedance for high-\( Q \) cavity cannot be achieved with high repetition rate acceleration scheme.

For this reason, high-\( Q \) cavity is suited for only a fixed rf acceleration scheme.
Figure B.2: Impedance for RLC parallel resonance circuit. Shunt impedance with high-$Q$ value is bigger than low-$Q$ value. With high-$Q$ value, impedance has a narrower band width than low-$Q$ value.
\textbf{APPENDIX C}\

\textbf{Serpentine acceleration with long straight sections}

From the study of serpentine acceleration in longitudinal motion so far, small $k$-value is required in order to make a injection beam with lower energy. Small harmonic number is also needed for decreasing rf voltage per turn. Since the ring size becomes smaller to satisfy these requirements, inserting long drift spaces to put many rf cavities are considered \cite{39} in this appendix.

\section{C.1 Longitudinal hamiltonian}

In order to derive longitudinal hamiltonian, we start from Eq. 3.4. Revolution period of non-synchronous particle $T$ and synchronous particle $T_s$ in a ring with the total length of long straight sections $L$ are related as follows,

\[
\frac{T}{T_s} = \frac{(2\pi R + L)/\beta c}{(2\pi R_s + L)/\beta_s c} = \frac{P_s E (P/P_s)^A + L/2\pi R_s}{PE_s 1 + L/2\pi R_s},
\]

where $A = \frac{1}{k+1}$, $k$ is the geometrical filed index, $R$ is the equivalent mean radius of the circular part, $\beta$ is the Lorenz factor, $c$ is the light velocity, and $R_s, \beta_s$ are the equivalent mean radius and Lorenz factor of the synchronous particle. Combining Eqs. 3.4 and C.1, the phase difference $\Delta \phi$ per turn is

\[
\Delta \phi = 2\pi h \left[ \frac{P_s E (P/P_s)^A + L/2\pi R_s}{PE_s 1 + L/2\pi R_s} - 1 \right].
\]

where $h$ is the harmonic number, $E_s, P_s$, and $R_s$ are the energy, momentum and equivalent mean radius of the synchronous particle. In order to derive the phase and energy equation of motion, $\Delta \phi/2\pi$ is approximated by $d\phi/d\Theta$ as written in Eq. 3.15.
\[ \frac{d\phi}{d\Theta} = \hbar \left[ \frac{P_s E_s (P/P_s)^A + L/2\pi R_s}{P E_s + 1 + L/2\pi R_s} - 1 \right], \text{and} \]

\[ \frac{dE}{d\Theta} = \frac{eV}{2\pi} \sin \phi, \]

where \( e \) is the particle charge. Then longitudinal hamiltonian with long straight section can be derived as

\[ H(E, \phi; \Theta) = \hbar \left[ \frac{1}{1 + L/2\pi R_s} \frac{\sqrt{E_s^2 - m^2}}{E_s} \cdot \left( \frac{1}{1 + A \sqrt{E_s^2 - m^2 A}} + \frac{L}{2\pi R_s} \frac{\sqrt{E_s^2 - m^2}}{\sqrt{E_s^2 - m^2 A}} \right) - E \right] + \frac{eV_{rf}}{2\pi} \cos \phi, \]

where we use the convention of the light velocity \( c = 1 \) in this equation. The equivalent mean radius \( R_s \) and the total length of long straight sections \( L \) are presented explicitly in Eq. C.4.

**C.2 Transition energy**

Since long straight sections are in the ring, deviations of the total path length with different momenta do not scale. In this case, the correlation between the momentum deviation \( \Delta P \) and the deviation of equivalent mean radius \( \Delta R \) cannot be written as in Eq. 3.11. Thus momentum compaction factor is not determined only by the geometrical field index \( k \), and then transition energy cannot be written as Eq. 3.13. In order to obtain the transition energy with long straight sections in the ring, we start from deriving slippage factor \( \eta \).

The slippage factor is written by

\[ \frac{\Delta T}{T_0} = \eta \frac{\Delta P}{P_0}, \]  

with the revolution period \( T \) and the momentum \( P \), where \( T_0 \) and \( P_0 \) are the revolution period and the momentum of the synchronous particle, respectively. Assuming that the momentum deviation and revolution period are
small per turn, the slippage factor in the ring with long straight sections can be written by

\[ \eta = \frac{dT}{T_0} \frac{dP}{P_0}. \] (C.6)

The revolution period \( T \) in the ring with long straight sections is presented as

\[ T = \frac{2\pi R + L}{\beta c} = \frac{2\pi R_0 (P/P_0)^{1/k+1} + L}{\beta c} \] (C.7)

with total length \( L \) of straight sections in the ring, the equivalent radius \( R_0 \) of the synchronous particle, the geometrical field index \( k \), the Lorentz factor \( \beta \) and the light speed \( c \). Substituting Eq. C.7 into Eq. C.6, the slippage factor \( \eta \) is written by

\[ \eta = \frac{2\pi R_0}{T_0 P_0^{1/k+1}} \frac{P_1^{1/k+1} - 2}{\sqrt{P_1^2 + m^2}} \left[ \frac{1}{k+1} (P_1^2 + m^2) - m^2 \left( 1 + \frac{L}{2\pi R_0} \left( \frac{P_0}{P_1} \right)^{1/k+1} \right) \right], \] (C.8)

with the rest mass \( m \) and the light speed \( c = 1 \). Since the transition energy is the energy at \( \eta = 0 \), we obtain the transition energy with solving the equation:

\[ \frac{1}{k+1} \left( \frac{P_t^2}{m^2} + 1 \right) - \frac{L}{2\pi R_0} \left( \frac{P_0}{P_t} \right)^{1/k+1} = 1, \] (C.9)

where \( P_t \) is the momentum at the transition energy. Because Eq. C.9 cannot be solved analytically, numerical calculation is done. The relation between the transition gamma \( \gamma_t \) and the total length \( L \) of straight sections in the ring is presented in Fig. C.1. From Fig. C.1, the longer the straight sections are in the ring, the higher the transition energy is.
C.3 Minimum rf voltage to make serpentine channel

In order to derive the minimum rf voltage $V_{\text{min}}$ to make a serpentine channel with long straight sections, we start from the condition as following,

$$H(E, \phi; \Theta) = H(E_{s1}, \pi) = H(E_{s2}, 0),$$  

where $E_{s1}, E_{s2}$ are the stationary energies below and above the transition energy, respectively. From Eqs. C.4 and C.10, the minimum rf voltage $V_{\text{min}}$ is derived as

$$V_{\text{min}} = \frac{\pi h}{e} \left[ \frac{1}{1 + L/2\pi R_{s1}} \frac{P_{s1}}{E_{s1}} \left( \frac{1}{1 + A} \left( P_{s1} - \left( P_{s2} \right) \frac{A}{P_{s1}} \right) + \frac{L}{2\pi R_{s1}} (P_{s1} - P_{s2}) \right) \right] + \frac{\pi h}{e} (E_{s2} - E_{s1}),$$  

where $e$ is the particle charge, $A = 1/(k+1)$, $k$ is the geometrical field index, $h$ is the harmonic number, $R_{s1}$ is the equivalent mean radius of the stationary energy below the transition, and the momenta $P_{s1}, P_{s2}$ are the momentum of stationary energies below and above the transition.
The minimum rf voltage $V_{\text{min}}$ is related not only to the total length of straight sections but also to the stationary energy difference. Since the transition energy is increased with the total length of straight sections, $E_{s2}$ becomes large when $E_{s1}$ is fixed. In this case, the stationary energy difference is increased as shown in Fig. C.2, and the minimum rf voltage $V_{\text{min}}$ is increased as shown in Fig. C.3. On the other hand, if $E_{s2}$ is fixed with the total length of straight sections, $E_{s1}$ is increased. In this case, stationary energy difference is decreased as shown in Fig. C.2, and the minimum rf voltage $V_{\text{min}}$ is decreased as shown in Fig. C.3.

Figure C.2: Stationary energy difference $\Delta \gamma$ defined by $\gamma_{s2} - \gamma_{s1}$ with ratio $L/2\pi r_{s1}$. The Lorentz factors $\gamma_{s1}$ and $\gamma_{s2}$ correspond to the $E_{s1}$ and $E_{s2}$ respectively.
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C.4 Phase acceptance

The phase acceptance $\Delta \phi_{\text{acc}}$ at the stationary energy $E_{s1}$ below the transition is examined in this section. Since the separatrix which has the point where $H(E_{s1}, \phi)$ passes at the unstable fixed point where $H(E_{s2}, 0), H(E_{s1}, \phi) = H(E_{s2}, 0)$ is obtained. Then the phase $\phi$ at the $E_{s1}$ is written by

$$\phi = \arccos \left[ \frac{2\pi h}{eV_0} \left( \frac{1}{1 + L/2\pi R_{s1} E_{s1}} \right) \frac{P_{s1}}{E_{s1}} \left[ \frac{1}{1 + A} \left( \frac{P_{s2}^{A+1}}{P_{s1}^A} - P_{s1} \right) + \frac{L}{2\pi R_{s1}} (P_{s2} - P_{s1}) \right] 
+ (E_{s1} - E_{s2}) \right] + 1, $$

$$= \arccos \left[ \frac{V_0 - V_{\text{min}}}{V_0} \right],$$  \hspace{1cm} (C.12)

with the minimum rf voltage $V_{\text{min}}$ written in Eq. C.11. Therefore, the phase acceptance $\Delta \phi_{\text{acc}}$ of serpentine channel with long straight sections at the $E_{s1}$ is

$$\Delta \phi_{\text{acc}} = \pi - \phi.$$  \hspace{1cm} (C.13)
C.5 Comparison between race track ring and circular ring

In order to estimate the effect of installing straight sections in a ring, we compare the features of the ring with and without straight sections. Then, the race track ring with two long straight sections in a ring is considered in this section. Furthermore, we decide that the transition energy and the circumference at the transition energy are the same for the circular ring and the racetrack ring.

Since the circumference for the circular ring and the race track ring are the same, we have

\[ 2\pi R_t = 2\pi r_t + 2l, \]

where \( R_t \) is the equivalent mean radius for the circular ring at the transition energy, \( r_t \) is the equivalent mean radius for the race track ring at the transition energy, and \( l \) is the length of one of the two long straight sections. From Eq. C.14, the radius \( r_t \) is

\[ r_t = R_t - \frac{l}{\pi}. \]  

Now we set the transition gamma \( \gamma_t \) for circular ring and the transition gamma \( \gamma'_t \) for the race track ring are the same

\[ \gamma_t = \sqrt{1 + k_{cir}} = \gamma'_t, \]

with the \( k \)-value of circular ring \( k_{cir} \) and the transition gamma \( \gamma'_t \) for the race track ring presented in Eq. C.9.

Note that the transition gamma \( \gamma'_t \) for the race track ring is smaller than the one for the circular ring under the condition where the transition energies are the same for the circular ring and the race track ring. Because of this reason, overall \( k \)-value for the race track ring is smaller than the \( k \)-value for the circular ring. Thus change in slope of revolution frequency with energy for the race track ring is bigger than the one for circular ring as shown in Fig. C.4.
Figure C.4: Normalized revolution frequency and the Lorentz factor $\gamma$. Revolution frequency is normalized by the rf frequency. In this case, the total length of straight section $2l$ is 9 times bigger than the circumference of the circular section $2\pi r_1$ at the transition energy. Red line indicates a circular ring case without long straight sections, $l = 0$. Blue dotted line indicates racetrack ring case. The energy at $F_{\text{rev}}/F_{\text{rf}} = 1$ below the transition energy is the stationary energy $E_{s1}$. Over the transition energy, the energy at the $F_{\text{rev}}/F_{\text{rf}} = 1$ is the other stationary energy $E_{s2}$. 
C.5.1 Stationary energy deviation and minimum rf voltage

As shown in Fig. C.4, the energy difference between both stationary energies, $E_{s1}$ and $E_{s2}$, for a racetrack ring becomes smaller than the difference between both stationary energies for the circular ring. Then the minimum rf voltage to make a serpentine channel, expressed in Eq. C.11, for the racetrack ring becomes smaller than for the circular ring. The stationary energy deviations and the minimum rf voltage $V_{min}$ with the ratio $l/\pi r_t$ of the length $l$ of straight section to the circumference $\pi r_t$ of the arc section in the racetrack ring is shown in Fig. C.5 and C.6.

Therefore, if the transition energy and circumference at the transition energy are the same between the circular ring and the race track ring, difference of both stationary energies is decreased with the length of straight section, and then the minimum rf voltage is decreased.

Figure C.5: Stationary energy deviation Vs. the ratio $l/(\pi r_t)$. The radius $r_t$ is the equivalent radius of the racetrack ring at the transition energy and $l$ is the length of one of the two straight sections. The Lorentz factors $\gamma_{s1}$ and $\gamma_{s2}$ correspond to $E_{s1}$ and $E_{s2}$.
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Figure C.6: Minimum rf voltage Vs the ratio $l/(\pi r_t)$. The radius $r_t$ is the radius for a racetrack ring at the transition energy and $l$ is the length of one of the two straight sections. Since stationary energy deviations decreased with length of a straight section, the minimum rf voltage $V_{min}$ becomes smaller.

C.5.2 Phase acceptance and total energy gain

With the constant rf voltage, phase acceptance defined in Fig. 3.11 is examined with variation of the ratio $l/(\pi r_{s1})$ of straight length to circumference of the arc section in the race track ring. Calculation results are presented in Fig. C.7. Since the minimum rf voltage is decreased and the rf voltage is constant with the ratio $l/(\pi r_{s1})$, the phase acceptance of serpentine channel becomes large.

The total energy gain defined by maximum energy $E_{max}$ and minimum energy $E_{min}$ of serpentine channel, shown in Fig. 3.9, is also examined and represented in Fig. C.8.

If the transition energy and the circumference at the transition energy are the same for the circular ring and the racetrack ring, the stationary energy difference is decreased with long straight sections in the ring. Then phase acceptance increased with the length of straight section. On the other hand, since a serpentine channel becomes small with straight sections, the total energy gain is decreased. Therefore, if we want to obtain the same total energy gain with the condition above, bigger rf voltage is needed for the
C.5. COMPARISON BETWEEN RACE TRACK RING AND CIRCULAR RING

Figure C.7: Phase acceptance at stationary energy below the transition energy $E_{s1}$ Vs. the ratio $l/(\pi r_{s1})$. The equivalent radius $r_{s1}$ is the radius at the stationary energy $E_{s1}$ below the transition energy.

Figure C.8: Total energy gain Vs. ratio $l/(\pi r_{s1})$. The Lorentz factors $\gamma_{\text{max}}$ indicates maximum energy, and $\gamma_{\text{min}}$ indicates minimum energy of serpentine channel. The equivalent mean radius $r_{s1}$ is the energy at the stationary energy $E_{s1}$ below the transition energy.
racetrack ring compared to the circular ring.
When the longitudinal hamiltonian is derived in Chapter 2, we assume that the energy differences $\Delta E$ and phase differences $\Delta \phi$ after passing a cavity is very small. Then $\Delta \phi/2\pi$ is approximated by $d\phi/d\Theta$. However the energy and phase deviation after passing a cavity is not negligible small in reality. In this case $\Delta \phi/2\pi$ cannot be approximated by $d\phi/d\Theta$. Thus the differential equations for beam tracking are introduced in longitudinal motion.

Since a particle gains energy from rf cavity, the velocity and circumference of a particle is changed. Time of flight can be calculated with the velocity and circumference. Particle phase after passing a cavity is then calculated with the time of flight and rf frequency. In this procedure, the canonical equations can be expressed as

\begin{align}
E_{i+1}(E_i, \phi_i) &= E_i + g(\phi_i) \quad \text{(D.1)} \\
\phi_{i+1}(E_{i+1}, \phi_i) &= \phi_i + 2\pi f_{rf} \left( \frac{2\pi R_{i+1}}{\beta_{i+1}} \right), \quad \text{(D.2)}
\end{align}

where $E$ and $\phi$ are the canonically conjugate values, $f_{rf}$ is the rf frequency, $E_i$ and $\phi_i$ are their parameters after passing the $i$th cavity, $E_{i+1}$, $\phi_{i+1}$, $R_{i+1}$ and $\beta_{i+1}$ are their parameters after passing the $i+1$th cavity, and $g(\phi_i)$ is $eV_{rf} \sin(\phi_i)$.

In order to clarify that the beam acceleration for many turns is stable in longitudinal phase space, it is necessary for Eqs. D.1 and D.2 to satisfy the symplectic condition [54, 55].

Equation D.2 is rewritten with Eq. 3.9 and Eq. D.1 as

\begin{equation}
\phi_{i+1}(E_{i+1}, \phi_i) = \phi_i + 4\pi^2 f_{rf} \frac{R_0}{P_0} E_{i+1} P_{i+1}^{\alpha-1}, \quad \text{(D.3)}
\end{equation}
where $\alpha = 1/(k + 1)$, and the second term of the Eq. D.3 is replaced by $f(E_{i+1})$. Then the differential equation of energy and phase is expressed by

$$
\phi_{i+1}(E_{i+1}, \phi_i) = \phi_i + f(E_{i+1}) \quad (D.4)
$$

We assume that the Jacobian matrix $S$ is expressed by Eq. D.1 and Eq. D.2. The symplectic condition is then derived by

$$
S^T J S = J, \quad (D.5)
$$

where $J$ is a matrix written by

$$
J = \begin{pmatrix}
0 & -1 \\
1 & 0 
\end{pmatrix}. 
$$

If the differential equations are satisfied with symplectic condition, the Jacobian $|S|$ becomes 1.

The Jacobian matrix $S$ is written by

$$
S = \begin{pmatrix}
\frac{\partial E_{i+1}}{\partial E_i} & \frac{\partial E_{i+1}}{\partial \phi_i} \\
\frac{\partial \phi_{i+1}}{\partial E_i} & \frac{\partial \phi_{i+1}}{\partial \phi_i}
\end{pmatrix},
$$

then each element of matrix are calculated as

$$
S_{11} = \frac{\partial E_{i+1}}{\partial E_i} = 1 \quad (D.6)
$$

$$
S_{12} = \frac{\partial E_{i+1}}{\partial \phi_i} = \frac{dg}{d\phi_i} \quad (D.7)
$$

$$
S_{21} = \frac{\partial \phi_{i+1}}{\partial E_i} = \frac{\partial f}{\partial E_i} \quad (D.8)
$$

$$
S_{22} = \frac{\partial \phi_{i+1}}{\partial \phi_i} = 1 + \frac{\partial f}{\partial \phi_i} \quad (D.9)
$$

Finally the Jacobian $|S|$ is expressed as

$$
|S| = 1 + \frac{\partial f}{\partial \phi_i} - \frac{dg}{d\phi_i} \frac{\partial f}{\partial E_i} = 1 + \frac{\partial f}{\partial E_{i+1}} \frac{\partial E_{i+1}}{\partial \phi_i} - \frac{dg}{d\phi_i} \frac{\partial f}{\partial E_i} = 1 + \frac{\partial f}{\partial E_{i+1}} \frac{\partial E_{i+1}}{\partial \phi_i} \frac{\partial E_{i+1}}{\partial E_i} = 1. \quad (D.10)
$$
Therefore, the differential equations in longitudinal motion are satisfied with symplectic condition. Beam motions in longitudinal phase space are calculated by following equations;

\[ E_{i+1} = E_i + V_{RF} \sin(2\pi F_{RF} T_i) \]  
\[ P_{i+1} = \beta_{i+1} E_{i+1} \]  
\[ R_{i+1} = R_0 \left( \frac{P_{i+1}}{P_0} \right)^{\frac{1}{\kappa+1}} \]  
\[ L_{i+1} = 2\pi R_{i+1} \]  
\[ T_{i+1} = T_i + \frac{L_{i+1}}{\beta_{i+1}} \]

where \( E_i, P_i, R_i, L_i \) and \( T_i \) are the parameters after passing the \( i \)th rf cavity, and \( E_{i+1}, P_{i+1}, R_{i+1}, L_{i+1} \) and \( T_{i+1} \) are the parameters after passing the \( i + 1 \)th rf cavity.
Appendix E

Details of the calculation for error estimation using the propagation method

In Chapter 4, phase acceptance $\Delta \phi$ is simply estimated by the phase difference at 20\% of acceleration efficiency. To obtain phase at 20\% of acceleration efficiency, we pick up two data below and above neighborhood 20\% of acceleration efficiency, and linearize the two data. Then phase acceptance $\Delta \phi$ is written as

$$\Delta \phi = \phi_{max} - \phi_{min},$$

(E.1)

with edges of phase acceptance $\phi_{min}$ and $\phi_{max}$ defined in Fig. E.1.

Figure E.1: The schematic drawing of acceleration efficiency and initial rf phase. Black dots indicate measured data.
Error of phase acceptance $\sigma_{\Delta \phi}$ is calculated by

$$\sigma_{\Delta \phi} = \sqrt{\sigma_{\phi_{\text{max}}}^2 + \sigma_{\phi_{\text{min}}}^2}. \quad (E.2)$$

The maximum phase $\phi_{\text{max}}$ and the minimum phase $\phi_{\text{min}}$ of phase acceptance replaced by $\phi_m$ are obtained as following equation:

$$\phi_m = 0.2 - \frac{b}{a}, \quad (E.3)$$

where $a$ is the slope written by

$$a = \frac{E_2 - E_1}{\phi_2 - \phi_1}, \quad (E.4)$$

and $b$ is the intercept of the linear function expressed as

$$b = E_2 - a \cdot \phi_2$$

$$= E_1 - a \cdot \phi_1, \quad (E.5)$$

where the $E_1$ indicates $E_{\text{min}1}$ and $E_{\text{max}1}$ and the $\phi_1$ indicates $\phi_{\text{min}1}$ and $\phi_{\text{max}1}$ respectively. The efficiency $E_2$ and the phase $\phi_2$ are defined by the same way as the energy $E_1$ and the phase $\phi_1$.

Applying Eqs. E.4 and E.5 into the Eq. E.3, the edges of phase acceptance $\phi_m$ can be expressed as

$$\phi_m = \frac{0.2 - (E_1 - a \cdot \phi_1)}{(E_2 - E_1)/(\phi_2 - \phi_1)}$$

$$= \frac{(0.2 - E_1) \cdot \phi_2 + (E_2 - 0.2) \cdot \phi_1}{E_2 - E_1}. \quad (E.6)$$

From Eq. E.6, we get
\[
\frac{\partial \phi_m}{\partial \phi_1} = \frac{E_2 - 0.2}{E_2 - E_1}, \\
\frac{\partial \phi_m}{\partial \phi_2} = \frac{0.2 - E_1}{E_2 - E_1}, \\
\frac{\partial \phi_m}{\partial E_1} = \frac{(0.2 - E_2) \cdot \phi_2 + (E_2 - 0.2) \cdot \phi_1}{(E_2 - E_1)^2}, \\
\frac{\partial \phi_m}{\partial E_2} = \frac{(0.2 - E_1) \cdot \phi_1 - (0.2 - E_1) \cdot \phi_2}{(E_2 - E_1)^2}. 
\] (E.7)

Using these formulas, the errors \( \sigma_{\phi_m} \) for edges of phase acceptance can be calculated as

\[
\sigma_{\phi_m}^2 = \left( \frac{\partial \phi_m}{\partial E_1} \right)^2 \sigma_{E_1}^2 + \left( \frac{\partial \phi_m}{\partial E_2} \right)^2 \sigma_{E_2}^2 + \left( \frac{\partial \phi_m}{\partial \phi_1} \right)^2 \sigma_{\phi_1}^2 + \left( \frac{\partial \phi_m}{\partial \phi_2} \right)^2 \sigma_{\phi_2}^2, 
\] (E.8)

where \( \sigma_{E_1}, \sigma_{E_2}, \sigma_{\phi_1}, \) and \( \sigma_{\phi_2} \) indicate the error of efficiency and phase at points respectively. To obtain errors of the efficiency \( \sigma_{E_1} \) and \( \sigma_{E_2} \), we start from the acceleration efficiency \( E \) defined by

\[
E = \frac{I_{8MeV}}{I_{inj}},
\] (E.9)

where \( I_{8MeV} \) indicates the beam current at 8 MeV closed orbit and \( I_{inj} \) indicates the injection beam current. Thus errors of efficiency \( \sigma_{E_1} \) and \( \sigma_{E_2} \) replaced by \( \sigma_E \) is written by

\[
\sigma_{E}^2 = \left( \frac{\partial E}{\partial I_{inj}} \right)^2 \sigma_{I_{inj}}^2 + \left( \frac{\partial E}{\partial I_{8MeV}} \right)^2 \sigma_{I_{8MeV}}^2. 
\] (E.10)

Substituting the Eqs. E.8 and E.10 into the Eq. E.2, the error for the phase acceptance \( \sigma_{\Delta \phi} \) is calculated.
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