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Chapter 1

Introduction

1.1 Background

An ensemble of systems is an essential concept in quantum mechanical experiments. A quantum state describes the statistical properties of an identically prepared ensemble. In a standard experiment, an ensemble is prepared by a projective measurement before an experiment. This selection of the ensemble can be called the pre-selection. The state of the pre-selected ensemble is represented as a state vector $|\psi_1\rangle$. We can predict the results of measurements on this ensemble by calculating the evolution of the state vector.

In 1964, Aharonov, Bergmann, and Lebowitz [1] found that a quantum ensemble can also be selected after an experiment by measuring the final state of the system. The selection of an ensemble after an experiment is called the post-selection. In their study, they consider the pre- and post-selected ensemble in a time symmetric manner, and proposed a method to analyze the statistical properties of this ensemble. The state of the pre- and post-selected ensemble is described by two-state [2], that is, a pair of the pre-selected state $|\psi_1\rangle$ and the post-selected state $|\psi_1\rangle$. The formulation of quantum mechanics based on pre- and post-selected ensembles is now known as the two-state vector formalism [3].

Weak measurements were introduced by Aharonov, Albert, and Vaidman [4] to measure the expectation value of an observable for a pre- and post-selected ensemble. The weak measurement is simply a measurement whose interaction is so weak that the measured system is hardly disturbed. The word weak measurements, however, often refers to weak measurements on a pre- and post-selected ensemble. Although a single weak measurement gives little information about the ensemble, sufficiently large number of measurements gives us enough information to determine the expectation value of an observable. The expectation value obtained via weak
measurements is called the weak value. The weak value of an observable $\hat{A}$ is defined by

$$\langle \hat{A} \rangle_w := \frac{\langle \psi_f | \hat{A} | \psi_i \rangle}{\langle \psi_f | \psi_i \rangle}.$$  \hspace{1cm} (1.1)$$

The weak value states how a pre- and post-selected ensemble affects the other systems (or probes) via weak interactions. The form of the weak value is similar to that of the ordinary expectation value. However, unlike the expectation value for pre-selected-only ensembles, the weak value can lie outside the range of eigenvalues.

The pre- and post-selected ensemble is known to exhibit various weird phenomena such as Hardy’s paradox [5, 6] and quantum $N$-box problem [7]. Interestingly, weak values often show strange values (outside the range of eigenvalues) in those paradoxical systems. The weak value thus could capture the quantum nature emerging in pre- and post-selected ensembles. The weak measurement has played an important role as a experimental method to analyze quantum paradoxes [8, 9, 10]. There are some quantitative studies about the relationship between the strangeness of weak values and manifestation of the quantum natures such as the violation of Leggett-Garg inequality [11, 12, 13] and spontaneous pair production [14].

Another interesting property of the weak value is that the weak value can be unboundedly large for nearly orthogonal pre- and post-selections. This means that a particular pre- and post-selected ensemble has the potential to affect the other systems even thorough weak interactions. Hosten and Kwiat regarded the pre- and post-selection as the amplification technique to measure weak interactions. In 2008, using weak measurements, they measured the spin-Hall effect of light, which is caused by the weak spin-orbit interaction of light [15].

In their stand point, the pre- and post-selected ensemble is no longer the target of measurements. What actually measured is the strength of interaction. We can use the pre- and post-selected ensemble to detect the feeble effects caused by weak interactions between the “measured” system and the probe system. The amplification scheme using pre- and post-selection is now known as the weak-value amplification.

After the first observation of spin-Hall effect of light via weak measurements, the weak-value amplification has been applied to various precision measurements. For example, beam deflection measurements [16, 17, 18], frequency measurements [19], measurements of the plasmonic spin Hall effect [20], measurements of optical activities [21, 22], and measurements of temperature [23].

On the fundamental side, there have also been significant progress toward the investigation of the properties of pre- and post-selected ensembles. Many relationships between weak values and fundamental concepts in quantum mechanics have been found. For example, it was shown that the wavefunction of a quantum parti-
1.2 Objective and outline of this thesis

Weak measurements have mainly two directions of research. The overview of the research directions is shown in Fig. 1.1. Figure 1.1 also shows the relationships between the research directions and our studies.

The first direction is toward the investigation the properties of pre- and post-selected ensemble. Thereby, it is aimed at revealing the foundations of quantum mechanics. This direction of research is motivated by the seminal work of Aharonov and co-workers.

The second direction is toward the application of the pre- and post-selection as an amplification scheme. To use the weak-value amplification, we could improve the precision of various measurements. This direction is initiated by Hosten and Kwiat.

The main aim of this thesis is to construct the geometric treatment of pre- and post-selected ensembles, and thereby to develop the new optical interferometry using weak measurements.
In this thesis, we begin with introducing the relationship between the weak measurement and the geometric phase in Chap. 3. On the basis of this relationship, we construct the geometric picture to treat the properties of pre- and post-selected ensembles in Chap. 4. Chapter 5 shows how to measure the state of a pre- and post-selected ensemble completely using a weak spin-exchange interaction. We also describe geometrically that how the information about a pre and post-selected ensemble transferred to the probe system via weak measurements. Finally, in Chap. 6, we demonstrate a new optical interferometry based on weak measurements. By using this method, we demonstrate that the polarization rotation can be measured with unpolarized light.

In the following, we briefly describe the content of each chapter.

Chapter 2: Fundamentals

We introduce the fundamental formalism and notations of quantum mechanics. The state description of quantum systems and mathematical foundations of quantum measurement are presented. After that, we introduce the two-state vector formalism, which is a method to treat the pre- and post-selected ensembles in quantum mechanics. Weak measurements are introduced to measure the expectation value of the pre- and post-selected ensemble. We also describe the basics of linear optics used in later chapters.

Chapter 3: Weak measurements and geometric phases

We consider the interference effect occurred in weak measurements. We introduce an interferometer for a particle with internal degree of freedom, and investigate the interference effect caused by post-selection. It is turned out that the geometric phase plays an important role in weak measurements. We present the relationship between anomalously large weak values and the singularity of geometric phases.

Chapter 4: Geometry of two-states

The Bloch sphere representation for two-state vector formalism is developed in this chapter. This representation enable us to visualize the relationship between two-state operators and weak values. The strange weak values are investigated from the geometric point of view. We also present how to maximize the weak value of an observable under the fixed success probability of post-selection. This problem is important for the weak-value amplification.
Chapter 5: Two-state vector tomography via spin-exchange interaction

The properties of a pre- and post-selected ensemble are completely described by two-state vectors. We explain how we can measure the two-state vector using weak measurements via spin-exchange interaction. This procedure serves as a tomography of the two-state vector. An optical experiment that demonstrates tomography of the two-state vector is also proposed.

Chapter 6: Weak measurements with completely mixed probe states

We consider the advantage of weak measurements as a method for precision measurements. The noise tolerance of weak measurements is revealed based on geometric consideration. To demonstrate the weak measurements with noisy probe states, we perform the weak measurements with completely mixed states in an optical system. The polarization rotation is measured experimentally via weak measurement with unpolarized light.
Chapter 2

Fundamentals

This chapter provides the fundamental formalism and notations of quantum mechanics. The formalism introduced in this chapter is mainly based on the treatments used in the field of quantum information and quantum computation \cite{27}. We also present the basics of the two-state vector formalism. After that, we describe the mathematical treatment of weak measurements. Finally, we introduce the basics of linear optics, which is needed to implement quantum measurements in optical systems.

2.1 Fundamentals of quantum mechanics

2.1.1 Quantum states and observables

A state of a quantum system is described by a \textit{ket} vector $\ket{\psi}$ in a complex Hilbert space $\mathcal{H}$. The dual space of $\mathcal{H}$ is denoted by $\mathcal{H}^*$ and its element $\bra{\phi} \in \mathcal{H}^*$ is called a \textit{bra} vector. The dual inner product of a ket $\ket{\psi}$ and a bra $\bra{\phi}$ is denoted by $\langle \phi | \psi \rangle$.

Manipulation of quantum states is described by using linear operators acting on $\mathcal{H}$. A linear operator on $\mathcal{H}$ is denoted by a letter with a hat, such as $\hat{A}$. An operator $\hat{A}$ maps a ket vector $\ket{\psi}$ to another ket vector $\hat{A} \ket{\psi}$. The operator $\hat{A}$ can also be viewed as an operator acting on a bra vector $\bra{\phi} \in \mathcal{H}^*$ from the right-hand side. The operator $\hat{A}$ maps a bra vector to another bra vector $\bra{\phi} \hat{A}$ to satisfy the following rule:

\begin{equation}
(\langle \phi | \hat{A} \rangle) \ket{\psi} = \bra{\phi} (\hat{A} \ket{\psi}). \tag{2.1}
\end{equation}

A ket operator $\ket{\psi}$ has a one-to-one corresponding bra vector $\bra{\psi}$, which is represented by using the same letter $\psi$. The transformation between a ket and the corresponding bra vector is denoted by a dagger $\dagger$, i.e., $\ket{\psi} \dagger = \bra{\psi}$ and $\bra{\psi} \dagger = \ket{\psi}$.
A mapped ket vector $\hat{A}|\psi\rangle$ also has a corresponding bra vector; we denote this bra vector as $\langle \psi|\hat{A}^\dagger$. The operation maps $\hat{A}$ to $\hat{A}^\dagger$ is called the Hermitian conjugation.

A state $|\psi\rangle$ can describe only statistical properties of a quantum system. A physical observable is represented by an Hermitian operator $\hat{A}$ and its expectation value $\langle \hat{A} \rangle$ can be calculated by the following rule,

$$\langle \hat{A} \rangle = \frac{\langle \psi|\hat{A}|\psi\rangle}{\langle \psi|\psi\rangle}.$$  \hspace{1cm} (2.2)

A ket vector is often normalized so that $\langle \psi|\psi\rangle = 1$. In such a case, Eq. (2.2) is reduced to

$$\langle \hat{A} \rangle = \langle \psi|\hat{A}|\psi\rangle.$$  \hspace{1cm} (2.3)

We define a density operator $\hat{\rho}$ corresponding to a state $|\psi\rangle$ as

$$\hat{\rho} = |\psi\rangle\langle \psi|.$$  \hspace{1cm} (2.4)

The expectation value can be written as

$$\langle \hat{A} \rangle = \frac{\text{tr}(\hat{\rho}\hat{A})}{\text{tr}\hat{\rho}}.$$  \hspace{1cm} (2.5)

A density operator is also often normalized so that $\text{tr}\hat{\rho} = 1$. For a normalized density operator,

$$\langle \hat{A} \rangle = \text{tr}(\hat{\rho}\hat{A}).$$  \hspace{1cm} (2.6)

A density operator can also describe the mixture of states. The mixture of states $|\psi_k\rangle$ with probabilities $p_k$ is represented as

$$\hat{\rho} = \sum_k p_k |\psi_k\rangle\langle \psi_k|,$$  \hspace{1cm} (2.7)

where $|\psi_k\rangle$ are assumed to be normalized. In general, a density operator is a positive operator. A physical state has a one-to-one correspondence to a normalized density operator.

If a density operator is a rank-1 operator, the state represented by the density operator is called a pure state; otherwise, the state is called a mixed state.

### 2.1.2 Time evolution of quantum states

The time evolution of a closed quantum state is described by a unitary operator $\hat{U}$. A unitary operator is an operator that satisfies $\hat{U}\hat{U}^\dagger = \hat{U}^\dagger\hat{U} = \hat{I}$, where $\hat{I}$ is the identity operator. A ket vector $|\psi\rangle$ is mapped to $\hat{U}|\psi\rangle$ after the time evolution. A density operator $\hat{\rho}$ evolves into $\hat{U}\hat{\rho}\hat{U}^\dagger$. 
Every unitary operator is generated by an Hermitian operator $\hat{G}$ as
\[ \hat{U} = \exp(-i\theta \hat{G}), \tag{2.8} \]
where $\theta$ is a real parameter. The operator $\hat{G}$ is called the generator of evolution. When a unitary operator is parameterized by the time $t$, the generator is conventionally written as $\hat{H}/\hbar$, where $\hat{H}$ is an Hermitian operator and $\hbar$ is Planck’s constant $\hbar$ divided by $2\pi$. In this case, a unitary operator is expressed as
\[ \hat{U}(t) = \exp \left( -it \frac{\hat{H}}{\hbar} \right). \tag{2.9} \]
The operator $\hat{H}$ is called the Hamiltonian.

### 2.1.3 Qubits

A quantum system associated with a two-dimensional Hilbert space is called a qubit in the field of quantum information. For example, the spin of a spin-1/2 particle or the polarization of a photon is regarded as a qubit. The basis states are conventionally denoted by $|0\rangle$ and $|1\rangle$. This is an analogous to a classical bit.

An arbitrary state $|\psi\rangle$ of a qubit can be expressed as a linear combination of $|0\rangle$ and $|1\rangle$ as
\[ |\psi\rangle = c_0 |0\rangle + c_1 |1\rangle, \tag{2.10} \]
where $c_0$ and $c_1$ are complex numbers satisfying $|c_0|^2 + |c_1|^2 = 1$.

The set of all Hermitian operators on a qubit forms a real vector space with the scalar product $\text{tr}(\hat{A}\hat{B})$. One of the orthogonal basis in this vector space is the set of the following four operators:
\[ \hat{I} = |0\rangle\langle 0| + |1\rangle\langle 1|, \tag{2.11} \]
\[ \hat{\sigma}_x = |0\rangle\langle 1| + |1\rangle\langle 0|, \tag{2.12} \]
\[ \hat{\sigma}_y = -i|0\rangle\langle 1| + i|1\rangle\langle 0|, \tag{2.13} \]
\[ \hat{\sigma}_z = |0\rangle\langle 0| - |1\rangle\langle 1|. \tag{2.14} \]

The operator $\hat{I}$ is the identity operator. The operators $\hat{\sigma}_x$, $\hat{\sigma}_y$, and $\hat{\sigma}_z$ are called the Pauli operators. We also use $\hat{X}$, $\hat{Y}$, and $\hat{Z}$ to represent the Pauli operators $\hat{\sigma}_x$, $\hat{\sigma}_y$, and $\hat{\sigma}_z$, respectively. The vector operator composed of the Pauli operators is denoted by $\hat{\sigma} := (\hat{\sigma}_x, \hat{\sigma}_y, \hat{\sigma}_z)^T$. There is the useful formula for calculating the product of the two Pauli operators:
\[ (\mathbf{a} \cdot \hat{\sigma})(\mathbf{b} \cdot \hat{\sigma}) = (\mathbf{a} \cdot \mathbf{b})\hat{I} + i(\mathbf{a} \times \mathbf{b}) \cdot \hat{\sigma}. \tag{2.15} \]
Using the Pauli operators, we can decompose a density operator as

$$\hat{\rho} = \frac{1}{2}(\hat{I} + \mathbf{r} \cdot \hat{\mathbf{s}}),$$

(2.16)

where $\mathbf{r}$ is a real vector in $\mathbb{R}^3$. The vector $\mathbf{r}$ is called the Bloch vector and is represented as a point in a unit ball, which is called the Bloch ball. The Bloch vector corresponding to a pure state is represented on a unit sphere, which is called the Bloch sphere.

There is a useful parameterization of a pure state as

$$|\psi\rangle = e^{i\gamma} \left[ \cos(\theta/2)|0\rangle + e^{i\phi} \sin(\theta/2)|1\rangle \right].$$

(2.17)

In this parameterization, $\theta$ and $\phi$ correspond to the polar and azimuthal angles of the vector $\mathbf{r}$ corresponding to $\hat{\rho} = |\psi\rangle\langle\psi|$ as shown in Fig. 2.1. The parameter $\gamma$ is an overall phase factor irrelevant to the Bloch sphere representation.

Every observable of a qubit can be represented as $x\hat{I} + y(\mathbf{n} \cdot \hat{\mathbf{s}})$, where $x$ and $y$ are real number, and $\mathbf{n}$ is a unit vector. Since the identity operator carries no information about the state of the qubit, the important part of the observable is $y\mathbf{n} \cdot \hat{\mathbf{s}}$. The spectral decomposition of the operator $\mathbf{n} \cdot \hat{\mathbf{s}}$ takes the following form:

$$\mathbf{n} \cdot \hat{\mathbf{s}} = \frac{1}{2}(\hat{I} + \mathbf{n} \cdot \hat{\mathbf{s}}) - \frac{1}{2}(\hat{I} - \mathbf{n} \cdot \hat{\mathbf{s}}).$$

(2.18)

Therefore, the state represented by the Bloch vectors $\mathbf{n}$ and $-\mathbf{n}$ are the two eigenstates of the operator $\mathbf{n} \cdot \hat{\mathbf{s}}$ with eigenvalues 1 and $-1$, respectively. For the observable $x\hat{I} + y(\mathbf{n} \cdot \hat{\mathbf{s}})$, the eigenstate is also represented by the Bloch vectors $\mathbf{n}$ and $-\mathbf{n}$. The eigenvalues are $x + y$ and $x - y$, respectively.
Finally, we consider the unitary evolution of a qubit. Ignoring an unimportant overall phase factor, every unitary operator on a qubit can be generated by the generator that has a form of $\mathbf{n} \cdot \hat{\sigma}$. The unitary operator generated by $\mathbf{n} \cdot \hat{\sigma}$ is written explicitly as

$$
\hat{U} = \exp(-i\theta \mathbf{n} \cdot \hat{\sigma})
= e^{-i\theta \frac{1}{2}(\hat{I} + \mathbf{n} \cdot \hat{\sigma})} + e^{i\theta \frac{1}{2}(\hat{I} - \mathbf{n} \cdot \hat{\sigma})}
= \cos \theta \hat{I} - i \sin \theta \mathbf{n} \cdot \hat{\sigma}.
$$

(2.19) 

The evolution of the density operator $\hat{\rho} = (\hat{I} + \mathbf{r} \cdot \hat{\sigma})/2$ is

$$
\hat{U} \hat{\rho} \hat{U}^\dagger = \frac{1}{2}(\hat{I} + \mathbf{r}' \cdot \hat{\sigma}),
$$

(2.20)

where $\mathbf{r}'$ is given by

$$
\mathbf{r}' = (\mathbf{r} \cdot \mathbf{n})\mathbf{n} + \cos(2\theta)[\mathbf{r} - (\mathbf{r} \cdot \mathbf{n})\mathbf{n}] + \sin(2\theta)(\mathbf{n} \times \mathbf{r}).
$$

(2.21)

Figure 2.2 shows that the vector $\mathbf{r}'$ can be produced by rotating the vector $\mathbf{r}$ about the axis $\mathbf{n}$ by the angle $2\theta$. Therefore, every unitary evolution is represented as a rotation of the Bloch vector.

### 2.1.4 Composite systems

We consider the composite system whose components are two distinct physical systems. Suppose these two systems have corresponding Hilbert spaces denoted by $\mathcal{H}$ and $\mathcal{K}$, respectively. The state space of the composite physical system is represented by the tensor product of the spaces $\mathcal{H}$ and $\mathcal{K}$, i.e., $\mathcal{H} \otimes \mathcal{K}$. If the state of the system $\mathcal{H}$ is $|\psi\rangle$ and the state of the system $\mathcal{K}$ is $|\phi\rangle$, the state of the composite system is
represented by $|\psi\rangle \otimes |\phi\rangle$. We abbreviate this notation to be $|\psi\rangle |\phi\rangle$ when there is no confusion. An operator $\hat{A}$ on the first system $\mathcal{H}$ is replaced by $\hat{A} \otimes \hat{I}$ when treating the composite system. Similarly, an operator $\hat{B}$ on the second system $\mathcal{K}$ is replaced by $\hat{I} \otimes \hat{B}$.

### 2.1.5 Quantum operations

A quantum operation or a quantum channel is a process which changes the state of a quantum system. A quantum operation is represented by a linear map $\mathcal{E}$ on the vector space $\mathcal{L}(\mathcal{H})$, which is composed of all linear operations on $\mathcal{H}$. The transformation of a density operator is written as
\[
\hat{\rho}' = \mathcal{E}(\hat{\rho}).
\]
(2.22)

A linear map $\mathcal{E}$ is said to be positive if $\mathcal{E}(\hat{\rho})$ is a positive operator for any positive operator $\hat{\rho}$. Since the output of a quantum operation must be another density operator, any quantum operation $\mathcal{E}$ must be positive. Furthermore, a linear map $\mathcal{E}$ is said to be completely positive if $\mathcal{E} \otimes \mathcal{I}$ is positive. Here, $\mathcal{I}$ is the identity map on an ancillary system. Since a quantum operation may be applied on only a part of a composite system, any quantum operation must be completely positive. A quantum operation must also be trace-preserving, $\text{tr}\mathcal{E}(\hat{\rho}) = \text{tr}\hat{\rho}$. Owing to Choi’s theorem [28, 27], any quantum operation $\mathcal{E}$ can be represented as the following form
\[
\mathcal{E}(\hat{\rho}) = \sum_n \hat{E}_n \hat{\rho} \hat{E}_n^\dagger,
\]
(2.23)

where $\hat{E}_n$ are operators on $\mathcal{H}$. From the condition of trace-preserving, $\hat{E}_n$ must satisfy $\sum_n \hat{E}_n^\dagger \hat{E}_n = \hat{I}$, which is called the completeness relation. The right-hand side of Eq. (2.23) is called the Kraus representation [28].

### 2.1.6 Quantum measurements

A quantum measurement is described by a set of operators $\{\hat{M}_n\}$, where the subscript $n$ denotes the result of the measurement. The probability of obtaining the result $n$ is
\[
p(n) = \text{tr}(\hat{\rho} \hat{M}_n^\dagger \hat{M}_n),
\]
(2.24)

and the state after obtaining the result $n$ is
\[
\hat{\rho}_n = \frac{\hat{M}_n \hat{\rho} \hat{M}_n^\dagger}{\text{tr}(\hat{\rho} \hat{M}_n^\dagger \hat{M}_n)}.
\]
(2.25)
Measurement operators must satisfy the completeness relation,
\[ \sum_n \hat{M}_n^\dagger \hat{M}_n = \hat{I}. \] (2.26)

This condition corresponds to the fact that the sum of probabilities of all outcomes must be 1.

A projection operator \( \hat{P} \) is the Hermitian operator satisfying \( \hat{P}^2 = \hat{P} \). When a measurement is described by a set of projection operators \( \{ \hat{P}_n \} \), the measurement is called a projective measurement.

Suppose we are interested only in the measurement results but in the state after the measurement. In such a case, the positive operators \( \hat{E}_n := \hat{M}_n^\dagger \hat{M}_n \) are enough to describe the measurement. The set of positive operators \( \{ \hat{E}_n \} \) satisfies the completeness relation
\[ \sum_n \hat{E}_n = \hat{I}. \] (2.27)

A set of operators satisfying this completeness relation is called the positive-operator-valued measure (POVM). Using the POVM, the probability of obtaining result \( n \) is given by
\[ p(n) = \text{tr}(\hat{\rho} \hat{E}_n). \] (2.28)

### 2.1.7 Indirect measurement model

We show that any measurement can be decomposed into two processes: (i) a coupling with an ancillary system and (ii) a projective measurement on the ancillary system. We call the ancillary system for an indirect measurement as the probe system. We can thus perform any measurement indirectly by coupling a probe and measuring it.

To perform a measurement described by \( \{ \hat{M}_n \} \) indirectly, we consider the following map
\[ |\psi\rangle |0\rangle \rightarrow \sum_n \hat{M}_n |\psi\rangle |n\rangle, \] (2.29)
where \( |0\rangle \) is an initial state of the probe. The states \( |n\rangle \) are orthonormal basis states of the probe. It is known that there exists a unitary operation \( \hat{U} \) on the composite system realizing this map [21],
\[ \hat{U} |\psi\rangle |0\rangle = \sum_n \hat{M}_n |\psi\rangle |n\rangle. \] (2.30)

Subsequently, we measure the probe system with projection operators \( \hat{P}_n = |n\rangle \langle n| \).
Let $\hat{\rho} = |\psi\rangle\langle\psi|$. We obtain the result $n$ with probability
\[ p(n) = \text{tr} \left( \sum_{k,l} \hat{M}_k \hat{\rho} \hat{M}_l^\dagger \otimes |k\rangle \langle l| \right) = \frac{\text{tr} \left( \hat{M}_n^\dagger \hat{\rho} \hat{M}_n \right)}{p(n)}. \tag{2.31} \]

The state after obtaining the result $n$ is
\[ \hat{\rho}_n = (\hat{I} \otimes \hat{P}_n) \left( \sum_{k,l} \hat{M}_k \hat{\rho} \hat{M}_l^\dagger \otimes |k\rangle \langle l| \right) (\hat{I} \otimes \hat{P}_n) \bigg/ p(n) \]
\[ = \frac{\hat{M}_n \hat{\rho} \hat{M}_n^\dagger}{\text{tr}(\hat{\rho} \hat{M}_n^\dagger \hat{M}_n)} \otimes |n\rangle \langle n|. \tag{2.32} \]

This result is the same as using the measurement operators $\{\hat{M}_n\}$.

### 2.1.8 von Neumann measurement

The fundamental model of the indirect measurement is first proposed by von Neumann in his book focusing on mathematical foundations of quantum mechanics [30]. He considered how the value of an observable $\hat{A}$ can be measured indirectly.

We assume that the measured system is described by a finite-dimensional Hilbert space and the probe is a particle in one dimension. The position of the particle corresponds to the meter of a measuring device. We consider the following impulsive interaction Hamiltonian at time $t_0$:
\[ \hat{H}_I(t) = x_0 \delta(t - t_0) \hat{A} \otimes \hat{p}, \tag{2.33} \]

where $x_0$ represents a unit of the probe shift and $\hat{p}$ is the momentum operator of the particle. The evolution operator $\hat{U}$ is given by
\[ \hat{U} = \exp \left( -i \frac{x_0}{\hbar} \hat{A} \otimes \hat{p} \right). \tag{2.34} \]

Expanding $\hat{A}$ in the basis in which $\hat{A}$ is diagonal,
\[ \hat{A} = \sum_a a |a\rangle \langle a|. \tag{2.35} \]

The evolution operator $\hat{U}$ can be expressed as
\[ \hat{U} = \sum_a |a\rangle \langle a| \otimes e^{-i(ax_0/\hbar)\hat{p}}. \tag{2.36} \]

Note that $e^{-i(ax_0/\hbar)\hat{p}}$ is the translation operator for a spatial displacement of $ax_0$,
\[ e^{-i(ax_0/\hbar)\hat{p}}|x\rangle = |x + ax_0\rangle, \tag{2.37} \]
where $|x\rangle$ is an eigenstate of the position operator $\hat{x}$. Assume that the initial state of system $|\psi\rangle$ and that of probe $|\phi\rangle$ are given by

$$|\psi\rangle = \sum_a \psi(a)|a\rangle,$$

$$|\phi\rangle = \int dx \phi(x)|x\rangle. \quad (2.38)$$

Then the state $|\Psi\rangle$ of the whole system after the interaction is

$$|\Psi\rangle = \sum_a \psi(a)|a\rangle \otimes \left(\int dx \phi(x - ax_0)|x\rangle\right). \quad (2.40)$$

The probe state is shifted in proportion to each eigenvalue of $\hat{A}$. Denote the probe state shifted in proportion to $a$ as

$$|\phi_a\rangle := \int dx \phi(x - ax_0)|x\rangle, \quad (2.41)$$

then

$$|\Psi\rangle = \sum_a \psi(a)|a\rangle|\phi_a\rangle. \quad (2.42)$$

If the probe wavepacket is enough narrow to resolve the eigenvalues of $\hat{A}$, i.e., $|\langle \phi_a|\phi_{a'}\rangle| \ll 1$ for $a \neq a'$, we obtain the result $a$ with probability $|\psi(a)|^2$ by measuring the position of the probe. This result is equivalent to the measurement of $\hat{A}$.

### 2.2 Two-state vector formalism

The two-state vector formalism is a description of quantum mechanics based on pre- and post-selected ensembles [3, 7]. In standard quantum mechanical experiments, we perform a projective measurement to choose an initial state of an ensemble. After that, we observe statistical properties of the ensemble by repeating measurements. In two-state vector formalism, we also select the final state of the ensemble. The initial and final measurements to select the ensemble are called pre- and post-selection, respectively. The properties of the ensemble are described by a pair of pre- and post-selected state vectors.

We define the two-state operator [2, 31] describing pre- and post-selected ensemble as

$$\hat{W} := |\psi\rangle\langle\psi|, \quad (2.43)$$
where $|\psi_i\rangle$ and $|\psi_f\rangle$ is pre- and post-selected states, respectively. We also use the normalized version of the two-state operator defined by

$$\hat{W} := \frac{|\psi_i\rangle\langle\psi_f|}{\langle\psi_f|\psi_i\rangle}, \quad (2.44)$$

which is a gauge invariant operator.

### 2.2.1 Measurements on pre- and post-selected ensembles

We show that the probability of obtaining the result $n$ for the measurement $\{\hat{M}_n\}$ conditioned on initial and final states is given by the formula [32],

$$p(n|\psi_f, \psi_i) = \frac{\left|\text{tr}(\hat{W}\hat{M}_n)\right|^2}{\sum_n \left|\text{tr}(\hat{W}\hat{M}_n)\right|^2}, \quad (2.45)$$

where both of normalized and unnormalized two-state operator $\hat{W}$ are acceptable. Therefore, the two-state operator $\hat{W}$ completely describe the statistical properties of a pre- and post-selected ensemble.

The formula (2.45) is derived by using Bayes’ theorem and the standard formulation of quantum mechanics. Bayes’ theorem yields

$$p(n|\psi_f, \psi_i) = \frac{p(\psi_f|n, \psi_i)p(n|\psi_i)}{\sum_n p(\psi_f|n, \psi_i)p(n|\psi_i)}. \quad (2.46)$$

From Eq. (2.45) and Eq. (2.46), the probability of obtaining the result $n$ is given by

$$p(n|\psi_i) = \langle\psi_i|\hat{M}_n^\dagger\hat{M}_n|\psi_i\rangle. \quad (2.47)$$

and the conditional state when obtaining the result $n$ is

$$\hat{\rho}_n = \frac{\hat{M}_n|\psi_i\rangle\langle\psi_i|\hat{M}_n^\dagger}{p(n|\psi_i)}. \quad (2.48)$$

Hence,

$$p(\psi_f|n, \psi_i) = \langle\psi_f|\hat{\rho}_n|\psi_i\rangle = \frac{\left|\langle\psi_f|\hat{M}_n|\psi_i\rangle\right|^2}{p(n|\psi_i)}. \quad (2.49)$$

Rewriting Eq. (2.49), we obtain

$$p(\psi_f|n, \psi_i)p(n|\psi_i) = \left|\langle\psi_f|\hat{M}_n|\psi_i\rangle\right|^2. \quad (2.50)$$
Substituting this in Eq. (2.46), we obtain Eq. (2.45).

When the measurement is a projective measurement, i.e., $\hat{M}_n = \hat{P}_n$, Eq. (2.45) is reduced to

$$p(n|\psi_t, \psi_i) = \frac{|\langle \psi_t | \hat{P}_n | \psi_i \rangle|^2}{\sum_n |\langle \psi_t | \hat{P}_n | \psi_i \rangle|^2}.$$  \hfill (2.51)

Equation (2.51) was first derived by Aharonov, Bergmann and Lebowitz (ABL) and is known as the ABL formula.

### 2.2.2 Incomplete pre- and post-selections

We consider the case when the pre- and post-selections are incomplete. In such a case pre- and post-selected states are denoted by density operators $\hat{\rho}_i$ and $\hat{\rho}_f$. The procedure of the pre-selection in the state $\hat{\rho}_i$ seems to be no ambiguity; however, that of the post-selection in the state $\hat{\rho}_f$ is somewhat ambiguous. We explain this procedure in detail.

The incomplete measurement is described by a POVM $\{\hat{E}_m\}$. We assume that the POVM $\{\hat{E}_m\}$ includes the operator $\hat{\rho}_f$. For simplicity, we set $\hat{E}_1 = \hat{\rho}_f$. The post-selection in the state $\hat{\rho}_f$ is achieved by performing the measurement $\{\hat{E}_m\}$ and choosing the ensemble corresponding to the result $m = 1$.

Next, we derive the formula corresponding to Eq. (2.45) for incomplete pre- and post-selections. When we prepare the state $\hat{\rho}_i$, The probability obtaining the result $n$ for measurement $\{\hat{M}_n\}$ is given by

$$p(n|\rho_i) = \text{tr}(\hat{\rho}_i \hat{M}_n^\dagger \hat{M}_n),$$  \hfill (2.52)

and the conditional state when obtaining the result $n$ is

$$\hat{\rho}_n = \frac{\hat{M}_n \hat{\rho}_i \hat{M}_n^\dagger}{p(n|\rho_i)}.$$  \hfill (2.53)

From Eq. (2.28), the success probability of post-selection for given $\hat{\rho}_i$ and $n$ is

$$p(\rho_f|n, \rho_i) = \text{tr}(\hat{\rho}_n \hat{\rho}_f) = \frac{\text{tr}(\hat{M}_n \hat{\rho}_i \hat{M}_n^\dagger \hat{\rho}_f)}{p(n|\rho_i)}.$$  \hfill (2.54)

Finally, Bayes’ theorem (2.40) gives

$$p(n|\rho_f, \rho_i) = \frac{\text{tr}(\hat{\rho}_f \hat{M}_n \hat{\rho}_i \hat{M}_n^\dagger)}{\sum_n \text{tr}(\hat{\rho}_f \hat{M}_n \hat{\rho}_i \hat{M}_n^\dagger)}.$$  \hfill (2.55)

---

Assuming $\hat{E}_1 = C\hat{\rho}_f$ for a positive constant number $C$ gives the same result in the following discussion.
Note that the pair of pre- and post-selected states is no longer described by a single operator $\hat{W}$ when pre- and post-selection are incomplete.

\section{2.3 Weak measurements}

In this section, we first introduce the direct measurement model for weak measurements. Thereby, we explain how the results of weak measurements can be described by using the two-state operator.

After that, we describe indirect measurement models of weak measurements. Weak measurements were first proposed by Aharonov, Albert and Vaidman (AAV) as an indirect measurement model for pre- and post-selected ensembles \cite{4}. By using the AAV model, the weak value of an observable is introduced as the counterpart of the ordinary expectation value of an observable.

We also describe weak measurements with a qubit probe. Considering the qubit probe, we can visualize the evolution of the probe in weak measurements on the Bloch sphere.

Finally, we describe how the signal-to-noise ratio of measurements is improved by using pre- and post-selected ensembles. This is the underlying principle of the weak-value amplification.

\subsection{2.3.1 Direct measurement model}

In Sec. 2.2, we have observed that complete pre- and post-selected ensembles can be described by the single operator $\hat{W}$, while incomplete pre- and post-selected ensembles cannot be described by the single operator. We show that, however, the results of weak measurements can be described by a single operator $\hat{W}$ defined by

$$\hat{W} := \frac{\hat{\rho}_f \hat{\rho}_i}{\text{tr}(\hat{\rho}_f \hat{\rho}_i)}.$$  \hspace{1cm} (2.56)

Even if pre- and post-selections are incomplete. The definition (2.56) is equivalent to Eq. (2.44) when pre- and post-selections are complete.

We first describe the definition of weak measurements. Weak measurements are the measurements that hardly disturb the measured system, instead they give little information on the system. The measurement operator of a weak measurement is defined as the following form:

$$\hat{M}_n = \sqrt{w_n} \left( \hat{I} + \frac{\epsilon}{2} \hat{N}_n \right) + O(\epsilon^2),$$  \hspace{1cm} (2.57)

where $w_n$ are real numbers and $\epsilon \|\hat{N}_n\| \ll 1$ for all $n$. The parameter $\epsilon$ represents the strength of the measurement. From the completeness relation (2.23), $w_n$ and
\( \hat{N}_n \) must satisfy the following relations:

\[
\sum_n w_n = 1, \tag{2.58}
\]

\[
\sum_n w_n(\hat{N}_n + \hat{N}_n^\dagger) = O(\epsilon). \tag{2.59}
\]

We next show that the results of weak measurements can be described by the single operator \( \hat{W} \) given in Eq. (2.56). It will be shown by calculating Eq. (2.55) for the case of weak measurements. From Eq. (2.57), we obtain

\[
\text{tr}(\hat{\rho}_t \hat{M}_n \hat{\rho}_t^\dagger) = w_n \left[ \text{tr}(\hat{\rho}_t \hat{\rho}_t^\dagger) + \frac{\epsilon}{2} \text{tr}(\hat{\rho}_t \hat{N}_n \hat{\rho}_t) + \frac{\epsilon}{2} \text{tr}(\hat{\rho}_t \hat{N}_n^\dagger \hat{\rho}_t) \right] + O(\epsilon^2)
\]

\[
= w_n \text{tr}(\hat{\rho}_t \hat{\rho}_t^\dagger)[1 + \epsilon \text{Re} \text{tr}(\hat{W} \hat{N}_n)] + O(\epsilon^2). \tag{2.60}
\]

Substituting this to Eq. (2.55) gives

\[
p(n|\rho_t, \rho_i) = w_n \left\{ 1 + \epsilon \text{Re} \text{tr} \left[ \hat{W} \left( \hat{N}_n - \sum_m w_m \hat{N}_m \right) \right] \right\} + O(\epsilon^2). \tag{2.61}
\]

This shows that we can calculate the probability distribution of weak measurements by using the single operator \( \hat{W} \) given in Eq. (2.50).

If \( \hat{N}_n \) are Hermitian operators, \( \sum_n w_n \hat{N}_n = O(\epsilon) \) follows Eq. (2.59). Hence,

\[
p(\rho_t|\rho_i) = \sum_n \text{tr}(\hat{\rho}_t \hat{M}_n \hat{\rho}_t^\dagger)
\]

\[
= \text{tr}(\hat{\rho}_t \hat{\rho}_t^\dagger) + O(\epsilon^2). \tag{2.62}
\]

This means that the success probability of post-selection is disturbed only the second order to the measurement strength \( \epsilon \). In this case, \( p(n|\rho_t, \rho_i) \) takes a simple form as

\[
p(n|\rho_t, \rho_i) = w_n[1 + \epsilon \text{Re} \text{tr}(\hat{W} \hat{N}_n)] + O(\epsilon^2). \tag{2.63}
\]

### 2.3.2 AAV weak measurement

We describe one of the indirect measurement models of weak measurements, which was introduced by Aharonov, Albert, and Vaidman (AAV) [4]. This model can be used to measure the ordinary expectation value of an observable for a pre-selected-only ensemble. By applying the same measurement to pre- and post-selected ensemble, we obtain the counterpart of expectation value of an observable for pre- and post-selected ensemble, which is called the weak value of the observable.
Figure 2.3: Comparison between strong and weak measurements. The wavepacket of the probe state for strong measurements is sufficiently sharp to distinguish each eigenvalue of an observable. That for weak measurements is too broad to distinguish each eigenvalue; however, we can extract the expectation value of the observable by repeating measurements.

**Pre-selected-only ensembles**

We reconsider the indirect measurement model described in Sec. 2.1.8. The only difference is that the interaction is assumed to be too weak to distinguish each eigenvalue of a measured observable $\hat{A}$. In other words, the probe wavepacket is enough wider than the displacement induced by the measurement interaction, as shown in Fig. 2.3. In this case, we cannot obtain the probability distribution of eigenvalues of $\hat{A}$. However, we can extract the expectation value $\langle \hat{A} \rangle$ from the average displacement of the probe wavepacket by repeating measurements. In the following, we show this fact.

Tracing out the measured system in Eq. (2.42), we obtain the probe state after the interaction as

$$\hat{\rho}_f = \sum_a p(a) |\phi_a\rangle \langle \phi_a|,$$

where $p(a) := |\psi(a)|^2$. We denote the initial position of the probe as $\langle \hat{x} \rangle_i := \langle \phi|\hat{x}|\phi\rangle$. The subscript $i$ represents that the average is taken for the initial probe state. We also use the subscript $f$ to represent the average for the final probe state. We introduce the operator measuring the displacement of the probe from the initial position as $\delta_i \hat{x} := \hat{x} - \langle \hat{x} \rangle_i$. The expectation value of the probe shift is calculated as

$$\langle \delta_i \hat{x} \rangle_f = \sum_a p(a) [\langle \phi_a | \hat{x} | \phi_a \rangle - \langle \hat{x} \rangle_i]$$

$$= \sum_a p(a) \cdot a x_0$$

$$= \langle \hat{A} \rangle x_0.$$  \hfill (2.65)

Therefore, we can extract the expectation value of the observable $\hat{A}$ from the average displacement.
Pre- and post-selected ensembles

We consider the case when the indirect measurements are performed on a pre- and post-selected ensemble. The following calculation is based on Jozsa’s paper \[33\].

Recalling that measurement interaction is given by Eq. (2.34), the unnormalized probe state after the post-selection is

$$|\phi_f\rangle = \langle \psi_f | \hat{U} | \psi_i \rangle |\phi\rangle$$

$$= \langle \psi_f | \exp \left( -i \frac{x_0}{\hbar} \hat{A} \otimes \hat{p} \right) | \psi_i \rangle |\phi\rangle$$

$$\simeq \langle \psi_f | \psi_i \rangle \left( 1 - i \frac{x_0}{\hbar} \langle \hat{A} \rangle_w \hat{p} \right) |\phi\rangle,$$  \hspace{1cm} (2.66)

where we define the weak value of the observable $\hat{A}$ as

$$\langle \hat{A} \rangle_w := \frac{\langle \psi_f | \hat{A} | \psi_i \rangle}{\langle \psi_f | \psi_i \rangle}.$$  \hspace{1cm} (2.67)

In the third line of Eq. (2.66), we neglected the higher order term in $x_0$ since we assumed that the interaction is sufficiently weak. However, the condition to justify the approximation is somewhat complicated, because the momentum operator $\hat{p}$ is not bounded. Thus the condition must depend on the initial state of the probe. The simple condition for the approximation is given by \[34\]

$$||\hat{A}|| \frac{x_0 \Delta p}{\hbar} \ll 1.$$  \hspace{1cm} (2.68)

where $\Delta p$ is the standard deviation of the momentum operator for the initial probe state. For more sophisticated analyses, see Ref. \[33\] and \[35\].

We denote the expectation value of an observable $\hat{M}$ for the initial and final probe state as

$$\langle \hat{M} \rangle_i := \frac{\langle \phi | \hat{M} | \phi \rangle}{\langle \phi | \phi \rangle},$$  \hspace{1cm} (2.69)

$$\langle \hat{M} \rangle_f := \frac{\langle \phi_f | \hat{M} | \phi_f \rangle}{\langle \phi_f | \phi_f \rangle}.$$  \hspace{1cm} (2.70)

The unnormalized readout for the measurement of $\hat{M}$ is

$$\langle \phi_f | \hat{M} | \phi_f \rangle \simeq \mathcal{P}(f|i) \left( \langle \hat{M} \rangle_i + \frac{x_0}{\hbar} \text{Re} \langle \hat{A} \rangle_w \langle -i[\hat{M}, \hat{p}] \rangle_i + \frac{x_0}{\hbar} \text{Im} \langle \hat{A} \rangle_w \langle \{\hat{M}, \hat{p}\} \rangle_i \right),$$  \hspace{1cm} (2.71)

where $[\hat{A}, \hat{B}] := \hat{A}\hat{B} - \hat{B}\hat{A}$ and $\{\hat{A}, \hat{B}\} := \hat{A}\hat{B} + \hat{B}\hat{A}$ for observables $\hat{A}$ and $\hat{B}$. We also defined $\mathcal{P}(f|i) := |\langle \psi_f | \psi_i \rangle|^2$, which is the success probability of post-selection.
without measurement disturbance. Setting $\hat{M} = \hat{I}$ in Eq. (2.71) gives the success probability of the post-selection as

$$\langle \phi_f | \phi_i \rangle \simeq P(f | i) \left( 1 + 2 \frac{x_0}{\hbar} \text{Im} \langle \hat{A} \rangle_w \langle \hat{p} \rangle_i \right).$$

(2.72)

Define the shift operator for an observable $\hat{M}$ as $i\hat{M} := \langle \hat{M} \rangle_i$. Then the average shift of the observable $\hat{M}$ is

$$\langle \delta_i \hat{M} \rangle_f \simeq \frac{x_0}{\hbar} \text{Re} \langle \hat{A} \rangle_w \langle -i[\hat{M}, \hat{p}] \rangle_i + \frac{x_0}{\hbar} \text{Im} \langle \hat{A} \rangle_w \langle \{\delta_i \hat{M}, \delta_i \hat{p} \} \rangle_i.$$  

(2.73)

Suppose we take the observable $\hat{M} = \hat{x}$ in the same way as weak measurements for pre-selected-only ensembles. The average shift of the position is

$$\langle \delta_i \hat{x} \rangle_f = x_0 \text{Re} \langle \hat{A} \rangle_w + x_0 \text{Im} \langle \hat{A} \rangle_w \frac{\langle \{\delta_i \hat{x}, \delta_i \hat{p} \} \rangle_i}{\hbar}.$$  

(2.74)

Note that the term $\langle \{\delta_i \hat{x}, \delta_i \hat{p} \} \rangle_i$ represents the correlation between the position and momentum. Choosing the initial probe state such that the position and momentum have no correlation, we obtain the real part of the weak value

$$\langle \delta_i \hat{x} \rangle_f = x_0 \text{Re} \langle \hat{A} \rangle_w.$$  

(2.75)

Note that the sufficient condition for no correlation between the position and momentum is that the initial probe wavefunction is real, as shown in Appendix A.1. The real part of the weak value works as the expectation value for a pre- and post-selected ensemble.

In the case of pre- and post-selected ensembles, the momentum $\hat{p}$ of the probe is also shifted by the weak interaction. The average shift of the momentum is

$$\langle \delta_i \hat{p} \rangle_f = 2 \frac{x_0}{\hbar} \langle (\delta_i \hat{p})^2 \rangle_i \text{Im} \langle \hat{A} \rangle_w.$$  

(2.76)

Thus the imaginary part of the weak value contribute to the momentum shift of the probe. In contrast to the position shift, the momentum shift depends on the state of the probe.

### 2.3.3 Weak measurements with a qubit probe

We describe the weak measurements with a qubit probe. Considering the qubit probe, we can illustrate the evolution of the probe intuitively on the Bloch sphere.

Suppose the measurement interaction to be the following unitary operator,

$$\hat{U}(\theta) = \exp \left( -i \theta \hat{A} \otimes \hat{Z} \right),$$  

(2.77)

where $\hat{A}$ is a measured observable and $\hat{Z}$ is the Pauli $Z$ operator; the $\theta$ represents the strength of measurements.
Pre-selected-only ensembles

Denote the initial state of the measured system as $|\psi_i\rangle$. Let $\hat{\rho}_i$ be the initial state of the probe. The probe state $\hat{\rho}_f$ after the unitary evolution is given by

$$\hat{\rho}_f(\theta) = \text{tr}_S[\hat{U}(\theta)(|\psi_i\rangle\langle\psi_i| \otimes \hat{\rho}_i)\hat{U}(\theta)\dagger],$$

where $\text{tr}_S$ is the partial trace over the measured system. Assuming that the interaction is weak, i.e., $\theta||\hat{A}|| \ll 1$, we obtain

$$\hat{\rho}_f = \hat{\rho}_i - i\theta\langle\hat{A}\rangle\hat{Z}\hat{\rho}_i + O(\theta^2)$$

$$= e^{-i\theta\langle\hat{A}\rangle\hat{Z}}\hat{\rho}_ie^{i\theta\langle\hat{A}\rangle\hat{Z}} + O(\theta^2).$$

This indicates that the probe state is rotated about the $Z$ axis by the angle $2\theta\langle\hat{A}\rangle$, as shown in Fig. 2.4.

To extract the expectation value of $\hat{A}$, we prepare the initial state in $(|0\rangle + |1\rangle)/\sqrt{2}$, which is the $+1$ eigenstate of the Pauli $X$ operator. We then measure the Pauli $Y$ operator.

$$\text{tr}(\hat{\rho}_f\hat{Y}) = \text{tr}(\hat{\rho}_i\hat{Y}) - i\theta\langle\hat{A}\rangle\text{tr}(\hat{\rho}_i[\hat{Y}, \hat{Z}]) + O(\theta^2)$$

$$= 2\theta\langle\hat{A}\rangle + O(\theta^2).$$
Pre- and post-selected ensembles

When the system state is pre- and post-selected, the unnormalized evolution operator \( \hat{V}(\theta) \) is given by
\[
\hat{V}(\theta) = \langle \psi_i | \hat{U}(\theta) | \psi_i \rangle = \langle \psi_i | \psi_i \rangle (\hat{I} - i\theta \langle \hat{A} \rangle_w \hat{Z}) + O(\theta^2)
\]
\[
= \langle \psi_i | \psi_i \rangle \exp(-i\theta \langle \hat{A} \rangle_w \hat{Z}) + O(\theta^2).
\]
Note that the operator \( \exp(-i\theta \langle \hat{A} \rangle_w \hat{Z}) \) is not a unitary operator since the weak value \( \langle \hat{A} \rangle_w \) is generally a complex number. The operator \( \exp(-i\theta \langle \hat{A} \rangle_w \hat{Z}) \) can be decomposed into the unitary and non-unitary parts as
\[
\exp(-i\theta \langle \hat{A} \rangle_w \hat{Z}) = \exp(-i\theta \text{Re} \langle \hat{A} \rangle_w \hat{Z}) \exp(i\theta \text{Im} \langle \hat{A} \rangle_w \hat{Z}).
\]
(2.83)

The real and imaginary parts of the weak value induce the unitary and non-unitary evolution, respectively.

The unitary part \( \exp(-i\theta \text{Re} \langle \hat{A} \rangle_w \hat{Z}) \) rotates the state about the Z axis by the angle \( 2\theta \langle \hat{A} \rangle_w \).

We consider the evolution induced by the non-unitary part \( \exp(i\theta \text{Im} \langle \hat{A} \rangle_w \hat{Z}) \). For simplicity, we assume that \( \theta \text{Im} \langle \hat{A} \rangle_w > 0 \). The non-unitary operator \( \exp(i\theta \text{Im} \langle \hat{A} \rangle_w \hat{Z}) \) amplifies the amplitude of the state \( |0\rangle \) relative to the state \( |1\rangle \):
\[
\exp(i\theta \text{Im} \langle \hat{A} \rangle_w \hat{Z}) |0\rangle = e^{\theta \text{Im} \langle \hat{A} \rangle_w} |0\rangle,
\]
(2.84)
\[
\exp(i\theta \text{Im} \langle \hat{A} \rangle_w \hat{Z}) |1\rangle = e^{-\theta \text{Im} \langle \hat{A} \rangle_w} |1\rangle.
\]
(2.85)

Therefore, all probe states are shifted toward the north pole on the Bloch sphere.

The evolution of the qubit probe is summarized in Fig 2.3.

Next, we calculate the average shift of the probe. The unnormalized final state of the probe is given by
\[
\hat{\rho}_f = \hat{V}(\theta) \hat{\rho}_i \hat{V}(\theta)^\dagger
\]
\[
= \mathcal{P}(f|i) \left[ \hat{\rho}_i - i\theta \text{Re} \langle \hat{A} \rangle_w \{ \hat{Z}, \hat{\rho}_i \} + \theta \text{Im} \langle \hat{A} \rangle_w \{ \hat{Z}, \hat{\rho}_i \} \right] + O(\theta^2).
\]
(2.86)

where \( \mathcal{P}(f|i) := |\langle \psi_i | \psi_i \rangle|^2 \). We denote the expectation value of a probe observable \( \hat{M} \) for the initial and final probe states as
\[
\langle \hat{M} \rangle_i := \frac{\text{tr}(\hat{\rho}_i \hat{M})}{\text{tr} \hat{\rho}_i},
\]
\[
\langle \hat{M} \rangle_f := \frac{\text{tr}(\hat{\rho}_f \hat{M})}{\text{tr} \hat{\rho}_f}.
\]
(2.87)
We also introduce the operator $\delta_i \hat{M} := \hat{M} - \langle \hat{M} \rangle_i$, which represents the shift of the observable from the initial value. The expectation value of $\delta_i \hat{M}$ is calculated as

$$\langle \delta_i \hat{M} \rangle_f = \theta \operatorname{Re} \langle \hat{A} \rangle_w \langle -i[\hat{M}, \hat{Z}] \rangle_i + \theta \operatorname{Im} \langle \hat{A} \rangle_w \langle \{\delta_i \hat{M}, \delta_i \hat{Z} \} \rangle_i + O(\theta^2). \quad (2.88)$$

Suppose the initial probe state to be $|\psi_i\rangle = (|0\rangle + |1\rangle)/\sqrt{2}$; this state is toward the $X$ direction. Figure 2.5 shows that if we measure the Pauli $Y$ operator we can obtain the real part of the weak value. On the other hand, if we measure the Pauli $Z$ operator we can obtain the imaginary part of the weak value. In fact, for $\hat{M} = \hat{Y}, \hat{Z}$, Eq. (2.88) reduces to

$$\langle \delta_i \hat{Y} \rangle_f = \langle \hat{Y} \rangle_f = 2\theta \operatorname{Re} \langle \hat{A} \rangle_w + O(\theta^2), \quad (2.89)$$
$$\langle \delta_i \hat{Z} \rangle_f = \langle \hat{Z} \rangle_f = 2\theta \operatorname{Im} \langle \hat{A} \rangle_w + O(\theta^2). \quad (2.90)$$

### 2.3.4 Weak-value amplification

As shown in Sec. 2.3.2 and 2.3.3, the average shift of the probe is proportional to the interaction strength and the weak value. If the interaction strength is known, we can extract the weak value of an observable. Conversely, if the weak value is known, we can estimate the interaction strength by performing weak measurements. This point of view leads to high precision measurement using pre- and post-selected ensembles.
Since the weak value can be unboundedly large, the average shift of the probe can be amplified by using the post-selection. This amplification technique is known as the weak-value amplification.

Although the post-selection causes the large shift of the probe, it also reduces the number of success measurements. As a result, the precision of the measurement is almost the same as the case of no post-selection when there is no noise.

However, the post-selection is known to improve the signal-to-noise ratio (SNR) against some kinds of noises such as systematic noise [36] and correlated noise [37]. Roughly speaking, the post-selection concentrates the signal of the measurement in a few trials; this concentration of the signal enables us to defeat some kinds of noise.

In the following, we describe which type of noise can be defeated by using post-selection.

In the case of no post-selection, the probe shift is proportional to the expectation value of a measured observable $\hat{A}$. To maximize the probe shift, the initial state of the measured system should be the eigenstate with respect to the largest absolute value of the eigenvalues. Let $a_{\text{max}}$ and $a_{\text{min}}$ be the maximum and minimum eigenvalues of $\hat{A}$, respectively. The maximum probe shift is represented as $a_{\text{M}}$, where $a_{\text{M}} := \max\{|a_{\text{max}}|, |a_{\text{min}}|\}$ and $\theta$ is the interaction strength to be measured. Repeating the measurement $N$ times, the measured signal $S_i$ is given by

$$S_i = N\theta a_{\text{M}}. \quad (2.91)$$

With post-selection, on the other hand, the probe shift is proportional to the weak value of an observable $\hat{A}$. As shown in Appendix. A.2, when we fix the success probability $P(f|i)$ of the post-selection, the maximum modulus of the weak value satisfies

$$\max_{P(f|i): \text{const.}} |\langle \hat{A} \rangle_w| \geq \frac{\Delta a}{2\sqrt{P(f|i)}}, \quad (2.92)$$

where $\Delta a := a_{\text{max}} - a_{\text{min}}$. When we perform the measurement $N$ times, the post-selection succeeds $NP(f|i)$ times on average. Therefore, the measured signal $S_{i,j}$ for $N$ trials satisfies

$$S_{i,j} \geq NP(f|i) \cdot \theta \frac{\Delta a}{2\sqrt{P(f|i)}} = N\sqrt{P(f|i)} \theta \frac{\Delta a}{2}. \quad (2.93)$$

To evaluate the SNR of the measurements, we assume that the dominant noise is proportional $N^\alpha$, where $N$ is the number of success trials. The parameter $\alpha$ depends on the kind of noise. For example, the systematic noise corresponds to $\alpha = 1$, and the shot noise corresponds to $\alpha = 1/2$. We introduce the proportional constant $k$, then noise is represented as $kN^\alpha$. 
2.4 Photonic qubits and linear optics

<table>
<thead>
<tr>
<th></th>
<th>Without post-selection</th>
<th>With post-selection</th>
</tr>
</thead>
<tbody>
<tr>
<td>Signal</td>
<td>$N$</td>
<td>$\sqrt{\mathcal{P}(f</td>
</tr>
<tr>
<td>Noise</td>
<td>$N^\alpha$</td>
<td>$[\mathcal{P}(f</td>
</tr>
<tr>
<td>SNR</td>
<td>$N^{1-\alpha}$</td>
<td>$\mathcal{P}(f</td>
</tr>
</tbody>
</table>

Table 2.1: S/N comparison between standard measurements and weak measurements. Unimportant constant factors are omitted.

We denote the SNRs of the weak measurements with and without post-selection as $\text{SNR}_{f,i}$ and $\text{SNR}_i$, respectively.

The SNR of the weak measurements without post-selection is simply

$$\text{SNR}_i = \frac{S_i}{kN^\alpha} = \theta k^{-1} a_M N^{1-\alpha}. \quad (2.94)$$

With post-selection, the number of success trials reduces to $\mathcal{P}(f|i)N$. Thus the noise is also reduced to $k[\mathcal{P}(f|i)N]^\alpha$. The SNR of the weak measurement with post-selection is

$$\text{SNR}_{f,i} = \frac{S_{f,i}}{k[\mathcal{P}(f|i)N]^\alpha} \geq \theta k^{-1} \Delta a \frac{2}{\mathcal{P}(f|i)^{1/2-\alpha}N^{1-\alpha}}. \quad (2.95)$$

Note that $\Delta a/2$ and $a_M$ have the same order of magnitude, unless $\hat{A}$ is almost equal to a constant times the identity operator.

The comparison between weak measurements with and without post-selection is shown in Table 2.1. In Table 2.1, we omit the unimportant constant factors. If dominant noise corresponds to $\alpha > 1/2$, weak measurements with post-selection have a net gain of SNR by the factor $\mathcal{P}(f|i)^{1/2-\alpha}$. Thus, for example, systematic noise ($\alpha = 1$) can be reduced by using post-selection. However, since the shot noise corresponds to $\alpha = 1/2$, there is no improvement of an ultimate limit of SNR.

2.4 Photonic qubits and linear optics

To implement weak measurements in optical systems, we use the two degree of freedom of a photon, its path and polarization. In this section, we describe the way to represent a qubit by using the path or polarization of a photon. We also present the quantum mechanical treatments of linear optical elements.
Chapter 2 Fundamentals

Figure 2.6: Optical elements: (a) Phase shifter; (b) Beam splitter. A red arrow represents each optical mode.

2.4.1 Path qubits

We describe the way to represent a qubit by using two spatial modes, or two paths. The state of two spatial modes can be represented by using the bracket notation like

$$|m,n\rangle$$  \hspace{1cm} (2.96)

In this notation, the first number $m$ represents the number of photons in the first mode and the second number $n$ represents the number of photons in the second mode. Now, we assume that there is only one photon in those two modes. The photon must exist in either the first mode or in the second modes. Thus, there are two possible states $|1,0\rangle$ or $|0,1\rangle$. We assign the states $|0\rangle$ and $|1\rangle$ of a qubit to these two states:

$$|0\rangle := |1,0\rangle,$$  \hspace{1cm} (2.97)

$$|1\rangle := |0,1\rangle.$$  \hspace{1cm} (2.98)

This representation of a qubit by the two possible paths of a photon is known as the dual-rail representation \[38\]. We call the qubit represented by the two paths of photon as a path qubit.

We consider how the optical elements act on the state of a path qubit. We describe the actions of two optical elements: a phase shifter and a beam splitter.

Figure 2.6 (a) represents a phase shifter with a retardation angle $\phi$. The phase shifter causes the phase delay of an angle $\phi$ for one of the two paths. The unitary operation $\hat{U}_P(\phi)$ of the phase shifter on a path qubit is represented in the $\{|0\rangle, |1\rangle\}$ basis as follows:

$$\hat{U}_P(\phi) = \begin{pmatrix} 1 & 0 \\ 0 & e^{i\phi} \end{pmatrix}.$$  \hspace{1cm} (2.99)

The phase shifter can be implemented by varying the optical path length.
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The second fundamental element is a beam splitter as shown in Fig. 2.6 (b). The action of the beam splitter is represented by

$$\hat{U}_{BS} = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix}.$$ (2.100)

The photon incident from one of the two paths is transformed to an equally weighted superposition state of two paths. The path state can be measured by setting a photo detector on each path.

2.4.2 Polarization qubits

The second representation of a qubit by a photon uses its polarization degree of freedom. We call this type of qubit as a polarization qubit. We denote the horizontal and vertical polarization as |H⟩ and |V⟩. Using |H⟩ and |V⟩, the diagonal and anti-diagonal polarization, |D⟩ and |A⟩, are written as

$$|D⟩ = \frac{1}{\sqrt{2}} (|H⟩ + |V⟩),$$ (2.101)

$$|A⟩ = \frac{1}{\sqrt{2}} (|H⟩ - |V⟩).$$ (2.102)

The right and left circular polarization, |R⟩ and |L⟩, are written as

$$|R⟩ = \frac{1}{\sqrt{2}} (|H⟩ + i|V⟩),$$ (2.103)

$$|L⟩ = \frac{1}{\sqrt{2}} (|H⟩ - i|V⟩).$$ (2.104)
We identify $|R\rangle$ and $|L\rangle$ of polarization with $|0\rangle$ and $|1\rangle$ of a qubit:

$$
|0\rangle := |R\rangle, \quad (2.105)
$$

$$
|1\rangle := |L\rangle, \quad (2.106)
$$

The each state of polarization is depicted on the Bloch sphere as shown in Fig. 2.7. The Bloch sphere for the polarization qubit is also called as the Poincaré sphere.

A wave plate is one of the basic optical elements acting on the polarization qubit. A wave plate is made of birefringent crystal such as quartz crystal. As shown in Fig. 2.8 (a), a wave plate has two axes called the fast and slow axes; these axes correspond to two eigen axes of the birefringent crystal. The fast axis has a smaller refractive index than the slow axis. The polarization along the fast axis feels the retardation of phase by an angle $\phi$ relative to the polarization along the slow axis. We consider the action of the wave plate whose fast axis rotated by an angle $\theta$ from the horizontal axis as shown in Fig. 2.8 (a). The action of the wave plate is represented as a rotation on the Bloch sphere as shown in Fig. 2.8 (b). The rotation axis is written by the vector $\mathbf{n}(\theta) := \cos(2\theta)e_x + \sin(2\theta)e_y$, where $e_x$ and $e_y$ represent the unit vectors along $x$ and $y$ directions. The unitary operator representing the action of the wave plate is written as

$$
\hat{U}_{WP}(\theta, \phi) = e^{i\phi/2} \left( \frac{1}{2} (\hat{I} + \mathbf{n}(\theta) \cdot \hat{\sigma}) + e^{-i\phi/2} \frac{1}{2} (\hat{I} - \mathbf{n}(\theta) \cdot \hat{\sigma}) \right) \\
= \cos(\phi/2) \hat{I} + i \sin(\phi/2) (\cos(2\theta) \hat{\sigma}_x + \sin(2\theta) \hat{\sigma}_y). \quad (2.107)
$$

The wave plates having retardation angles $\pi$ and $\pi/2$ are especially called a half-wave plate (HWP) and a quarter-wave plate (QWP), respectively. We denote the unitary operation of a HWP and a QWP as $\hat{U}_{HWP}(\theta) := \hat{U}_{WP}(\theta, \pi)$ and $\hat{U}_{QWP}(\theta) := \hat{U}_{WP}(\theta, \pi/2)$, respectively.
Figure 2.8: (a) Wave plate. The angle of the fast axis from the horizontal axis is represented by $\theta$. (b) Action of the wave plate on the Bloch sphere. A quantum state $|\psi\rangle$ is rotated by the retardation angle $\phi$. The rotation axis is tilted by the angle $2\theta$ from the direction of $|H\rangle$. 
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Weak measurements and geometric phases

3.1 Introduction

In this chapter, we further investigate the AAV model of weak measurements introduced in Sec. 2.3.2. The aim of this chapter is to clarify the interference effect occurred in weak measurements for pre- and post-selected ensembles. In weak measurements, the measurement interaction is assumed to be weak, and the wavepackets of the probe remain overlapped. Therefore, the anomalously large shift in proportion to the weak value must be understood as a consequence of the interference induced by the post-selection.

To investigate the interference effect, we consider an interferometer for a particle with an internal degree of freedom. It serves as a framework common to the weak measurement and the quantum eraser [39].

In Sec. 3.2, we show an analogy between the weak measurement and the quantum eraser. In Sec. 3.3, we first investigate the change of interference in a quantum eraser. We demonstrate that the geometric phase [III], particularly the Pancharatnam phase [II], appears as a result of post-selection in the quantum eraser. In Sec. 3.3, we examine the role of the post-selection in weak measurements. We show that the extraordinary displacement of the probe wavepacket in weak measurements is the result of a geometric property of the Pancharatnam phase, which is induced by the post-selection. The weak value can be geometrically understood in terms of the behavior of geodesic arcs on the Bloch sphere.
3.2 Analogy between quantum erasers and weak measurements

Both setups for a quantum eraser and the AAV weak measurements can be regarded as an interferometer for a particle with an internal degree of freedom. Figure 3.1 shows the setups for a quantum eraser and the AAV weak measurements. In the quantum eraser, we consider the double-slit interferometer which has two possible paths. In the AAV weak measurement, on the other hand, a particle takes multiple paths labelled with a continuous variable $p$, which corresponds to the transverse momentum of the particle. This is only difference between the two setups.

3.3 Pancharatnam phase in quantum erasers

We first consider the effect of post-selection in a quantum eraser as shown in Fig. 3.1 (a).

In a quantum system, there exists a complementary relation between which-path information and visibility of interference [42]. When we can extract the which-path information from the internal state of a particle, the visibility of interference is decreased. The idea of quantum eraser is that one can erase the which-path information by post-selecting the internal state, and then the visibility of interference is recovered.

In this section, we show that the post-selection of the internal state not only results in the recovery of visibility, but also changes the phase of the interference. We focus on the phase shift in the quantum eraser and demonstrate that the phase shift induced by post-selection can be expressed in terms of the Pancharatnam phase.

Assume that the initial state of the path is

$$|\phi_i\rangle = c_1|p_1\rangle + c_2|p_2\rangle, \quad (c_1, c_2 \in \mathbb{C}, \quad |c_1|^2 + |c_2|^2 = 1) \quad (3.1)$$

where $|p_1\rangle$ and $|p_2\rangle$ correspond to the states of the upper and lower paths, as shown in Fig. 3.1 (a). We introduce the projection operator $\hat{P}(\delta)$ for determining the relative phase of the paths as

$$\hat{P}(\delta) = |\phi(\delta)\rangle\langle\phi(\delta)|, \quad |\phi(\delta)\rangle = \frac{1}{\sqrt{2}}(|p_1\rangle + e^{i\delta}|p_2\rangle). \quad (3.2)$$

We can measure the interference pattern by sweeping the parameter $\delta$.

In order to calibrate the interferometer, we first examine the initial interference pattern and determine the phase $\delta_i$ that maximizes the detection probability. The
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(a) quantum eraser

(b) weak measurement

Figure 3.1: (a) Setup for a quantum eraser. We label the paths by utilizing the particle’s internal degree of freedom and erase the which-path information by post-selecting the internal state. (b) Setup for weak measurements. We label the momentum eigenstates by the Hamiltonian $\hat{H}_1 = g\hat{A} \otimes \hat{p}$ and post-select the internal state.
detection probability is given by
\[
\text{tr}(|\phi_i\rangle\langle\phi_i|\hat{P}(\delta)) = \frac{1}{2} [1 + 2 |c_1^* c_2| \cos(-\delta + \text{arg}(c_1^* c_2))].
\] (3.3)
In this case, the phase \(\delta_i\) is given by
\[
\delta_i = \text{arg}(c_1^* c_2),
\] (3.4)
which provides the origin of the phase, and the choice of the origin depends on our
calibration of the interferometer.

Secondly, we consider the internal degree of freedom and assume that its initial
state is \(|i\rangle\). The initial state of the composite system can be expressed as
\[
|\psi_i\rangle = |i\rangle = c_1 |p_1\rangle + c_2 |p_2\rangle.
\] (3.5)
In order to label the particle according to the paths, we let the initial state \(|\psi_i\rangle\) evolve into the states \(|m_1\rangle\) and \(|m_2\rangle\) corresponding to the paths \(|p_1\rangle\) and \(|p_2\rangle\),
respectively. We assume that \(\langle m_1 | m_2 \rangle \neq 0\). This condition means that we cannot
completely distinguish the paths. Then the state of the composite system can be
expressed as the non-maximally entangled state,
\[
|\psi_m\rangle = c_1 |m_1\rangle |p_1\rangle + c_2 |m_2\rangle |p_2\rangle.
\] (3.6)
The interference pattern is found to be
\[
\text{tr}(|\psi_m\rangle\langle\psi_m|\hat{P}(\delta)) = \frac{1}{2} [1 + 2 |c_1^* c_2| |\langle m_1 | m_2 \rangle| \cos(-\delta - \delta_i + \text{arg}(\langle m_1 | m_2 \rangle))].
\] (3.7)
The phase \(\delta_m\) that gives the maximum detection probability is
\[
\delta_m = \delta_i + \text{arg}(\langle m_1 | m_2 \rangle).
\] (3.8)
Thus the phase shift \(\delta^{(1)}\) due to the labeling is
\[
\delta^{(1)} = \delta_m - \delta_i = \text{arg}(\langle m_1 | m_2 \rangle).
\] (3.9)
This implies that we can measure the intrinsic phase difference between the internal
states \(|m_1\rangle\) and \(|m_2\rangle\) as the phase shift \(\delta^{(1)}\). The definition of the relative phase
between two different states as \(\text{arg}(\langle m_1 | m_2 \rangle)\) was proposed by Pancharatnam [41].
When \(\text{arg}(\langle m_1 | m_2 \rangle) = 0\) is satisfied, \(|m_1\rangle\) and \(|m_2\rangle\) are known to be ‘in phase.’

Next, we examine the phase shift that is induced by post-selection in the quantum eraser. After the post-selection of the internal state in \(|\psi_i\rangle\), the state of the composite system is given by
\[
|\psi_f\rangle = |\psi_i\rangle\langle\psi_i|\Psi_m\rangle
= |\psi_i\rangle \otimes (c_1 \langle \psi_i | m_1 \rangle |p_1\rangle + c_2 \langle \psi_i | m_2 \rangle |p_2\rangle).
\] (3.10)
The detection probability is
\[
\text{tr}(|\Psi_t\rangle\langle \Psi_t| \hat{P}(\delta)) = |c_1|^2 |\langle \psi_f|\psi_{m1}\rangle|^2 + |c_2|^2 |\langle \psi_f|\psi_{m2}\rangle|^2 \\
+ 2|c_1^*c_2|^2 |\langle \psi_{m1}|\psi_f\rangle\langle \psi_f|\psi_{m2}\rangle| \cos(-\delta + \delta_1 + \arg\langle \psi_{m1}|\psi_f\rangle\langle \psi_f|\psi_{m2}\rangle).
\]
(3.11)

Then constructive interference occurs at
\[
\delta_t = \delta_1 + \arg\langle \psi_{m1}|\psi_f\rangle\langle \psi_f|\psi_{m2}\rangle.
\]
(3.12)

The phase shift \(\delta^{(2)}\) that is induced by the post-selection is calculated as
\[
\delta^{(2)} = \delta_t - \delta_m = \arg\langle \psi_{m1}|\psi_f\rangle\langle \psi_f|\psi_{m2}\rangle\langle \psi_{m2}|\psi_{m1}\rangle.
\]
(3.13)

This phase shift is gauge invariant; that is, it is independent of the phase factor of each state. In fact, the right hand side of Eq. (3.13) represents the geometric phase, particularly the so-called Pancharatnam phase for the three states \(|\psi_{m1}\rangle\), \(|\psi_{m2}\rangle\) and \(|\psi_f\rangle\) \[33, 44\].

Assuming that the particle has two internal states such as for polarization or spin \(1/2\), the Pancharatnam phase is known to be related to the solid angle \(\Omega\) (see Fig. 3.2) of the geodesic triangle on the Bloch sphere by the following relation:
\[
\arg\langle \psi_{m1}|\psi_f\rangle\langle \psi_f|\psi_{m2}\rangle\langle \psi_{m2}|\psi_{m1}\rangle = -\frac{\Omega}{2}.
\]
(3.14)

Figure 3.2 shows the relation between Eqs. (3.8) and (3.12), each of which corresponds to interferometry without and with post-selection, respectively. In both procedures, the initial state \(|\psi_f\rangle\) evolves into \(|\psi_{m1}\rangle\) and \(|\psi_{m2}\rangle\) according to the corresponding paths, and the phase difference between the two states is obtained by measuring the interference pattern. Without post-selection, we directly compare the phases between the two states \(|\psi_{m1}\rangle\) and \(|\psi_{m2}\rangle\). However, with post-selection, we compare the phases indirectly via the post-selected state \(|\psi_f\rangle\). The difference between \(\delta_m\) and \(\delta_t\) is attributed to the Pancharatnam phase (3.13) and it can be obtained as the phase shift \(\delta^{(2)} = \delta_t - \delta_m\). The Pancharatnam phase for three states has been experimentally measured using setups similar to that shown in Fig. 3.1(a) \[35, 10\].

It should be noted that the phases \(\delta_1\), \(\delta_m\) and \(\delta_t\) by themselves depend on our calibration of the interferometer. On the contrast, the phase shifts \(\delta^{(1)} = \delta_m - \delta_1\) and \(\delta^{(2)} = \delta_t - \delta_m\) are independent of the initial path state, and provide the phase information about the internal states. The phase shift \(\delta^{(1)}\) represents the intrinsic phase difference between the two intermediate states \(|\psi_{m1}\rangle\) and \(|\psi_{m2}\rangle\). The phase shift \(\delta^{(2)}\) represents the Pancharatnam phase among the three states \(|\psi_{m1}\rangle\), \(|\psi_{m2}\rangle\) and \(|\psi_f\rangle\), and critically depends on the choice of the post-selected state \(|\psi_f\rangle\).
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3.4.1 The Pancharatnam-phase-induced displacement

In this section, we describe how the Pancharatnam phase contributes to the displacement of probe wavepackets in weak measurements by applying the analogy introduced in Sec. 3.2.

Figure 3.2 (b) shows the setup for the weak measurement. The interferometer has multiple paths labeled with a continuous variable $p$, which is the transverse momentum of the particle. In the context of the weak measurement, the internal state of the particle corresponds to the measured system state, and the transverse (the $x$-direction) wavepacket corresponds to the probe state. We assume the initial probe state to be a real-valued function centered at $p = 0$ in the transverse momentum space. Since we measure the position of the particle in weak measurements, the detection operator $\hat{P}(x)$ is given by

$$\hat{P}(x) = |x\rangle\langle x|, \quad |x\rangle = \frac{1}{\sqrt{2\pi\hbar}} \int_{\mathbb{R}} e^{-ixp/\hbar} |p\rangle dp, \quad (3.15)$$

where $|x\rangle$ is the transverse position eigenstate and $|p\rangle$ is the transverse momentum eigenstate. The transverse position $x$ in Eq. (3.15) determines the phase gradient in the transverse momentum space and plays the same role as the phase difference $\delta$ in Eq. (3.2). While we obtain the phase difference between the two paths by measuring...
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the constructive interference points in the quantum eraser, we obtain the phase gradient in the momentum space by measuring the center of the wavepacket in weak measurements. In the quantum eraser, the initial calibration of the interferometer is required. Similarly, the prior determination of the center of the wavepacket is required in weak measurements.

In an analogous way to the quantum eraser, we analyze the phase change in the weak measurement. The interaction between the measured and probe system can be regarded as a labeling process. We label each momentum eigenstate under the interaction Hamiltonian $\hat{H}_I = g\hat{A} \otimes \hat{p}$, where $g$ is the coupling constant, $\hat{A}$ is a measured observable, and $\hat{p}$ is the transverse momentum operator. After the interaction for a time period $\tau$, $|\psi_i\rangle$ evolves into $|\psi_m(p)\rangle = e^{-iGp\hat{A}/\hbar}|\psi_i\rangle$ according to the path $|p\rangle$, where $G = g\tau$. This process leads to the phase difference $\Theta^{(1)}(p)$ between the momentum eigenstates $|p = 0\rangle$ and $|p\rangle$:

$$\Theta^{(1)}(p) = \arg\langle \psi_m(0)|\psi_m(p)\rangle = \arg\langle \psi_i|e^{-iGp\hat{A}/\hbar}|\psi_i\rangle$$

$$\sim -\frac{G\langle \hat{A} \rangle}{\hbar} p. \quad (3.16)$$

We retained only the first order term in $p$. The phase change $\Theta^{(1)}(p)$ can be regarded as the dynamical phase [10], which is proportional to the energy of the particle. In fact, $\Theta^{(1)}$ is expressed as

$$\Theta^{(1)}(p) \sim -\frac{\langle \psi_i|\langle p|\hat{H}_I|\psi_i\rangle|p\rangle\tau}{\hbar} = -\frac{G\langle \hat{A} \rangle}{\hbar} p. \quad (3.17)$$

The $p$-dependent phase shift changes the constructive interference point and is measured as the displacement of the wavepacket. The displacement $\Delta x^{(1)}$ due to the labeling is given by

$$\Delta x^{(1)} = -\hbar \frac{d\Theta^{(1)}(p)}{dp} \bigg|_{p=0} = G\langle \hat{A} \rangle. \quad (3.18)$$

Thus, we can obtain the expectation value of the observable $\hat{A}$.

We next consider the effect of the post-selection. As shown in Eq. (3.13), when we post-select the internal state in $|\psi_i\rangle$, the Pancharatnam phase $\Theta^{(2)}(p)$ appears as an additional phase shift:

$$\Theta^{(2)}(p) = \arg\langle \psi_m(0)|\psi_i\rangle\langle \psi_i|\psi_m(p)\rangle\langle \psi_m(p)|\psi_m(0)\rangle$$

$$= \arg\left[\langle \psi_i|\psi_i\rangle\langle \psi_i|e^{-iGp\hat{A}/\hbar}|\psi_i\rangle|p\rangle|e^{iGp\hat{A}/\hbar}|\psi_i\rangle\right]$$

$$\sim -\frac{G(\text{Re}\langle \hat{A} \rangle_w - \langle \hat{A} \rangle)}{\hbar} p. \quad (3.19)$$
Hence, the displacement $\Delta x^{(2)}$ caused by the post-selection is

$$\Delta x^{(2)} = -\hbar \frac{d\Theta^{(2)}}{dp} \bigg|_{p=0} = G(\Re \langle \hat{A} \rangle_{w} - \langle \hat{A} \rangle).$$

(3.20)

After all, the displacement $\Delta x$ for the whole process of the weak measurement is the sum of $\Delta x^{(1)}$ and $\Delta x^{(2)}$:

$$\Delta x = \Delta x^{(1)} + \Delta x^{(2)} = G \Re \langle \hat{A} \rangle_{w}.$$  

(3.21)

Consequently, the displacement $\Delta x$ is obtained as the real part of the weak value $\langle \hat{A} \rangle_{w}$. The counterintuitive effects in weak measurements such as the unbounded weak value can be attributed to the Pancharatnam-phase-induced displacement $\Delta x^{(2)}$, as will be shown in Sec. 3.4.2.

### 3.4.2 Phase jump in the Pancharatnam phase

In weak measurements, the smaller the inner product of $|\psi_i\rangle$ and $|\psi_f\rangle$, the larger is the displacement $\Delta x$. This effect is closely related to the phase jump in the Pancharatnam phase that is caused by the geometrical singularity of geodesics on the Bloch sphere [45, 46, 47].

As an example, we consider a two-state system as a measured system. The initial state $|\psi_i\rangle$, the post-selected state $|\psi_f\rangle$, and the observable $\hat{A}$ are assumed as follows:

$$|\psi_i\rangle = |0\rangle,$$  

(3.22)

$$|\psi_f\rangle = \sin \theta |0\rangle + \cos \theta |1\rangle,$$  

(3.23)

$$\hat{A} = \hat{X},$$  

(3.24)

where $|0\rangle$ and $|1\rangle$ are basis states of the measured system, and $\hat{X}$ is the Pauli $X$ operator. The expectation value and the weak value of $\hat{A}$ are

$$\langle \hat{A} \rangle = \langle \psi_i | \hat{A} | \psi_i \rangle = 0,$$  

(3.25)

$$\langle \hat{A} \rangle_{w} = \frac{\langle \psi_f | \hat{A} | \psi_i \rangle}{\langle \psi_f | \psi_f \rangle} = \frac{1}{\tan \theta}.$$  

(3.26)

The system state $|\psi_m(p)\rangle$ that is evolved corresponding to the probe state $|p\rangle$ is given by

$$|\psi_m(p)\rangle = e^{-iGp\hat{A}/\hbar} |\psi_i\rangle$$

$$= \cos \varphi |0\rangle - i \sin \varphi |1\rangle,$$  

(3.27)
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Figure 3.3: Variation of Pancharatnam phase $\Theta^{(2)}$ for several $\theta$. The gradient of the Pancharatnam phase becomes steeper with decreasing $\theta$. Since the Pancharatnam phase obtained around $p = 0$ is limited to $\pi$, the region in which the Pancharatnam phase changes linearly becomes smaller for the smaller $\theta$.

where $\varphi(p) := Gp/\hbar$. The additional phase shift induced between the momentum eigenstates $|p = 0\rangle$ and $|p\rangle$ by post-selection is derived as

$$
\Theta^{(2)}(p) = \arg \langle \psi_{\uparrow} | \psi_{\downarrow} \rangle \langle \psi_{\downarrow} | \psi_{m}(p) \rangle \langle \psi_{m}(p) | \psi_{\uparrow} \rangle
= - \tan^{-1} \left( \frac{\tan \varphi}{\tan \theta} \right).
$$

(3.28)

We show the variation in $\Theta^{(2)}$ for several post-selected states in Fig. 3.3. The trend in the phase change can be well understood by considering the geometrical meaning of the Pancharatnam phase. Figure 3.4 shows the variation of the geodesic triangle on the Bloch sphere. The initial state $|\psi_{\uparrow}\rangle$ corresponds to the north pole $|0\rangle$ and the post-selected state $|\psi_{\uparrow}\rangle$ occurs near the south pole $|1\rangle$. The solid angle $\Omega(p)$ of the geodesic triangle connecting $|\psi_{\uparrow}\rangle$, $|\psi_{m}(p)\rangle$, and $|\psi_{\uparrow}\rangle$ is related to the Pancharatnam phase by the relation $\Theta^{(2)}(p) = -\Omega(p)/2$ as shown in Eq. (3.14).

For simplicity, we assume $0 < \theta \ll \pi/4$ and set $|\psi_{\uparrow}\rangle = |1\rangle$. We sweep $\varphi$ for a fixed value of $\theta$. For $\varphi > \theta$, the distance between $|\psi_{m}(p)\rangle$ and $|\psi_{\uparrow}\rangle$ becomes large as compared to that between $|\psi_{\uparrow}\rangle$ and $|\psi_{\uparrow}\rangle$. Therefore, the path of the geodesic arc connecting $|\psi_{m}(p)\rangle$ and $|\psi_{\uparrow}\rangle$ passes close to the path connecting $|\psi_{m}(p)\rangle$ and $|\psi_{\uparrow}\rangle$. Since, in this example, the geodesic arc connecting $|\psi_{m}(p)\rangle$ and $|\psi_{\uparrow}\rangle$ is always on the same great circle, the geodesic arc connecting $|\psi_{m}(p)\rangle$ and $|\psi_{\uparrow}\rangle$ remains almost constant. As a result, the variation in the Pancharatnam phase in the range $\varphi > \theta$
Figure 3.4: Variation of geodesic triangle on the Bloch sphere. The initial internal state \( |\psi_i\rangle \) corresponds to the north pole \( |0\rangle \), and the post-selected state \( |\psi_f\rangle \) occurs near the south pole \( |1\rangle \). After the interaction, the internal state is rotated clockwise or anti-clockwise into \( |\psi_m(p)\rangle \) according to \( p < 0 \) or \( p > 0 \). By the post-selection, the transverse momentum eigenstate \( |p\rangle \) acquires the Pancharatnam phase \( \Theta^{(2)}(p) = -\Omega(p)/2 \). When \( |\psi_m(p)\rangle \) traverses the north pole \( |0\rangle \), the geodesic arc connecting \( |\psi_m(p)\rangle \) and \( |\psi_f\rangle \) rapidly sweeps across the surface of the Bloch sphere, and therefore the Pancharatnam phase also changes rapidly around \( p = 0 \).
is quite small. This is also true in the range $\varphi < -\theta$. For $\varphi < 0$, however, the geodesic arc connecting $|\psi_m(p)\rangle$ and $|\psi_l^+\rangle$ goes in the opposite direction around the Bloch sphere, as compared to that in the case of $\varphi > 0$. Thus, the geodesic arc connecting $|\psi_m(p)\rangle$ and $|\psi_l\rangle$ must change rapidly in the range $-\theta < \varphi < \theta$. This is why the Pancharatnam phase jumps by $\pi$ around $p = 0$. As shown in Fig. 3.3, the smaller the value of $\theta$, the steeper is the gradient of $\Theta^{(2)}(p)$.

Weak measurements utilize the large gradient of the Pancharatnam phase around $p = 0$. Since $\langle \hat{A} \rangle = 0$ in this example, the real part of the weak value is proportional to the gradient of the Pancharatnam phase:

$$\Delta x = G \text{Re}(\hat{A})_w = -\hbar \left. \frac{d\Theta^{(2)}}{dp} \right|_{p=0}.$$  \hspace{1cm} (3.29)

Therefore, when $\langle \psi_l|\psi_l\rangle \sim \theta$ is small, we can obtain the large displacement.

The Pancharatnam phase varies nonlinearly with $p$; therefore, in order to maintain the shape of the wavepacket, the momentum distribution of the wavepacket must be contained in the range in which the Pancharatnam phase changes linearly. Let $\Delta p$ be the standard deviation of the momentum, then the condition under which the Pancharatnam phase varies linearly is given by $\varphi(\Delta p) = G\Delta p/\hbar \ll \theta$, that is,

$$\frac{\Delta p}{\hbar} \ll \frac{\theta}{G} \approx \frac{\tan \theta}{G} = \frac{1}{G|\text{Re}(\hat{A})_w|}. \hspace{1cm} (3.30)$$

This condition can be related to the weakness condition mentioned in [35] and [49]. The requirement of the weakness condition comes from the fact that the Pancharatnam phase that is obtained by the phase jump is limited to $\pi$, i.e. a quarter of the solid angle of the Bloch sphere. Since the weak value is determined from the gradient of the Pancharatnam phase, in order to obtain a large weak value, we must prepare a probe wavepacket having a small momentum variance so that it can be confined within the linear region.

### 3.5 Summary

In this chapter, we introduced the interferometer for a particle having an internal degrees of freedom, which is a framework common to the weak measurement and the quantum eraser. We first examined the phase change in the quantum eraser. It turned out that the post-selection in quantum eraser plays a role to change the way of the phase comparison between internal states. As a result, when we post-select the internal state, the Pancharatnam phase appears as an additional phase shift of interference pattern.
Subsequently, we considered the weak measurement in the interferometric framework with relating it to the quantum eraser. We also focused on the phase change in the weak measurement, and demonstrated that the extraordinary displacement in weak measurement is caused by the Pancharatnam phase that is obtained by post-selection. The unbounded weak value is achieved by utilizing the phase jump in the Pancharatnam phase. The weakness condition can be also derived from the nonlinear property of the Pancharatnam phase.
Chapter 4

Geometry of two-states

4.1 Introduction

In Sec. 2.2, we described that the state of the pre- and post-selected ensemble can be expressed by the two-state operator. In this chapter, we present a geometric representation of the two-state operator. We explain how the two-state operator can be depicted on the Bloch sphere.

By using the Bloch sphere representation, we tackle two problems. The first problem is how the negative weak value of the projection operator can be understood geometrically. The second problem is how we can maximize the weak value for fixed success probability. The maximization of the weak value is important when we design the setup for the weak-value amplification.

4.2 Geometry of two-state operators

The two-state operator $\hat{W}$ is defined by

$$\hat{W} = \frac{|\psi_i\rangle\langle \psi_l|}{\langle \psi_l|\psi_i\rangle},$$

(4.1)

where $|\psi_i\rangle$ and $|\psi_l\rangle$ are pre- and post-selected states, respectively. The two-state operator $\hat{W}$ has similar properties to those of the density operator. The trace of the product of the two-state operator $\hat{W}$ and an observable $\hat{A}$ gives the weak value of $\hat{A}$:

$$\langle \hat{A} \rangle_w = \text{tr}(\hat{W}\hat{A}).$$

(4.2)

To construct a geometric representation, we first decompose the two-state operator, and then we describe the geometric interpretation of each component.
The two-state operator $\hat{W}$ can be decomposed into Hermitian and anti-Hermitian parts as follows:

\[\hat{W} = \hat{W}^R + i\hat{W}^I,\]  
(4.3)

\[\hat{W}^R := \frac{1}{2}(\hat{W} + \hat{W}^\dagger),\]  
(4.4)

\[\hat{W}^I := \frac{1}{2i}(\hat{W} - \hat{W}^\dagger),\]  
(4.5)

where the operators $\hat{W}^R$ and $\hat{W}^I$ are both Hermitian operators. $\hat{W}^R$ and $\hat{W}^I$ are related to the real and imaginary parts of weak value, respectively:

\[\text{Re}\langle \hat{A}\rangle_w = \text{tr}(\hat{W}^R \hat{A}),\]  
(4.6)

\[\text{Im}\langle \hat{A}\rangle_w = \text{tr}(\hat{W}^I \hat{A}).\]  
(4.7)

We also define the following Hermitian operators related to $\hat{W}^R$ as

\[\hat{W}^R_i := \hat{W}^R - \hat{\rho}_i,\]  
(4.8)

\[\hat{W}^R_f := \hat{W}^R - \hat{\rho}_f,\]  
(4.9)

where $\hat{\rho}_i = |\psi_i\rangle\langle \psi_i|$ and $\hat{\rho}_f = |\psi_f\rangle\langle \psi_f|$. Then the two-state operator $\hat{W}$ is decomposed into three parts as

\[\hat{W} = \hat{\rho}_i + \hat{W}^R_i + \hat{W}^I\]  
(4.10)

\[= \hat{\rho}_f + \hat{W}^R_f + \hat{W}^I.\]  
(4.11)

Next we consider the geometric meaning of each components. We denote the state space composed of all pure state operators as $\mathcal{R}$. For a two-state system, $\mathcal{R}$ is equivalent to the Bloch sphere. The tangent space of $\mathcal{R}$ at $\hat{\rho}$ is denoted as $T\mathcal{R}_\hat{\rho}$. As shown in Appendix B.1, the tangent space $T\mathcal{R}_\hat{\rho}$ is expressed as

\[T\mathcal{R}_\hat{\rho} = \{\hat{B} | \hat{B}^\dagger = \hat{B}, \text{tr}\hat{B} = 0, \{\hat{B}, \hat{\rho}\} = \hat{B}\}.\]  
(4.12)

It can be confirmed that

\[\hat{W}^R_i, \hat{W}^I \in T\mathcal{R}_{\hat{\rho}_i},\]  
(4.13)

\[\hat{W}^R_f, \hat{W}^I \in T\mathcal{R}_{\hat{\rho}_f}.\]  
(4.14)

There are also the conjugate relations

\[\hat{W}^R_i = i[\hat{\rho}_i, \hat{W}^I],\]  
(4.15)

\[\hat{W}^I = -i[\hat{\rho}_i, \hat{W}^R_i],\]  
(4.16)

\[\hat{W}^R_f = -i[\hat{\rho}_f, \hat{W}^I],\]  
(4.17)

\[\hat{W}^I = i[\hat{\rho}_f, \hat{W}^R_f].\]  
(4.18)
4.3 Physical interpretation of two-state operators

Therefore, \( \hat{W}_1^R \) and \( \hat{W}_I \) are orthogonal to each other under the trace inner product:

\[
\text{tr}(\hat{W}_1^R \hat{W}_I) = 0.
\]

(4.19)

Furthermore, \( \hat{W}_1^R \) and \( \hat{W}_I \) have the same length,

\[
\text{tr}((\hat{W}_1^R)^2) = \text{tr}(\hat{W}_I^2) = \text{tr}((\hat{W}_I)^2).
\]

(4.20)

Similarly,

\[
\text{tr}(\hat{W}_f^R \hat{W}_I) = 0,
\]

(4.21)

\[
\text{tr}((\hat{W}_f^R)^2) = \text{tr}((\hat{W}_I)^2).
\]

(4.22)

We further show that \( \hat{W}_1^R \) is one of the tangent vectors along the geodesic curve from \( \hat{\rho}_i \) to \( \hat{\rho}_f \). It is known that the geodesic curve from \( \hat{\rho}_i \) to \( \hat{\rho}_f \) is expressed as follows [44].

\[
\rho(t) = \frac{|\psi(t)\rangle\langle\psi(t)|}{\langle\psi(t)|\psi(t)\rangle},
\]

(4.23)

\[
|\psi(t)\rangle = \cos t|\psi_i\rangle + e^{i\arg\langle\psi_f|\psi_i\rangle} \sin t|\psi_f\rangle.
\]

(4.24)

The tangent vector along the geodesic curve from \( \rho_i \) to \( \rho_f \) is calculated as

\[
\frac{d}{dt}\bigg|_{t=0} \rho(t) = 2|\langle\psi_f|\psi_i\rangle| \hat{W}_1^R.
\]

(4.25)

Therefore, \( \hat{W}_1^R \) is one of the tangent vectors along the geodesic curve from \( \hat{\rho}_i \) to \( \hat{\rho}_f \). Similarly, \( \hat{W}_f^R \) is a tangent vector along the geodesic curve from \( \hat{\rho}_f \) to \( \hat{\rho}_i \).

\[
\frac{d}{dt}\bigg|_{t=1} \hat{\rho}(t) = -2|\langle\psi_f|\psi_i\rangle| \hat{W}_f^R.
\]

(4.26)

Summarizing the above results, we can illustrate the operators appeared in this section as Fig. 4.1. It means that the two-state operator include the information about the initial and final state as well as the tangent vector from \( \hat{\rho}_i \) to \( \hat{\rho}_f \).

4.3 Physical interpretation of two-state operators

In this section, we consider the physical meanings of the operators \( \hat{W}_1^R \) and \( \hat{W}_I \) introduced in Sec. 4.2.
Figure 4.1: Geometry of the two-state operator. The operators $\hat{W}_i^R$ and $\hat{W}_i^I$ are orthogonal tangent vectors with the same length at $\hat{\rho}_i$. The operators $\hat{W}_f^R$ and $\hat{W}_f^I$ are orthogonal tangent vectors with the same length at $\hat{\rho}_f$. The tangent vectors $\hat{W}_i^R$ and $\hat{W}_f^R$ are oppositely directed along the geodesic curve from $\hat{\rho}_i$ to $\hat{\rho}_f$.

4.3.1 Real parts

In Sec. 3.4.1, we showed that the real part of the weak value is decomposed into two parts: the expectation value for the initial state and the gradient of the geometric phase. In a similar manner, we can show the relationship between the operator $\hat{W}_i^R$ and the geometric phase.

We assume that the state in the system is evolved according to the generator $\hat{A}$,

$$\hat{U}(\theta) = \exp(-i\theta \hat{A}).$$  \hfill (4.27)

Let $|\psi_m(\theta)\rangle := \hat{U}(\theta)|\psi_i\rangle$, and then consider the geometric phase $\gamma(\theta)$ formed by the three states $|\psi_i\rangle$, $|\psi_m(\theta)\rangle$, and $|\psi_f\rangle$:

$$\gamma(\theta) = \arg \langle \psi_i|\psi_f\rangle \langle \psi_f|\psi_m(\theta)\rangle \langle \psi_m(\theta)|\psi_i\rangle.$$  \hfill (4.28)

Then, we obtain the relation

$$\text{tr}(\hat{W}_i^R \hat{A}) = - \left. \frac{d}{d\theta} \right|_{\theta=0} \gamma(\theta).$$  \hfill (4.29)

Therefore, $\hat{W}_i^R$ can extract the geometric phase generated by the operator $\hat{A}$.

4.3.2 Imaginary parts

The imaginary part of the weak value is related to the information obtained from the result of post-selection [50, 51].

We consider the evolution generated by $\hat{A}$ as Eq. (4.27). The success probability of post-selection is given by

$$p(\theta) = |\langle \psi_f|\psi_m(\theta)\rangle|^2.$$  \hfill (4.30)
The imaginary part of the weak value is proportional to the logarithmic derivative of the success probability

\[
\text{tr}(\hat{W}^\dagger \hat{A}) = \frac{d}{d\theta} \bigg|_{\theta=0} \log p(\theta).
\] (4.31)

The logarithmic derivative is related to the Fisher information about the parameter \(\theta\) \[52\]. Thus, the imaginary part of the weak value is related to the information obtained from the result of post-selection.

### 4.4 Bloch sphere representation of two-state operators

In this section, we describe a geometrical way to represent the two-state vector operator by using the Bloch sphere.

Assume that pre- and post-selected states are in an \(N\)-dimensional Hilbert space. We denote the two-dimensional subspace spanned by \(|\psi_i\rangle\) and \(|\psi_f\rangle\) as \(\mathcal{H}_2\) and the projector onto \(\mathcal{H}_2\) as \(\hat{P}_2\). We can define the Pauli operators \(\hat{\sigma}\) on \(\mathcal{H}_2\) by taking an appropriate basis of \(\mathcal{H}_2\). By definition, the two-state operator

\[
\hat{W} = \frac{|\psi_i\rangle\langle \psi_i|}{\langle \psi_f|\psi_i\rangle}
\] (4.32)

is an operator acting only on \(\mathcal{H}_2\). Therefore, \(\hat{W}\) can be decomposed by \(\hat{P}_2\) and \(\hat{\sigma}\) as

\[
\hat{W} = \frac{1}{2}(\hat{P}_2 + \hat{\sigma} \cdot \hat{r}),
\] (4.33)

where \(\hat{r}\) is a complex vector in \(\mathbb{C}^3\). Let \(\hat{r}_i\) and \(\hat{r}_f\) represent the Bloch vector corresponding to \(\hat{\rho}_i = |\psi_i\rangle\langle \psi_i|\) and \(\hat{\rho}_f = |\psi_f\rangle\langle \psi_f|\), respectively, i.e.,

\[
\hat{\rho}_i = \frac{1}{2}(\hat{P}_2 + \hat{r}_i \cdot \hat{\sigma}),
\] (4.34)

\[
\hat{\rho}_f = \frac{1}{2}(\hat{P}_2 + \hat{r}_f \cdot \hat{\sigma}).
\] (4.35)

As shown in Eq. (2.56), \(\hat{W}\) can also be written as

\[
\hat{W} = \frac{\hat{\rho}_f \hat{\rho}_i}{\text{tr}(\hat{\rho}_f \hat{\rho}_i)}.
\] (4.36)

Substituting Eqs. (4.34) and (4.35) to this equation, we obtain \[33\]

\[
w = \frac{(\hat{r}_i + \hat{r}_f) + i(\hat{r}_i \times \hat{r}_f)}{1 + \hat{r}_i \cdot \hat{r}_f}.
\] (4.37)
We define the real and imaginary parts of $w$ as $w^R$ and $w^I$ so that

$$w = w^R + iw^I. \quad (4.38)$$

Then $w_R$ and $w_I$ can be represented as

$$w^R = \frac{r_i + r_f}{1 + r_i \cdot r_f}, \quad (4.39)$$

$$w^I = \frac{r_i \times r_f}{1 + r_i \cdot r_f}. \quad (4.40)$$

Define two unit vectors $r := (r_i + r_f)/|r_i + r_f|$ and $q := (r_i \times r_f)/|r_i \times r_f|$, and denote the angle between $r_i$ and $r_f$ by $2\theta$, then

$$w^R = \frac{1}{\cos \theta} r, \quad (4.41)$$

$$w^I = \tan \theta q. \quad (4.42)$$

Define the vectors $w^R_i$ and $w^R_f$ related to $\hat{W}^R_i$ and $\hat{W}^R_f$ as

$$w^R_i := w^R - r_i, \quad (4.43)$$

$$w^R_f := w^R - r_f. \quad (4.44)$$

Then the following relation can be derived in accordance with the results shown in Sec. 4.2

$$r_i \perp w^R_i, r_i \perp w^I, \quad (4.45)$$

$$r_f \perp w^R_f, r_f \perp w^I, \quad (4.46)$$

$$w^R_i \perp w^I, w^R_f \perp w^I, \quad (4.47)$$

$$|w^R_i| = |w^R_f| = |w^I|. \quad (4.48)$$

Summarizing the above results, the vectors $w^R$ and $w^I$ can be represented on the Bloch sphere as shown in Fig. 4.2

### 4.5 Geometrical representation of weak values

In this section, we describe how weak values are derived from the Bloch sphere representation of the two-state operator.
4.5 Geometrical representation of weak values

4.5.1 Decomposition of weak values

Any observable $\hat{A}$ has a spectral decomposition,

$$\hat{A} = \sum_{n=1}^{N} a_n |n\rangle \langle n|.$$  

(4.49)

Thus the weak value of $\hat{A}$ can be written in the form

$$\langle \hat{A} \rangle_w = \sum_{n=1}^{N} a_n \langle |n\rangle \langle n| \rangle_w.$$  

(4.50)

We can regard $\langle |n\rangle \langle n| \rangle_w$ as a complex probability distribution. In fact, the weak values $\langle |n\rangle \langle n| \rangle_w$ satisfy the sum rule:

$$\sum_{n=1}^{N} \langle |n\rangle \langle n| \rangle_w = 1,$$

(4.51)

which is the result of the completeness relation $\sum_{n=1}^{N} |n\rangle \langle n| = \hat{I}$. Thus the weak value of $\hat{A}$ is the weighted sum of its eigenvalues $a_n$ with respect to the complex probability distribution $\langle |n\rangle \langle n| \rangle_w$. Figure 4.3 illustrates this fact. The decomposition of the weak value suggests that the strangeness of the weak values attributes to that of the complex probability distribution $\hat{I}$.

Note that the real parts of the weak values also satisfy the sum rule:

$$\sum_{n=1}^{N} \text{Re}(\langle |n\rangle \langle n| \rangle_w) = 1.$$  

(4.52)

Thus we can regard $\text{Re}(\langle |n\rangle \langle n| \rangle_w)$ as a quasiprobability distribution.

---

Figure 4.2: The Bloch sphere representation of the two-state operator.

Figure 4.3: The Bloch sphere representation of the two-state operator.
4.5.2 Geometric representation of path operators

In an $N$-dimensional system, we have $N$ orthonormal basis vectors $\{|n\rangle\}$. To treat these vectors in the Bloch ball, we project these vectors onto the Hilbert space $\mathcal{H}_2$ and define the projected vectors as $|s_n\rangle$, i.e.,

$$|s_n\rangle := \hat{P}_2|n\rangle. \quad (4.53)$$

We call $|s_n\rangle\langle s_n|$ a path operator. From the completeness of the original basis vectors $|n\rangle$, the path operators satisfy the following relation:

$$\sum_{n=1}^{N} |s_n\rangle\langle s_n| = \hat{P}_2. \quad (4.54)$$

The set of path operators is the same as a rank-1 POVM on $\mathcal{H}_2$. The path operators can also be decomposed by using the projection operator $\hat{P}_2$ and the Pauli operators on $\mathcal{H}_2$ as

$$|s_n\rangle\langle s_n| = |s_n\rangle \hat{P}_2 + s_n \cdot \hat{\sigma}. \quad (4.55)$$
We call \( s_n \) a path vector. The condition (4.54) is equivalent to the following two conditions on the path vectors \( s_n \):

\[
\sum_{n=1}^{N} |s_n| = 1, \quad (4.56)
\]

\[
\sum_{n=1}^{N} s_n = 0. \quad (4.57)
\]

The weak values of the projection operators \(|n\rangle\langle n|\) are represented by using the path vectors as

\[
\langle |n\rangle\langle n| \rangle_w = \langle |s_n\rangle\langle s_n| \rangle_w = |s_n| + s_n \cdot w. \quad (4.58)
\]

Thus the path vectors completely characterize the complex probability distribution defined by the weak values of the projection operators \(|n\rangle\langle n|\).

Conversely, if \( N \) path vectors satisfying the relations (4.56) and (4.57) are given, we can choose an orthonormal basis \(|j_n\rangle\) of an \( N \)-dimensional Hilbert space to satisfy the relation (4.58). In fact, the path vectors \( s_n \) satisfying the relations (4.56) and (4.57) have one-to-one correspondence with the path operators \(|s_n\rangle\langle s_n|\) as shown in Eq. (4.55). Owing to Naimark’s dilation theorem (see Appendix B.2), we can construct orthonormal basis vectors \(|n\rangle\) which are projected onto \(|s_n\rangle\) by \( \hat{P}_2 \).

## 4.6 Negative weak values

The complex probability distribution defined by the weak values of projection operators is used to understand quantum paradoxes relevant to pre- and post-selected ensembles. The examples of such quantum paradoxes are Hardy’s paradox [5, 6] and the quantum \( N \)-box problem [7]. In such paradoxical systems, negative weak values often appear. In this section, we describe how the negative weak values are represented on the Bloch sphere.

### 4.6.1 The region of negative weak values

We consider the condition when the real part of the weak value of a projection operator becomes negative. From Eq. (4.59),

\[
\text{Re}\langle |n\rangle\langle n| \rangle_w = |s_n| + s_n \cdot w^R, \quad (4.59)
\]
and the condition of the negative weak value is given by

$$|s_n| + s_n \cdot w^R < 0. \quad (4.60)$$

Using Eq. (4.41), this condition reduces to

$$\frac{s_n}{|s_n|} \cdot (-r) > \cos \theta. \quad (4.61)$$

Let $0 \leq \phi \leq \pi$ denote the angle between $-r$ and $s_n$, the above condition is equivalent to

$$0 \leq \phi < \theta. \quad (4.62)$$

When $s_n$ is in the circular cone with the axis $-r$ and the aperture $2\theta$, the weak value $\langle |n\rangle \langle n| \rangle_w$ becomes negative. The region of the negative weak value is shown in Fig. 4.4. The vectors $-r_i$ and $-r_f$ correspond to the opposite generatrixes of the negative-weak-value cone.

### 4.6.2 Three-box problem

We consider, as an example, the so-called the three-box problem [7, 8]. Assume that we have three boxes and there is one particle in any one of these boxes. The particle is assumed to be a quantum particle and the states $|1\rangle$, $|2\rangle$ and $|3\rangle$ correspond to
the case when the particle exists in the number 1, 2, and 3 box, respectively. One can pack the particle in a superposition state. The three box problem assumes that the particle was packed in an initial state $|\psi_i\rangle$ and was found to be in a final state $|\psi_f\rangle$. The initial and the final states are given by

$$|\psi_i\rangle = \frac{|1\rangle + |2\rangle + |3\rangle}{\sqrt{3}}, \quad (4.63)$$
$$|\psi_f\rangle = \frac{|1\rangle + |2\rangle - |3\rangle}{\sqrt{3}}. \quad (4.64)$$

Then, we consider the problem to guess the probability of finding the particle in one of these boxes. The quasiprobability distribution based on the weak values is given by

$$\Re \langle 1 | 1 \rangle_w = 1; \quad (4.65)$$
$$\Re \langle 2 | 2 \rangle_w = 1; \quad (4.66)$$
$$\Re \langle 3 | 3 \rangle_w = -1. \quad (4.67)$$

This means that the case of finding the particle in box 3 is more unlikely than the case with “probability” 0. As a result, if we weakly measure the value of the projection operator $|3\rangle\langle 3|$, the meter of measuring device moves opposite to the ordinary direction.

We represent this situation on the Bloch sphere. The path kets $|s_n\rangle$ are given by

$$|s_1\rangle = \frac{1}{2}(|1\rangle + |2\rangle), \quad (4.68)$$
$$|s_2\rangle = \frac{1}{2}(|1\rangle + |2\rangle), \quad (4.69)$$
$$|s_3\rangle = |3\rangle. \quad (4.70)$$

Fig. 4.5 shows the configuration of the path vectors. The path vectors $s_1$, $s_2$, and $s_3$ satisfy the relation:

$$s_1 = s_2 = \frac{1}{2} s_3. \quad (4.71)$$

Note that the vector $s_3$ is directed opposite to the geodesic curve connecting the initial state $r_i$ and the final state $r_f$. This means that the $s_3$ is on a roundabout way. Thus the path $s_3$ does not seem to be traced by the particle. This fact makes the weak value of the box $|3\rangle$ be negative. Since the weak value is determined based

---

We used the word “probability” since the quasiprobability distribution is not a standard probability distribution.
not only on the pre-selected state but also on the post-selected state, we have more information to guess the path traced by a particle than ordinary situations. As a results, a weak value sometimes becomes negative to show the “probability” of a rare event.

4.7 Maximizing weak value

Finally, we consider the problem to maximize the real or imaginary part of the weak value for a fixed success probability of post-selection. This problem is important to maximize the sensitivity of the weak-value amplification.

Using the spectral decomposition given in Eq. (4.50), the weak value of an observable $\hat{A}$ is written as

$$\langle \hat{A} \rangle_w = \sum_{n=1}^{N} a_n (|s_n| + s_n \cdot w).$$

Let the maximum and minimum eigenvalues of $\hat{A}$ be $a_{\text{max}}$ and $a_{\text{min}}$, respectively. For simplicity, we assume that $|a_{\text{max}}| > |a_{\text{min}}|$. We denote the path vectors corresponding to $a_{\text{max}}$ and $a_{\text{min}}$ as $s_{\text{max}}$ and $s_{\text{min}}$, respectively.

For a fixed success probability of post-selection, the lengths of $w^R$ and $w^I$ are also fixed. The problem is thus reduced to maximize the real or imaginary part of the right-hand side of Eq. (4.72) for given $w^R$ and $w^I$ by varying $s_n$ under the constraints given by Eq. (4.56) and Eq. (4.57). Since $\langle \hat{A} \rangle_w$ is a weighted sum of the value $|s_n| + s_n \cdot w$, we can maximize Re($\hat{A}$) by choosing $s_{\text{max}}$ to be the vector with length 1/2 along the direction of $w^R$ and $s_{\text{min}}$ to be the vector with length 1/2
4.8 Summary

In this section, we have revealed the geometric properties of the two-state operators. We have also constructed the Bloch sphere representation of the two-state operators. By using the Bloch sphere representation, we have shown the region corresponding to negative “probabilities” explicitly. We found that the negative “probability” along the opposite direction of \( w^R \). The maximization of the imaginary part can also achieved by choosing \( s_{\text{max}} \) to be the vector with length 1/2 along the direction of \( w^I \) and \( s_{\text{min}} \) to be the vector with length 1/2 along the opposite direction of \( w^I \)

The configurations of the path vectors that maximize the real and imaginary parts of the weak value are shown in Fig 4.6. In these cases, the maximum values are calculated by Eq. (4.72) as

\[
\text{max}_{P(f|i):\text{const.}} \text{Re}\langle \hat{A} \rangle_w = \frac{a_{\text{max}} + a_{\text{min}}}{2} + \frac{a_{\text{max}} - a_{\text{min}}}{2} |w^R|, \quad (4.73)
\]

\[
\text{max}_{P(f|i):\text{const.}} \text{Im}\langle \hat{A} \rangle_w = \frac{a_{\text{max}} - a_{\text{min}}}{2} |w^I|. \quad (4.74)
\]

When we set the success probability as \( P(f|i) = \cos^2 \xi \), the lengths of the real and imaginary parts of the vector \( w \) become \( w_R = 1/\cos \xi \) and \( w_I = \tan \xi \). Therefore, Eq. (4.73) and Eq. (4.74) are consistent with the results given in Appendix A.2.

![Figure 4.6: Configurations of the path vectors that maximize (a) the real part and (b) imaginary part of the weak value.](image-url)
appears when a quantum state traces the path that are opposite to the geodesic (or the shortest) path from the initial state to the final state. Finally, we showed that the strategy of maximizing the weak value can be easily understood in terms of the configuration of the path vectors.
Chapter 5

Two-state vector tomography via spin-exchange interaction

5.1 Introduction

In this chapter, we consider the weak measurements in qubit systems \([53, 54, 55]\) and propose a method to measure the weak value of a spin component along an arbitrary direction using a single interaction. We initially use spin-exchange interaction for this purpose, but subsequently, demonstrate that a large class of interactions can be used in the same manner. The measurement of an arbitrary spin weak value enables spin-state tomography. The aim of this chapter is to establish a method of performing state tomography of pre- and post-selected ensembles by a single interaction.

5.2 Weak values in qubit systems

The state of the pre- and post-selected ensemble is fully described by the two-state operator

\[
\hat{W} = \frac{|\psi_i\rangle\langle\psi_i|}{\langle\psi_i|\psi_i\rangle}. \tag{5.1}
\]

The weak value of an observable \(\hat{A}\) can be calculated by using \(\hat{W}\) as

\[
\langle\hat{A}\rangle_w = \text{tr}(\hat{W}\hat{A}). \tag{5.2}
\]

For a qubit system, \(\hat{W}\) is decomposed by the Pauli operators \(\hat{\sigma} = (\hat{\sigma}_x, \hat{\sigma}_y, \hat{\sigma}_z)^T\) as

\[
\hat{W} = \frac{1}{2}(\hat{I} + \mathbf{w} \cdot \hat{\sigma}), \tag{5.3}
\]
where \( \hat{I} \) is the identity operator and \( w \) is a complex vector in \( \mathbb{C}^3 \). The vector \( w \) is known as the weak vector [57, 60]. Its components are weak values for the Pauli operators,

\[
\hat{\sigma} = (\hat{\sigma})_w.
\]  
(5.4)

We define the real and imaginary parts of weak vector \( w \) as \( w^R \) and \( w^I \), respectively, so that \( w = w^R + iw^I \). A spin component along a unit vector \( \mathbf{n} = (n_x, n_y, n_z)^T \) is defined as \( \hat{\sigma}_n := \mathbf{n} \cdot \hat{\sigma} \). The weak value for the spin component \( \hat{\sigma}_n \) is obtained by projecting the weak vector onto \( \mathbf{n} \):

\[
\langle \hat{\sigma}_n \rangle_w = w \cdot \mathbf{n}.
\]  
(5.5)

### 5.3 Two-state vector tomography

We present a method to perform tomography of the weak vector \( w \) by using spin-exchange interaction. This interaction generates the partial swap between two qubits. For the case of a pre-selected only ensemble, it is understood that all information about the initial state is transferred to the probe state by the spin-exchange interaction. The spin-state tomography using spin-exchange interaction has been demonstrated experimentally [58]. We will show that the spin-exchange interaction transfers information not only about the pre-selected state but also about the post-selected state. Therefore, one can perform tomography of the two-state operator.

Assume that both of measured and probe systems are qubit systems that can be coupled with each other via the spin-exchange interaction. The Hamiltonian of the interaction is proportional to the operator

\[
\hat{G} = \hat{\sigma}_x \otimes \hat{\sigma}_x + \hat{\sigma}_y \otimes \hat{\sigma}_y + \hat{\sigma}_z \otimes \hat{\sigma}_z.
\]  
(5.6)

The ensemble is measured between pre- and post-selection. The unitary evolution caused by this interaction is expressed as \( U(\theta) = \exp(-i\theta \hat{G}) \), where \( \theta \) characterizes the strength of the measurements. The conditional evolution of the probe for a given pre- and post-selected ensemble is described by the operator

\[
\hat{V}(\theta) = \langle \psi_l | \hat{U}(\theta) | \psi_i \rangle
\]

\[
= \langle \psi_l | \psi_i \rangle (\hat{I} - i\theta \hat{G}_w) + O(\theta^2),
\]  
(5.7)

where

\[
\hat{G}_w := \text{tr}_S(\hat{W} \hat{G}) = w \cdot \hat{\sigma} = \hat{\sigma}_w
\]  
(5.8)

acts on the probe system. Here \( \text{tr}_S \) is the partial trace over the measured system. The operator \( \hat{G}_w \) generates the evolution of the probe states. All information about
\( \mathbf{w} \) is stored in \( \hat{G}_w \). Denote the initial probe state as \( \hat{\rho}_i \) and the unnormalized final probe state as \( \hat{\rho}_f = \hat{V}(\theta)\hat{\rho}_i\hat{V}(\theta)\). Expanding \( \hat{\rho}_f \) to first order in \( \theta \), we obtain

\[
\hat{\rho}_f = |\langle \psi_1 | \psi_2 \rangle|^2 [\hat{\rho}_i - i\theta (\hat{G}_w \hat{\rho}_i - \hat{\rho}_i \hat{G}_w^\dagger)].
\] (5.9)

Hereafter, only terms through first order are retained. Define the expectation value of a probe observable \( M \) with respect to the initial and final states as \( \langle M \rangle_i := \text{tr}(\hat{\rho}_i M)/\text{tr}\hat{\rho}_i \) and \( \langle M \rangle_f := \text{tr}(\hat{\rho}_f M)/\text{tr}\hat{\rho}_f \), respectively. The unnormalized expectation value of the probe observable \( M \) for the final state is

\[
\text{tr}(\hat{\rho}_f M) = |\langle \psi_1 | \psi_2 \rangle|^2 \left( \langle M \rangle_i + 2\theta \text{Im}(\hat{M}\hat{G}_w) \right).
\] (5.10)

Define the shift operator for \( \hat{M} \) as \( \delta \hat{M} := \hat{M} - \langle M \rangle_i \). The normalized readout is given by

\[
\langle \delta \hat{M} \rangle_f = 2\theta \text{Im}(\delta \hat{M}\hat{G}_w)_i
\]

\[
= \theta \left[ \langle \hat{M} , \hat{\sigma}_{\text{w},r} \rangle_i + \{ \delta \hat{M} , \hat{\sigma}_{\text{w},r} \} \right].
\] (5.11)

The initial probe state is represented as \( \hat{\rho}_i = (1/2)(\hat{I} + \mathbf{r} \cdot \hat{\mathbf{\sigma}}) \) using the Bloch vector \( \mathbf{r} \). Recalling the commutation and anticommutation relations: \( [\hat{\sigma}_a, \hat{\sigma}_b] = 2i(\mathbf{a} \times \mathbf{b}) \cdot \hat{\mathbf{\sigma}} \) and \( \{ \hat{\sigma}_a, \hat{\sigma}_b \} = 2(\mathbf{a} \cdot \mathbf{b})\hat{I} \), the average shift of probe observable \( \hat{M} = \hat{\sigma}_n \) is

\[
\langle \delta \hat{\sigma}_n \rangle_f = 2\theta \left[ \mathbf{w}^R \cdot (\mathbf{r} \times \mathbf{n}) + \mathbf{w}^\dagger \cdot (\mathbf{n} - (\mathbf{n} \cdot \mathbf{r})\mathbf{r}) \right].
\] (5.12)

Let \( \mathbf{w} = (w_x, w_y, w_z)^T \). To measure \( w_y \) and \( w_z \), we use two initial probe states \( |x^+ \rangle \) and \( |x^- \rangle \) corresponding to +1 and -1 eigenstates of operator \( \hat{\sigma}_x \), respectively. In these cases, the average readouts for measurements of \( \hat{\sigma}_y \) and \( \hat{\sigma}_z \) are

\[
\langle \hat{\sigma}_y \rangle_{f}^{x^+} = 2\theta(w_z^R + w_y^I),
\] (5.13)

\[
\langle \hat{\sigma}_y \rangle_{f}^{x^-} = 2\theta(-w_z^R + w_y^I),
\] (5.14)

\[
\langle \hat{\sigma}_z \rangle_{f}^{x^+} = 2\theta(-w_y^R + w_z^I),
\] (5.15)

\[
\langle \hat{\sigma}_z \rangle_{f}^{x^-} = 2\theta(w_y^R + w_z^I),
\] (5.16)

where the superscripts \( x^+ \) and \( x^- \) represent the states \( |x^+ \rangle \) and \( |x^- \rangle \), respectively. The evolution of the probe states generated by the real and imaginary parts of the weak values is sketched in Fig. 5.11. Adding and subtracting Eqs. (5.14) – (5.16), the \( y \) and \( z \) components of weak vector can be obtained as

\[
\langle \hat{\sigma}_y \rangle_{f}^{x^+} - \langle \hat{\sigma}_y \rangle_{f}^{x^-} = 4\theta w_z^R,
\] (5.17)

\[
\langle \hat{\sigma}_y \rangle_{f}^{x^+} + \langle \hat{\sigma}_y \rangle_{f}^{x^-} = 4\theta w_y^I,
\] (5.18)

\[
\langle \hat{\sigma}_z \rangle_{f}^{x^+} - \langle \hat{\sigma}_z \rangle_{f}^{x^-} = -4\theta w_y^R,
\] (5.19)

\[
\langle \hat{\sigma}_z \rangle_{f}^{x^+} + \langle \hat{\sigma}_z \rangle_{f}^{x^-} = 4\theta w_z^I.
\] (5.20)
Figure 5.1: The evolution of the probe states induced by the weak values $w_y = \langle \hat{\sigma}_y \rangle_w$ and $w_z = \langle \hat{\sigma}_z \rangle_w$. The real part of the weak values shift the two initial states $|x^+\rangle$ and $|x^-\rangle$ in opposite directions. In contrast, the imaginary parts of the weak values shift those state in same direction. Thus we can decompose the contribution from the real and imaginary parts of the weak values by using two orthogonal states as initial probes.

The procedure used to decompose the real and imaginary parts of weak values is the same as that used to decompose the effects of optical Kerr rotation and circular dichroism in spin-state tomography \[59\]. The weak value of a spin component along an arbitrary direction can be extracted by using appropriate setups for the probe. For example, the value of $w_x$ can be found by using $|y^+\rangle$ and $|y^-\rangle$ as initial probe states and measuring the observables $\hat{\sigma}_z$ and $\hat{\sigma}_x$.

Note that the measurement of the imaginary parts is simplified by using a completely mixed probe state. For such a state, or for $r = 0$, Eq. \(5.12\) gives

$$\langle \hat{\sigma}_n \rangle_f = 2\theta \mathbf{w}^I \cdot \mathbf{n}. \quad (5.21)$$

Thus, we can obtain the imaginary part of a weak value, $\text{Im}\langle \sigma_n \rangle_w = \mathbf{w}^I \cdot \mathbf{n}$, in a single experimental setup.

### 5.4 Optical implementation

Next we propose a simple optical setup that demonstrates the two-state vector tomography. The path and polarization of a photon serve as the measured and probe systems, respectively. The eigenstates of the generator $\hat{G}$ of the exchange
Figure 5.2: Experimental setup for two-state vector tomography. Two beam splitters (BS1 and BS2) are used for pre- and post-selection of the path. The interferometer (shaded region) composed of two polarizing beam splitters (PBSs) and phase plate realizes the exchange interaction. The two-state vector of photon path is estimated by polarization measurements. The first pair of a half-wave plate (HWP) and a quarter-wave plate (QWP) is used to prepare the initial probe state. The second pair of a HWP and a QWP is used to change the measurement basis.

interaction are the four Bell states,

$$|\beta_{ab}\rangle := \frac{|0, b\rangle + (-1)^a |1, \tilde{b}\rangle}{\sqrt{2}} \quad (a, b = 0, 1),$$  \hspace{1cm} (5.22)

where $\tilde{b}$ is the negation of $b$ and $|a, b\rangle$ are the computational basis states. The state $|\beta_{11}\rangle = (|0, 1\rangle - |1, 0\rangle)/\sqrt{2}$ belongs to eigenvalue $-3$ and the other three states belong to eigenvalue $1$. Therefore, the exchange interaction can be implemented by shifting the phase of $|\beta_{11}\rangle$. Let $\hat{B}$ denote the unitary operator generating the Bell states from the computational basis states, i.e., $|\beta_{xy}\rangle = \hat{B}|x, y\rangle$. Define the phase shift operator as

$$\hat{O}_\theta := |0\rangle\langle 0| \otimes \hat{I} + |1\rangle\langle 1| \otimes e^{i\theta}|1\rangle\langle 1|,$$  \hspace{1cm} (5.23)

such that the exchange interaction is realized up to an overall phase factor by

$$\hat{U}(\theta) = \hat{B}\hat{O}_{\theta}\hat{B}^\dagger = e^{i\theta}\exp(-i\theta\hat{G}).$$  \hspace{1cm} (5.24)

Let $\hat{C}$ represent a controlled-NOT gate whose target qubit is measured qubit and let $\hat{H}$ represent an Hadamard gate. Then $\hat{B}$ can be expressed as $\hat{B} = \hat{C}(\hat{I} \otimes \hat{H})$. Therefore, we have

$$\hat{U}(\theta) = \hat{C}(\hat{I} \otimes \hat{H})\hat{O}_{\theta}(\hat{I} \otimes \hat{H})\hat{C} = \hat{C}\hat{D}_{\theta}\hat{C},$$  \hspace{1cm} (5.25)
with $\hat{D}_{4\theta} := (\hat{I} \otimes \hat{H}) \hat{O}_{4\theta} (\hat{I} \otimes \hat{H})$. The operator $\hat{D}_{4\theta}$ is explicitly

$$\hat{D}_{4\theta} = |0\rangle \langle 0| \otimes \hat{I} + |1\rangle \langle 1| \otimes e^{4i\theta} (-)^{-1}.$$  \hfill (5.26)

where $|-\rangle = (|0\rangle - |1\rangle)/\sqrt{2}$. In an optical setup, $\hat{C}$ can be implemented by a polarizing beam splitter (PBS) and $\hat{D}_{4\theta}$ can be implemented by inserting a phase plate with optical axis at 45° into one of the paths. Figure 5.2 shows the setup for two-state vector tomography with respect to photon path states. The first and second beam splitters (BS1 and BS2) pre-select and post-select the path states, respectively. The interferometer, composed of two PBSs and a phase plate, functions as the spin-exchange interaction. A half-wave plate (HWP) and a quarter-wave plate (QWP) before BS1 prepare the initial probe states, whereas those after BS2 change the measurement basis. To perform two-state vector tomography, we first prepare horizontally and vertically polarized photons and measure the polarization of the output photons in the diagonal/anti-diagonal polarization basis and in the left/right circular polarization basis. Adding and subtracting the results of these measurements as shown in Eqs. (5.17)–(5.20), we obtain the values of $w_y$ and $w_z$. Similarly, preparing diagonally and anti-diagonally polarized photons and measuring the output polarization in the left/right circular polarization basis and the horizontal/vertical polarization basis, we can extract the value of $w_z$.

### 5.5 Generalization

We show that the form of the interaction (5.11) used in our method can be generalized. A general expression for the generator is

$$\hat{G} = \sum_{k,l \in \{x,y,z\}} g_{kl} \hat{\sigma}_k \otimes \hat{\sigma}_l,$$  \hfill (5.27)

where $g_{kl}$ are complex numbers. We denote a matrix representing the coupling coefficients as $G := [g_{kl}]$. For the general form of $\hat{G}$, the generator of the evolution of the probe is

$$\hat{G}_w = \sum_{k,l \in \{x,y,z\}} g_{kl} w_k \hat{\sigma}_l = (G^T \mathbf{w}) \cdot \mathbf{\sigma} = \hat{\sigma} G^T \mathbf{w}.$$  \hfill (5.28)

Hence, we can extract vector $G^T \mathbf{w}$ in the same manner as the spin-exchange interaction. We thereby obtain $\mathbf{w}$ as long as $G^T$ is invertible.
5.6 Summary

We have developed a method to measure an arbitrary spin weak value by a spin-
exchange interaction, enabling two-state vector tomography. The method can be
generalized to various types of interaction. We have also proposed an optical setup
to demonstrate two-state vector tomography of photon path states. Since the spin
exchange interaction between particles has been demonstrated in quantum systems
in two-polarization qubits [34] and spin-polarization qubits [55], our methods can
be applied to various quantum systems.
Chapter 6

Weak measurements with completely mixed states

6.1 Introduction

The precision measurement is one of the primary applications of weak measurements. It is known that the weak value of an observable can be very large when the pre- and post-selected states are nearly orthogonal. Potentially large weak values hold out the possibility of “amplifying” the effect of weak interactions by appropriately designing the pre- and post-selected ensemble. The “amplification” scheme using pre- and post-selection is known as the weak-value amplification. In 2008, Hosten and Kwiat demonstrated the usefulness of the weak-value amplification by observing the spin Hall effect of light via weak measurements [15]. Inspired by this experiment, the weak-value amplification has been applied to various precision measurements including beam deflection measurements [16, 17, 18], frequency measurements [19], and measurements of the plasmonic spin Hall effect [20].

Measuring the effects of feeble interactions requires performing many runs of an experiment. The post-selection in the weak-value amplification is designed to extract only the subensemble that has a high contribution to the signal; the rest of the pre-selected ensemble is discarded. The signal of weak measurements is enhanced when post-selection succeeds, but the success probability decreases for larger enhancement factors. Consequently, weak measurements are ultimately limited by the standard quantum limit. Nevertheless, weak measurements are known to improve the signal-to-noise ratio (SNR) of the experiments that are subject to noise, as shown in Sec. 2.3.4. Whether the SNR can be improved depends on the noise characteristics. We assume that the dominant noise is proportional to \( N^\alpha \), where \( N \) denotes the total number of experimental runs and \( \alpha \) is determined by factors
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such as the noise statistics and the measurement method. For $\alpha > 1/2$, weak measurements produce a net gain in the SNR by a factor of $P(f)\alpha_{1/2}^{-1}$, where $P(f)$ is the success probability of the post-selection [17]. More detailed analyses have been given for specific noise such as noise in optical experiments [30, 61] and correlated noise [37], both of which correspond to the case $\alpha = 1$. Since practical experiments can have multiple noise sources that have different values of $\alpha$, weak values should be designed to suit the individual experiments [17].

The weak value is generally a complex number. Its real and imaginary parts can be measured using the respective settings of the probe system. There are thus two possibilities when designing a weak-value experiment. Our interest is whether there are any practical difference between these two schemes when applying weak measurements to precision measurements. We show that the weak-value amplification using the imaginary parts of weak values are advantageous when the probe state for weak measurements becomes mixed.

There are some studies investigating the weak measurements with mixed probe states. Johansen [62] studied weak measurements of the real part of the weak value with mixed probe states. He theoretically showed that weak measurements with many mixed states provide the same amplification effects as pure states. Although Johansen’s results are valid under first order calculation, Cho et al. [63] showed both theoretically and experimentally that substantial decoherence degrades the amplification effect.

In contrast to the real part of the weak value, Kedem showed that weak measurements of the imaginary part of the weak value are robust to some kinds of noise in the initial probe states [64]. This implies that a mixed, or noisy, probe state can be used for weak-value amplification. As such an experiment, interferometric phase estimation via weak measurements with white light has been proposed [65].

The first aim of this chapter is to provide a unified view of weak measurements with mixed probe states, and hence clarify the kinds of noise weak measurements can tolerate. We demonstrate the possibility of weak measurements with completely mixed probe states. It turns out that the completely mixed probe state has several advantageous properties for precision measurements. The second aim of this chapter is to experimentally demonstrate weak measurements with completely mixed probe states.

The rest of the chapter is organized as follows. In Sec. 6.2, we describe weak measurements with mixed probe states by focusing mainly on weak measurements of the imaginary parts of weak values. We also consider the robustness of the weak measurements to noise in the probe system. In Sec. 6.3, we demonstrate measurement of polarization rotation via unpolarized light, which corresponds to a weak
measurement with a completely mixed probe state. Section 6.3 summarizes the findings of the study.

### 6.2 Weak measurements with mixed probe states

#### 6.2.1 Fundamentals

Weak measurements involve two quantum systems: the measured and probe systems. The measured system state is pre-selected in an initial state \( |\psi_i\rangle \) and post-selected in a final state \( |\psi_f\rangle \). The ensemble is measured between pre- and post-selections via the following unitary evolution:

\[
U(\theta) = \exp(-i\theta \hat{A} \otimes \hat{K}),
\]

where \( \hat{A} \) and \( \hat{K} \) are respectively observables of the measured and probe systems and \( \theta \) represents the strength of measurements. The effective evolution of the probe system for the given pre- and post-selected ensemble is described by

\[
V_{\text{eff}}(\theta) = \exp(-i\langle \hat{A} \rangle_w \hat{K}) + O(\theta^2),
\]

which is derived from \( \hat{U}(\theta) \) as

\[
\langle \psi_f | \hat{U}(\theta) | \psi_i \rangle = e^{i \arg \langle \psi_f | \psi_i \rangle} \sqrt{\mathcal{P}(f|i)} \hat{V}_{\text{eff}}(\theta),
\]

where \( \mathcal{P}(f|i) := |\langle \psi_f | \psi_i \rangle|^2 \) represents the success probability of post-selection. Figure 6.1 shows the effective evolution of a qubit probe with \( \hat{K} = \hat{Z} \), where is the Pauli \( Z \) operator. The imaginary part of the weak value \( \langle \hat{A} \rangle_w \) contributes to the non-unitary evolution and directly changes the probability distribution of \( \hat{K} \), while the real part contributes to the relative phase change of the probe states.

We prepare the probe state in a mixed state \( \sigma_i \). The final state of the probe is given by \( \hat{\sigma}_f(\theta) = \mathcal{P}(f|i) \hat{V}_{\text{eff}}(\theta) \hat{\sigma}_i \hat{V}_{\text{eff}}(\theta)^\dagger \). We denote the initial and final expectation values of a probe observable \( \hat{M} \) by \( \langle \hat{M} \rangle_i := \text{tr}(\hat{\sigma}_i \hat{M}) / \text{tr} \hat{\sigma}_i \) and \( \langle \hat{M} \rangle_f := \text{tr}[\hat{\sigma}_f(\theta) \hat{M}] / \text{tr} \hat{\sigma}_f(\theta) \), respectively. We also define the shift operators for \( \hat{M} \) as \( \delta_i \hat{M} := \hat{M} - \langle \hat{M} \rangle_i \) and \( \delta_i \hat{M} := \hat{M} - \langle \hat{M} \rangle_f \). The shift of the probe observable \( \hat{M} \) can be derived as

\[
\langle \delta_i \hat{M} \rangle_f = \theta \text{Re} \langle \hat{A} \rangle_w \langle -i [\hat{M}, \hat{K}] \rangle_i + \theta \text{Im} \langle \hat{A} \rangle_w \langle \{ \delta_i \hat{M}, \delta_i \hat{K} \} \rangle_i + O(\theta^2).
\]

The factor \( \langle \{ \delta_i \hat{M}, \delta_i \hat{K} \} \rangle_i \) represents the correlation between \( \hat{K} \) and \( \hat{M} \) for the initial probe state. The imaginary part of the weak value affects the probe observable correlated with \( \hat{K} \). Especially for \( \hat{M} = \hat{K} \),

\[
\langle \delta_i \hat{K} \rangle_f = 2\theta \text{Im} \langle \hat{A} \rangle_w \langle (\delta_i \hat{K})^2 \rangle_i + O(\theta^2).
\]
Figure 6.1: Flows of probe states induced by the real and imaginary parts of a weak value, for $\hat{K} = \hat{Z}$ and the initial probe states with $\langle \hat{Z} \rangle = 0$ (on the equatorial plane of the Bloch ball). The lengths of the arrows are proportional to the real and imaginary parts of the weak value. The real and imaginary parts of the weak value respectively contribute to unitary and non-unitary evolutions of the probe states. The unitary flow becomes smaller as the probe state becomes more mixed. In contrast, the non-unitary flow is uniform in the equatorial plane.

We can extract the contribution of only the imaginary part of the weak value by measuring $\hat{K}$. Hereafter, we treat weak measurements with $\hat{M} = \hat{K}$.

We consider the SNR of the measurement. The final variance of $\hat{K}$ is given by $\langle (\delta_{\ell}\hat{K})^2 \rangle_f = \langle (\delta_{\ell}\hat{K})^2 \rangle_i + O(\theta)$ (for details, see Appendix C.1) and the success probability of post-selection is $\text{tr}\sigma_f(\theta) = \mathcal{P}(f|ii) + O(\theta)$. Repeating the measurement $N$ times, the post-selection succeeds $N\text{tr}\sigma_f(\theta)$ times on average. Hence, the SNR of the measurement is derived as

$$\text{SNR} = \frac{N\text{tr}\sigma_f(\theta)\langle \delta_{\ell}\hat{K} \rangle_f}{\sqrt{N\text{tr}\sigma_f(\theta)\langle (\delta_{\ell}\hat{K})^2 \rangle_f}} = 2\theta \text{Im}\langle \hat{A} \rangle_w \sqrt{N\mathcal{P}(f|ii)\langle (\delta_{\ell}\hat{K})^2 \rangle_i + O(\theta^2)}. \quad (6.6)$$

The SNR is proportional to the standard deviation $\sqrt{\langle (\delta_{\ell}\hat{K})^2 \rangle_i}$ of the initial probe state; which is independent of the coherence between eigenstates $|k\rangle$ of $\hat{K}$. Therefore, the decoherence of the initial probe state does not hinder the measurement provided the standard deviation is retained. The completely mixed state can also be used as an initial probe state. Especially for a qubit probe, the completely mixed state always achieves the maximum SNR since it has the maximum standard deviation for any $\hat{K}$. This is in contrast to the real part of the weak value, which cannot
be measured by using the completely mixed state since $-i[\hat{M}, \hat{K}]$ in Eq. (6.4) is a traceless operator.

### 6.2.2 Noise tolerance

We describe the noise tolerance of the weak measurements in detail. Figure 6.2 shows a schematic diagram of our setup. Assume that the probe system is exposed to the noises before and after the interaction, which are expressed by the quantum channels $\mathcal{E}_i$ and $\mathcal{E}_f$, respectively.

For convenience, we refer to quantum channels $\mathcal{E}$ that satisfy the following condition as phase noise: for an arbitrary eigenstate $|k\rangle$ of $\hat{K}$,

$$\mathcal{E}(|k\rangle\langle k|) = |k\rangle\langle k|.$$  \hspace{1cm} (6.7)

This condition is satisfied if and only if the quantum channel has the Kraus representation $\{\hat{E}_n\}$ of the form (for details, see Appendix C.2)

$$\hat{E}_n = \sum_k c_n(k)|k\rangle\langle k|,$$  \hspace{1cm} (6.8)

where $c_n(k)$ are complex numbers satisfying $\sum_n |c_n(k)|^2 = 1$. When the probe system is a two-state system and $\hat{K} = \hat{Z}$, it can be easily verified that the phase noise is simply the composition of phase-flip noise and a unitary rotation about the $Z$ axis.

We show that if $\mathcal{E}_i$ and $\mathcal{E}_f$ are phase noises the results of weak measurements is unaffected by these noises. We define a map representing the measurement interaction as $\mathcal{U}_\theta(\hat{\rho}) := \hat{U}(\theta)\hat{\rho}\hat{U}(\theta)^\dagger$, where $\hat{\rho}$ is a state of the whole system. Assuming that $\mathcal{E}$ is phase noise, Eq. (6.8) indicates that $\mathcal{E}$ has the following two properties:

$$\mathcal{E}(\hat{\rho}) = \mathcal{E}(\hat{U}(\theta)\hat{\rho}\hat{U}(\theta)^\dagger),$$

$$\langle k|\mathcal{E}(\hat{\rho})|k\rangle = \langle k|\hat{\rho}|k\rangle.$$  \hspace{1cm} (6.9)

$$\langle k|\mathcal{E}(\hat{\sigma})|k\rangle = \langle k|\hat{\sigma}|k\rangle.$$  \hspace{1cm} (6.10)
where $\mathcal{I}$ is the identity channel for the measured system and $\hat{\sigma}$ is an arbitrary probe state. It directly follows from Eq. (6.7) that the composition of phase noises is also a phase noise. Let $p'_f(k)$ and $p_f(k)$ respectively denote the final probability distributions of the weak measurement with and without noise. Then

$$p'_f(k) = \langle \psi| \langle k | (\mathcal{I} \otimes \mathcal{E}_f) \circ \mathcal{U}_0 \circ (\mathcal{I} \otimes \mathcal{E}_i)(|\psi\rangle \langle \psi | \otimes \hat{\sigma}_i)|\psi_f\rangle |k\rangle = \langle \psi| \langle k | (\mathcal{I} \otimes \mathcal{E}_f \circ \mathcal{E}_i) \circ \mathcal{U}_0 (|\psi\rangle \langle \psi | \otimes \hat{\sigma}_i)|\psi_f\rangle |k\rangle = \langle \psi| \langle k | \mathcal{U}_0 (|\psi\rangle \langle \psi | \otimes \hat{\sigma}_i)|\psi_f\rangle |k\rangle = p_f(k). \quad (6.11)$$

Hence, the results of weak measurements are unaffected by the phase noises $\mathcal{E}_i$ and $\mathcal{E}_f$.

In addition, using the completely mixed probe state has a further advantage in terms of noise tolerance. In fact, any noise described by a unital channel, which maps the identity operator $\hat{I}$ to itself (i.e. $\mathcal{E}_i(\hat{I}) = \hat{I}$) cannot affect the completely mixed state. Therefore, the results of weak measurements will be insensitive to a wider class of noise before the measurement interaction.

The weak measurement of the imaginary part of the weak value seems to be more classical than that of the real part because the probe observable $\hat{K}$ commutes with the measurement interaction. Interestingly, this classicality contributes to robustness against probe noise.

### 6.3 Experiments

In this section, we experimentally demonstrate weak measurements with completely mixed probe states. Figure 6.3 shows the setup used for our experiments. The measured and probe systems correspond to the path and polarization of a photon, respectively. We used the unpolarized light as a completely mixed probe state, and thereby measured the path-dependent polarization rotation via weak measurements.

#### 6.3.1 Overview

In this section, we describe the overview of the experimental setup shown in Fig. 6.3. To generate the unpolarized light, we used a superluminescent diode (SLD), a Glan laser polarizer (GL), and a quartz plate. The SLD output has a sufficiently short coherence time to be depolarized by differential group delay in the quartz plate. The first beam splitter (BS1) pre-selects the path state as

$$|\psi_i\rangle = \frac{1}{\sqrt{2}}(|0\rangle + |1\rangle). \quad (6.12)$$
Figure 6.3: Experimental setup for weak measurements of polarization rotation with unpolarized light. The unpolarized light is produced by using a superluminescent diode (SLD), a Glan laser polarizer (GL), and a 5-mm-wide quartz plate. The SLD (QSDM-780-9, Qphotonics) has a center wavelength of 795 nm and a spectral width of 17.3 nm. The spatial mode of the SLD is filtered by a single-mode fiber. The polarization of the output light is projected onto the vertically polarized state by the GL, and then depolarized by the quartz plate. Since the differential group delay in the quartz plate is larger than the coherence time of the light, unpolarized light can be obtained by aligning the optical axis of the quartz plate at 45°. The optical power of the unpolarized light is about 1 mW. The pellicle beam splitter is inserted in between the GL and the quartz plate to monitor the optical power. The measured optical power is used to normalize the experimental results. The unpolarized light is introduced to a Mach–Zehnder interferometer. The prism in the lower path is mounted on a piezo stage. Each arm of the interferometer has a half-wave plate (HWP). The interaction strength between the path and the polarization can be varied by rotating the optical axis $\theta$ of the HWP1 in the upper path. The power and polarization of the light are measured at one of the output ports. The quarter-wave plate (QWP) and HWP are adjusted to measure the circularly polarized components of the light.
where $|0\rangle$ and $|1\rangle$ respectively represent the upper and lower path states of the Mach–Zehnder interferometer. Post-selection of the path was realized by observing one of the output ports of BS2. We can change the relative phase $\delta$ of the post-selected state $|\psi_f\rangle$ by translating the piezo stage in the lower path:

$$|\psi_f\rangle = \frac{1}{\sqrt{2}}(|0\rangle + e^{i\delta}|1\rangle).$$

(6.13)

The interaction between the measured and probe systems was implemented by inserting a half-wave plate (HWP) in each arm. The optical axis of the upper HWP was rotated by an angle $\theta$. In practical applications, $\theta$ corresponds to an unknown physical parameter to be estimated. Let $\hat{U}_{\text{HWP}}(\theta)$ denote the unitary operation caused by the HWP at angle $\theta$. The unitary evolution of the whole system is then given by

$$\hat{U}(\theta) = |0\rangle\langle 0| \otimes \hat{U}_{\text{HWP}}(\theta) + |1\rangle\langle 1| \otimes \hat{U}_{\text{HWP}}(0)$$

$$= \hat{U}_{\text{HWP}}(0) \left[|0\rangle\langle 0| \otimes \exp(2i\theta \hat{Z}) + |1\rangle\langle 1| \otimes \hat{I}\right],$$

(6.14)

where $\hat{Z}$ is an observable distinguishing right- and left-handed circular polarization. We can eliminate the overall polarization rotation $\hat{U}_{\text{HWP}}(0)$ by adjusting the measurement basis for polarization. Therefore, we regard the unitary evolution in the Mach–Zehnder interferometer as

$$\hat{U}(\theta) = \exp \left(2i\theta \hat{P}_0 \otimes \hat{Z}\right),$$

(6.15)

where we denote the projector onto the upper path state as $\hat{P}_0 := |0\rangle\langle 0|$. The weak value of the upper path operator $\hat{P}_0$ is calculated as

$$\text{Im} \langle \hat{P}_0 \rangle_w = \frac{1}{2} \tan \left(\frac{\delta}{2}\right),$$

(6.16)

which diverges at $\delta = \pi$. Figure 6.4 shows the imaginary part of the weak vector $\mathbf{w}$ and the path vector $\mathbf{s}_0$ corresponding to the path operator $\hat{P}_0$. The pre- and post-selected states are chosen to maximize the imaginary part of the weak value as shown in Sec. 4.7.

At the output of the interferometer, we measured the success probability of the post-selection and the circular components of the polarization. Recalling that the initial probe state is unpolarized ($\hat{s}_i = \hat{I}/2$), the expected results are given by

$$\text{tr} \hat{s}_i(\theta) = \frac{1}{2} (1 + \cos \delta \cos(2\theta)),$$

(6.17)

$$\text{tr} [\hat{s}_i(\theta) \hat{Z}] = -\frac{1}{2} \sin \delta \sin(2\theta).$$

(6.18)
Thus we can estimate the value of $\theta$ from the result of polarization measurements. The details of the derivation of Eqs. (6.17) and (6.18) are shown in Appendix C.3.

The imaginary part of the weak value can be extracted from Eqs. (6.17) and (6.18) since it corresponds to the normalized sensitivity to the parameter $\theta$:

$$\text{Im}\langle \hat{P}_0 \rangle = -\frac{1}{4} \frac{d}{d\theta} \bigg|_{\theta=0} \frac{\text{tr}[\hat{\sigma}_t(\theta)\hat{Z}]}{\text{tr}[\hat{\sigma}_t(\theta)]}. \quad (6.19)$$

### 6.3.2 Mixed state preparation

We describe the method to prepare the unpolarized light in details. To produce the unpolarized light, we use the superluminescent diode (SLD) as a photon source. This is because the SLD has a wide spectral width, and can be easily depolarized by a differential group delay. We confirmed theoretically and experimentally that the 5-mm-width quartz plate has a sufficient differential group delay to depolarize the light from the SLD.

The SLD (QSDM-780-9, Qphotonics) has a center wavelength of 795 nm and a spectral width of 17.3 nm. The spread of the frequency spectrum is calculated from the relation $f = c/\lambda$ as

$$\Delta f = \frac{c\Delta \lambda}{\lambda^2} = 8.21 \times 10^{12} \text{ Hz}. \quad (6.20)$$

Thus the coherence time of SLD is approximately $\tau_c \simeq 1/\Delta f = 122$ fs.

We next calculate the differential group delay induced by the quartz plate. The group velocity $v_g$ in a medium can be calculated by using the wavelength dependence of the refractive index as

$$v_g = \frac{c}{n - \lambda(\partial n/\partial \lambda)}. \quad (6.21)$$
Figure 6.5: Experimental setup for polarization state tomography. The output of the SLD is projected onto the vertical polarization by Glan laser polarizer. The polarization is rotated by the HWP at an angle $\theta + 90^\circ$. The output polarization is supposed to be linear polarization at the angle $\theta$.

The wavelength dependence of the refractive index is given by the Sellmeier equation \[ 66 \]. By using this, the differential group delay induced by 5-mm-width quartz plate can be calculated as 158 fs. Since the group delay of 158 fs is longer than the coherence time of 122 fs, the two eigen polarization is separated temporally. This temporal separation leads to depolarization.

We also confirmed experimentally that the completely mixed state was prepared. To this purpose, we performed polarization state tomography. The experimental setup is shown in Fig. 6.5. The light is first prepared in the vertical polarization by the GL. The subsequent HWP rotates the polarization by the angle $2\theta$ from the vertical direction. The state of polarization after the HWP is written as

$$|\psi\rangle = -\sin(2\theta)|H\rangle + \cos(2\theta)|V\rangle.$$ \[ (6.22) \]

Finally, the quartz plate destroys the coherence between $|H\rangle$ and $|V\rangle$. The final state is expressed by the density operator,

$$\hat{\rho} = \sin^2(2\theta)|H\rangle\langle H| + \cos^2(2\theta)|V\rangle\langle V|.$$ \[ (6.23) \]

The expected results for polarization measurements are thus

$$\langle \hat{X} \rangle = -\cos(4\theta),$$ \[ (6.24) \]

$$\langle \hat{Y} \rangle = \langle \hat{Z} \rangle = 0.$$ \[ (6.25) \]

We can measure the Pauli operators $\hat{X}$, $\hat{Y}$, and $\hat{Z}$ by setting the angles of HWP and QWP according to Table 6.1. The results of measurements are shown in Fig. 6.6. The experimental results agree well with the theoretical curves. The completely mixed state was obtained at $\theta = 22.5^\circ$. At $\theta = 22.5^\circ$, the incident
Table 6.1: The angles of HWP and QWP to measure the Pauli operators.

<table>
<thead>
<tr>
<th>Measured observable</th>
<th>HWP angle</th>
<th>QWP angle</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{X}$</td>
<td>0°</td>
<td>0°</td>
</tr>
<tr>
<td>$\hat{Y}$</td>
<td>22.5°</td>
<td>0°</td>
</tr>
<tr>
<td>$\hat{Z}$</td>
<td>0°</td>
<td>135°</td>
</tr>
</tbody>
</table>

Figure 6.6: Results of the polarization measurements.

light to the quartz plate is linearly polarized at 45°. In Fig. 6.3, the quartz plate is rotated by 45° to obtain the unpolarized light, instead of preparing the linearly polarized light at 45°.

In our experiments, we used the group delay difference in a quartz plate to depolarize light. We may use a polarization maintaining fiber (PMF) for the same purpose since it also has a group delay difference. The reason why we use a quartz plate is that the pellicle beam splitter in Fig. 6.3 has different transitivity for the horizontal and vertical polarization. When we use a PMF as a depolarizer, we must insert the pellicle beam splitter before the fiber. Since the coupling efficiency of a PMF may fluctuate in time, we could not measure the optical power precisely.
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6.3.3 Measurement of the path interference

Before the main experiments, we measured interference fringes to evaluate the visibility of interference. The visibility of the interference is related to the completeness of post-selection.

When we measured interference fringes, the angle of HWP1 in Fig. 6.3 was set to $\theta = 0$. Setting the angle of HWP1 to $\theta = 0$ turns off the interaction between the path and polarization. We measured the optical power by the photodiode at the output of the interferometer as changing the voltage applied to the piezo stage.

The measured interference is shown in Fig. 6.7. Fitting the results with a sinusoidal function, the visibility of the interference was found to be $V = 0.989 \pm 0.001$. 

Figure 6.7: The interference in Mach–Zehnder interferometer. The vertical axis is normalized by the total optical power monitored before the interferometer. The experimental data is fitted with a sinusoidal function. Since the displacement by the piezo stage is slightly nonlinear to the applied voltage, we take into account the second order term to fit the data.
6.3.4 Measurement of polarization rotation

In this section, we describe the measurements of polarization rotation with unpolarized light.

Measurement system and measurement method

We used the experimental setup as shown in Fig. 6.3. We also show the details of our control system in Fig. 6.8. The measurement procedure is as follows.

Step1. Increment the displacement of the piezo stage and fix the displacement. This procedure fixes the phase $\delta$ of the interferometer.

Step2. Rotate the HWP1. The optical power and circular components of polarization are measured via the photodiodes and the balanced photoreceiver. The angle $\theta$ is varied with $0.1^\circ$ steps.

Step3. Repeat steps 1 and 2 until acquiring the data in the range $0 \leq \delta \leq 2\pi$.

Through these experiments, the displacement of the piezo stage was monitored by a strain gauge and feedback-controlled.

Measurement results

Since the phase $\delta$ of interferometer could not directly measured, we first estimated the value of $\delta$ in each measurement. Combining the output power at $\theta = 0$ for different positions of the piezo stage, we obtained interference fringes as shown in Fig. 6.9. The value of $\delta$ in each measurement was estimated by fitting these interference fringes.

The measurement results are shown in Fig. 6.10 and Fig. 6.11. We show three data with different values of $\delta$. The theoretical curves given by Eq. (6.17) and Eq. (6.18) are depicted as solid lines in Fig. 6.10 and Fig. 6.11. The vertical error bars reflect the deviation of $\delta$ caused by the estimation error and the instability of the interferometer. The experimental results are good accordance with theoretical predictions. Figure 6.11 shows that we can estimate the angle $\theta$ of HWP1 by measuring the polarization.

6.3.5 Weak values

We can calculate the imaginary part of the weak value from the results of polarization measurements. In fact, the weak value corresponds to the normalized sensitivity
Figure 6.8: Control system. The whole devices are controlled by the personal computer (PC). The experimental date are also acquired by the same PC. The solid blue arrows represent the control signals. The dashed green arrows represent the acquired data. The phase $\delta$ of interferometer is determined by the position of the piezo stage, which is controlled via the piezo controller. The HWP1 is mounted on a rotation stage and its angle $\theta$ is controlled via the stage controller. The stage controller generates the timing signal synchronized with the rotation of the stage. This signal is sent to the data acquisition system (DAQ). The output of the two photodiodes and the balanced photoreceiver are sampled in synchronization with the timing signal.
Figure 6.9: Interference fringes measured during the polarization measurements. The horizontal axis represents the indexes of data. Each index corresponds to the different displacement. By fitting the data, we estimated the values of $\delta$.

Figure 6.10: Variation of success probability as a function of the HWP angle $\theta$. The solid lines correspond to the theoretical curves given by Eq. (6.17). The vertical error bars reflect the deviation of $\delta$. 
Figure 6.11: Variation of success probability as a function of the HWP angle $\theta$. The solid lines correspond to the theoretical curves given by Eq. (6.18). The vertical error bars reflect the deviation of $\delta$.

Figure 6.12: Normalized results for polarization measurements as a function of $\theta$. The results of polarization measurements are normalized by the success probability. The solid lines correspond to the theoretical curves. The vertical error bars reflect the deviation of $\delta$. 
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Figure 6.13: Weak values for various post-selected states. The circles represent the experimental data. The dashed blue curve and the solid red curve represent the theoretical curves for $V = 1$ and $V = 0.989$, respectively. The vertical error bars represent the standard deviation of the linear regression. The horizontal error bars reflect the deviation of $\delta$.

to the parameter $\theta$ as shown in Eq. (6.19). Figure 6.12 shows the normalized results of polarization measurements. The theoretical curves take into account the incompleteness of post-selection. The theoretical curves in Fig. 6.12 are given by Eq. (C.25) of Appendix C.3.

We obtained the gradient at $\theta = 0$ by linearly fitting this normalized results of the polarization measurements in the range $-2^\circ \leq \theta \leq 2^\circ$. Note that the data were acquired at intervals of 0.1° for $\theta$, while the data in Fig. 6.12 are plotted at intervals of 3°. We derived the weak value from the gradient at $\theta = 0$ by using Eq. (6.19). The obtained weak values are shown in Fig. 6.13.

The maximum weak value was $\text{Im}(\langle \hat{P}_0 \rangle)_w = 3.08 \pm 0.07$. This is not very large because post-selection of the path state was incomplete. The actual post-selected state $\hat{\rho}_f$ is expressed in terms of the visibility $V$ for the case when there is no interaction ($\theta = 0$):

$$\hat{\rho}_f = V|\psi_f\rangle\langle \psi_f| + (1 - V)^{1/2}.$$  \hspace{1cm} (6.26)

The experimentally measured visibility was $V = 0.989 \pm 0.001$. The weak value for
mixed pre- and post-selected states has been derived by Wu and Mølmer \cite{wu2004weak} as

\[
\langle \hat{A} \rangle_w = \frac{\text{tr}(\hat{\rho}_t \hat{A} \hat{\rho}_i)}{\text{tr}(\hat{\rho}_t \hat{\rho}_i)},
\]  

(6.27)

where \(\hat{\rho}_i\) and \(\hat{\rho}_t\) denote the pre- and post-selected states, respectively. From Eq. (6.27), we can calculate the weak value for incomplete post-selection as

\[
\text{Im}\langle \hat{P}_0 \rangle_w = \frac{\mathcal{V} \sin \delta}{2(1 + \mathcal{V} \cos \delta)},
\]  

(6.28)

When \(\mathcal{V} = 1\), this equation is equivalent to Eq. (6.16). The theoretical curve for the measured visibility \(\mathcal{V} = 0.989\) agrees well with the experimental data, as shown in Fig. 6.13.

### 6.4 Summary

We have analyzed weak measurements with mixed probe states and demonstrated the advantages of weak measurements with imaginary weak values, which tolerate phase noise in the probe system. The completely mixed state was found to have some advantageous properties for precision measurements. We also experimentally demonstrated weak measurements with completely mixed probe states by measuring the polarization rotation with unpolarized light. The unpolarized light itself is insensitive to polarization rotation; however, by attaching the path degree of freedom and using a weak measurement, unpolarized light can be used to measure polarization rotation.

Weak measurements with imaginary weak values are useful for designing highly sensitive measurements with poor probe states. Weak measurements have the potential to open up new doors for measurements in practical noisy systems.

### 6.5 Discussion

Our results show that the completely mixed state can be used to measure the interaction strength via weak measurements of the imaginary part of the weak value. While we use a qubit system as a probe in our experiments, there are some studies about weak measurements with mixed probe states for the case where the probe is a continuous-variable system. Since the treatment of the continuous-variable probe is a little more complicated than the finite-dimensional case, we review the relevant works briefly, and then describe the relation between our studies and these works.
Johansen [62] first treated weak measurements with mixed probe states. He considered weak measurements of the real part of the weak value and showed that the wide variety of mixed probe states can be used for weak measurements. In fact, Eq. (2.74) of Chap. 4 can also be applied for mixed probe states. Rewriting Eq. (2.74),
\[
\langle \delta x \rangle_t \simeq x_0 \Re \langle \hat{A} \rangle_w + x_0 \Im \langle \hat{A} \rangle_w \frac{\langle \{\delta \hat{x}, \delta \hat{p}\}\rangle_i}{\hbar}.
\] (6.29)
Interestingly, the position shift due to the real part of the weak value in Eq. (6.29) is independent of the initial state of the probe. This fact results from the canonical commutation relation \(-i[\hat{x}, \hat{p}] = \hbar\) and is particular to the continuous-variable probe. In contrast, for the case of finite-dimensional probes, the operator \(-i[\hat{M}, \hat{K}]\) is always traceless, and the decoherence in the probe decreases the shift due to the real part of the weak value. Equation (6.29) indicates that as long as there are no correlation between the position and the momentum, i.e., \(\langle \{\delta \hat{x}, \delta \hat{p}\}\rangle_i = 0\), the shift of the probe is always \(x_0 \Re \langle \hat{A} \rangle_w\). In this sense, Johansen stated that almost an arbitrary probe state can be used for weak measurements.

Equation (6.29) apparently indicates that decoherence of the probe has no obstacle to weak measurements of the real part of weak value. Cho et al. [63], however, demonstrated both theoretically and experimentally that the position shift is reduced when the probe is subjected to decoherence in position. Decoherence in position disturbs the momentum of the probe. As a result, the weak-interaction condition \(\|\hat{A}\| x_0 \Delta p / \hbar \ll 1\) is violated. Thus we can no longer use Eq. (6.29) for highly mixed states. This is the reason why decoherence in position leads to the decrease of the position shift.

Decoherence in momentum was considered by Kedem [64]. It was showed that decoherence in momentum degrades the SNR for the case of weak measurements of the real part of weak value. Therefore, we cannot use highly mixed probe states for weak measurements of the real part of the weak value.

On the contrast, Kedem [64] also showed that the weak measurements of the imaginary part of the weak values can tolerate for decoherence in momentum. Our result in Sec. 6.2.2 is a generalization of Kedem’s result. Our result can also be applied to the continuous-variable probe. Note that our analysis in Sec. 6.2.2 uses no approximation. Thus the weak-interaction condition is never violated under phase noise as long as initial probe state satisfies the weak-interaction condition. Therefore, we can use highly mixed probe state for weak measurements of the imaginary part of weak values.

Finally, it should be noted that there is a similar experiment to ours in the context of quantum computation. The experiment [67] demonstrated deterministic quantum computation with one clean qubit (DQC1) [68]. Since completely mixed
states are insensitive to any unitary evolution, completely mixed states themselves have no computational power. However, additional use of one pure qubit enable us to compute the trace of a unitary operator. DQC1 is known to outperform classical computation.

Similarly, in our setup, unpolarized light itself has no power to detect the polarization rotation. However, attaching the path degree of freedom as a virtually measured system, we can measure the polarization rotation by unpolarized light.
Chapter 7

Conclusion

In this thesis, we have approached the weak measurement by investigating the geometric structures related to pre- and post-selected ensembles. We also analyze the evolution of the probe state geometrically. The geometry enable us to understand how to design the pre- and post-selected ensemble in accordance with purposes. We also performed weak measurements in an optical system, to demonstrate the usefulness of weak measurements in a noisy system. In the following, we summarize the findings of each studies.

In Chapter 3, we investigate the interference effect caused by post-selection in weak measurements. We first presented an analogy between the weak measurement and the quantum eraser. Then we showed that post-selection in both experiments causes the Pancharatnam phase shift in interference patterns. We showed that the Pancharatnam phase induced by the post-selection is the origin of the anomalously large shift in weak measurements.

In Chapter 4, we investigated a geometrical representation of the two-state operator, which characterizes the state of a pre- and post-selected ensemble. We also presented the Bloch sphere representation of the two-state operator. Using this representation, we have studied the properties of the complex probability distributions defined by the weak values of projection operators. The condition for negative weak value was presented by means of geometrical description. We also presented the method to maximize the weak value in terms of the Bloch sphere representation.

In Chapter 5, we proposed a method to perform the tomography of two-state operators. We showed that we can completely determine the two-state operator by using spin-exchange interaction as a measurement interaction. The explicit procedure for reconstructing the two-state operator from the results of weak measurements was presented. We also showed that large class of interactions can be used to perform two-state vector tomography. The optical implementation of two-state
vector tomography was also proposed.

In Chapter 6, we considered weak measurements with noisy probe states. We showed that weak measurements with imaginary weak values can be performed by using completely mixed probe state. We also evaluated the effect of noise on probe system and identify which type of noise weak measurements can tolerate. We next implemented the weak measurements with completely mixed probe states in an optical system. We experimentally demonstrated that the polarization rotation by an optical element can be measured via unpolarized light using the weak measurement scheme.
Appendix A

Appendix for Chapter 2

A.1 A sufficient condition for no correlation between position and momentum

We consider when the position and momentum of a state have no correlation. The condition is given by

\[ \langle \{ \delta \hat{x}, \delta \hat{p} \} \rangle = 0, \]  

(A.1)

where \( \delta \hat{x} := \hat{x} - \langle x \rangle \) and \( \delta \hat{p} := \hat{p} - \langle p \rangle \). We assume that \( \langle \hat{x} \rangle \langle \hat{p} \rangle = 0 \). Then, Eq. (A.1) turns out to be

\[ \langle \{ \hat{x}, \hat{p} \} \rangle = 0. \]  

(A.2)

Let \( \phi(x) \) and \( \phi(p) \) be the wavefunctions in the position and momentum representations. We have

\[ \langle \{ \hat{x}, \hat{p} \} \rangle = 2 \text{Re} \langle \hat{x} \hat{p} \rangle \]

\[ = 2\hbar \int x \text{Im}(\phi(x)^* \phi'(x)) dx \]  

(A.3)

\[ = -2\hbar \int p \text{Im}(\phi(p)^* \phi'(p)) dp. \]  

(A.4)

If \( \phi(x) \) or \( \phi(p) \) is a real-valued function, there is no correlation between the position and momentum.

A.2 Maximizing weak value

We consider the problem to maximize the real and imaginary parts of the weak value. We first derive the state that maximize the modulus of the weak value in Sec. A.2.1. It turns out that when the modulus of the weak value is maximized, the
absolute value of the real part of the weak value is also maximized. In Sec. A.2.2, we derive the state that maximize the imaginary part of the weak value.

In Chap. 4.7, we also present a more intuitive way to maximize the real and imaginary parts of the weak value for a fixed success probability.

A.2.1 Maximizing the modulus of weak value

We consider the problem to maximize the modulus of the weak value for a fixed success probability. This problem has been considered in Ref. [54] for the case when $\hat{A}$ is a rank-1 projector. In this section, we derive the maximum weak value for a general observable $\hat{A}$.

The problem is to maximize

$$
|\langle \hat{A} \rangle_w|^2 = \frac{|\langle \psi_1 | \hat{A} | \psi_1 \rangle|^2}{|\langle \psi_1 | \psi_1 \rangle|^2}
$$

under a fixed success probability. Since the weak value is gauge-invariant, we may assume that $\langle f_j | i_j \rangle$ is a positive real number without loss of generality. Assume $\langle f_j | i_j \rangle = \cos \xi$, where $0 \leq \xi \leq \pi/2$. The problem is reduced to maximize $|\langle \psi_1 | \hat{A} | \psi_1 \rangle|^2$ under the constraints $\langle \psi_1 | \psi_1 \rangle = 1$, $\langle \psi_1 | \psi_1 \rangle = 1$, and $\langle \psi_1 | \psi_1 \rangle = \cos \xi$. This problem can be solved by the Lagrange multiplier method. Introduce the Lagrange multipliers $\lambda_1$, $\lambda_2$, $\mu$, and $\nu$, then define the Lagrange function by

$$
F(|\psi_1\rangle, |\psi_1\rangle, \langle \psi_1 |, \langle \psi_1 |, \lambda_1, \lambda_2, \mu, \nu) = |\langle \psi_1 | \hat{A} | \psi_1 \rangle|^2 - 2\lambda_1[\text{Re}\langle \psi_1 | \psi_1 \rangle - \cos \xi] - 2\lambda_2\text{Im}\langle \psi_1 | \psi_1 \rangle - \mu[\langle \psi_1 | \psi_1 \rangle - 1] - \nu[\langle \psi_1 | \psi_1 \rangle - 1].
$$

Differentiating it by $\langle \psi_1 |$ and $\langle \psi_1 |$, we obtain

$$
\frac{\partial F}{\partial \langle \psi_1 |} = \langle \psi_1 | \hat{A} | \psi_1 \rangle - \lambda^* |\psi_1 \rangle - \nu |\psi_1 \rangle = 0,
$$

$$
\frac{\partial F}{\partial \langle \psi_1 |} = \langle \psi_1 | \hat{A} | \psi_1 \rangle - \lambda |\psi_1 \rangle - \mu |\psi_1 \rangle = 0,
$$

where $\lambda := \lambda_1 + i\lambda_2$. Multiplying $\langle \psi_1 |$ to Eq. (A.7) and $\langle \psi_1 |$ to Eq. (A.8), we have

$$
\nu + \lambda^* \cos \xi = \mu + \lambda \cos \xi = |\langle \psi_1 | \hat{A} | \psi_1 \rangle|^2.
$$

Equation (A.9) yields that $\lambda \in \mathbb{R}$ and $\mu = \nu$. Multiplying $\langle \psi_1 |$ to Eq. (A.8), $\langle \psi_1 | \hat{A} | \psi_1 \rangle$ is found to be a real number. Thus $\langle \psi_1 | \hat{A} | \psi_1 \rangle = \langle \psi_1 | \hat{A} | \psi_1 \rangle$. Equations (A.7) and (A.8) reduce to

$$
\langle \psi_1 | \hat{A} | \psi_1 \rangle = \lambda |\psi_1 \rangle + \mu |\psi_1 \rangle,
$$

$$
\langle \psi_1 | \hat{A} | \psi_1 \rangle = \mu |\psi_1 \rangle + \lambda |\psi_1 \rangle.
$$

(A.10)
Note that $\mathcal{H}_2 := \text{span}(|\psi_i\rangle, |\psi_f\rangle)$ is an invariant subspace of $\hat{A}$. Adding and subtracting Eqs. (A.10) and (A.11), we obtain
\begin{align}
\langle \psi_f | \hat{A} | \psi_i \rangle \hat{A}(\langle \psi_i | + \langle \psi_f |) &= (\lambda + \mu)(\langle \psi_i | + \langle \psi_f |), \\
\langle \psi_f | \hat{A} | \psi_i \rangle \hat{A}(\langle \psi_i | - \langle \psi_f |) &= (\lambda - \mu)(\langle \psi_i | - \langle \psi_f |).
\end{align}

Thus $|\psi_i\rangle + |\psi_f\rangle$ and $|\psi_i\rangle - |\psi_f\rangle$ are two eigenvectors of $\hat{A}$. Let $a_1$ and $a_2$ be corresponding two eigenvalues of $\hat{A}$, we have
\begin{align}
\langle \psi_f | \hat{A} | \psi_i \rangle a_1 &= \lambda + \mu, \\
\langle \psi_f | \hat{A} | \psi_i \rangle a_2 &= \lambda - \mu.
\end{align}

Then,
\begin{align}
\lambda &= \frac{1}{2}(a_1 + a_2) \langle \psi_f | \hat{A} | \psi_i \rangle, \\
\mu &= \frac{1}{2}(a_1 - a_2) \langle \psi_f | \hat{A} | \psi_i \rangle.
\end{align}

Combining these equations with Eq. (A.9), we obtain
\begin{align}
\langle \psi_f | \hat{A} | \psi_i \rangle &= a_1 \cos^2 \frac{\xi}{2} - a_2 \sin^2 \frac{\xi}{2}. 
\end{align}

Note that $\cos^2(\xi/2)$ is larger than $\sin^2(\xi/2)$ since $0 \leq \xi/2 \leq \pi/4$. Let $a_{\text{max}}$ be the maximum eigenvalue of $\hat{A}$ and $a_{\text{min}}$ be the minimum eigenvalue of $\hat{A}$; the maximum weak value is
\begin{align}
\max_{\langle \psi_f | \hat{A} | \psi_i \rangle = \cos \xi, \langle \psi_f | \psi_i \rangle = \langle \psi_f | \psi_i \rangle = 1} |\langle \hat{A} \rangle_w| &= \begin{cases} 
\frac{a_{\text{max}} \cos^2 \frac{\xi}{2} - a_{\text{min}} \sin^2 \frac{\xi}{2}}{2} & (|a_{\text{max}}| \geq |a_{\text{min}}|) \\
\frac{\cos \xi}{2} & (|a_{\text{max}}| < |a_{\text{min}}|)
\end{cases}.
\end{align}

Rewriting Eq. (A.19), we have
\begin{align}
\max_{\langle \psi_f | \hat{A} | \psi_i \rangle = \cos \xi, \langle \psi_f | \psi_i \rangle = \langle \psi_f | \psi_i \rangle = 1} |\langle \hat{A} \rangle_w| &= \frac{1}{2} a_{\text{max}} + a_{\text{min}} + \frac{a_{\text{max}} - a_{\text{min}}}{2 \cos \xi}. 
\end{align}

Note that the weak value becomes a real number when its modulus is maximized. Equation (A.20) gives an inequality
\begin{align}
\max_{\langle \psi_f | \hat{A} | \psi_i \rangle = \cos \xi, \langle \psi_f | \psi_i \rangle = \langle \psi_f | \psi_i \rangle = 1} |\langle \hat{A} \rangle_w| &\geq \frac{a_{\text{max}} - a_{\text{min}}}{2 \cos \xi}.
\end{align}
Therefore, the maximum weak value scales proportional to \( P(f|j)^{-1}/2 \), where \( P(f|j) := |\langle \psi_{f}|\psi_{j}\rangle|^2 = \cos^2 \xi \) is the success probability of post-selection. For the case of \( a_{\text{max}} = -a_{\text{min}} \) (which is the case, for example, when \( \hat{A} \) is the Pauli operator), the maximum weak value takes a simple form as

\[
\max_{\langle \psi_i|\psi_j \rangle = \cos \xi, \langle \psi_i|\psi_i \rangle = \langle \psi_j|\psi_j \rangle = 1} |\langle \hat{A} \rangle_w| = \frac{a_{\text{max}}}{\cos \xi} = \frac{||\hat{A}\||}{\cos \xi}. \tag{A.22}
\]

Next, we derive the pre- and post-selected states which maximize the modulus of the weak value. For simplicity, we assume that \( |a_{\text{max}}| \geq |a_{\text{min}}| \). Denote the two eigenvectors of \( \hat{A} \) corresponding to eigenvalues \( a_{\text{max}} \) and \( a_{\text{min}} \) as \( |\psi_{\text{max}}\rangle \) and \( |\psi_{\text{min}}\rangle \), respectively. The pre- and post-selected states achieving the maximum weak value satisfy the following two equations:

\[
\frac{1}{2} \cos(\xi/2) (|\psi_{\text{max}}\rangle + |\psi_{\text{min}}\rangle) = e^{i\phi_1} |a_{\text{max}}\rangle, \tag{A.23}
\]
\[
\frac{1}{2} \sin(\xi/2) (|\psi_{\text{max}}\rangle - |\psi_{\text{min}}\rangle) = e^{i\phi_2} |a_{\text{min}}\rangle. \tag{A.24}
\]

for \( \phi_1, \phi_2 \in \mathbb{R} \). Thus,

\[
|\psi_{\text{max}}\rangle = e^{i\phi_1} \cos \frac{\xi}{2} |a_{\text{max}}\rangle + e^{i\phi_2} \sin \frac{\xi}{2} |a_{\text{min}}\rangle, \tag{A.25}
\]
\[
|\psi_{\text{min}}\rangle = e^{i\phi_1} \cos \frac{\xi}{2} |a_{\text{max}}\rangle - e^{i\phi_2} \sin \frac{\xi}{2} |a_{\text{min}}\rangle. \tag{A.26}
\]

Setting \( \phi := \phi_2 - \phi_1 \) and discarding overall phase factors, we obtain

\[
|\psi_{\text{max}}\rangle = \cos \frac{\xi}{2} |a_{\text{max}}\rangle + e^{i\phi} \sin \frac{\xi}{2} |a_{\text{min}}\rangle, \tag{A.27}
\]
\[
|\psi_{\text{min}}\rangle = \cos \frac{\xi}{2} |a_{\text{max}}\rangle - e^{i\phi} \sin \frac{\xi}{2} |a_{\text{min}}\rangle. \tag{A.28}
\]

### A.2.2 Maximizing the imaginary part of weak value

We consider the problem to maximize the imaginary part of the weak value. The problem is reduced to maximize \( \text{Im}(\langle \psi_{\text{max}}|\hat{A}|\psi_{\text{min}}\rangle) \) under the constraints \( \langle \psi_{\text{max}}|\psi_{\text{max}}\rangle = 1 \), \( \langle \psi_{\text{min}}|\psi_{\text{min}}\rangle = 1 \), and \( \langle \psi_{\text{max}}|\psi_{\text{min}}\rangle = \cos \xi \). The Lagrange multiplier method gives the following two equations,

\[
-i\hat{A}|\psi_{\text{min}}\rangle - \lambda^* |\psi_{\text{max}}\rangle - \nu |\psi_{\text{max}}\rangle = 0, \tag{A.29}
\]
\[
i\hat{A}|\psi_{\text{min}}\rangle - \lambda |\psi_{\text{min}}\rangle - \mu |\psi_{\text{max}}\rangle = 0. \tag{A.30}
\]
where $\lambda \in \mathbb{C}$ and $\mu, \nu \in \mathbb{R}$ are the Lagrange multipliers. Multiplying $\langle \psi_1 |$ to Eq. (A.29) and $\langle \psi_1 |$ to Eq. (A.30), we obtain

$$\mu = \nu = -\lambda^* \cos \xi - i \langle \psi_1 | \hat{A} | \psi_1 \rangle. \quad (A.31)$$

Taking the real and imaginary parts of Eq. (A.31) yields

$$\text{Re} \lambda = \frac{1}{\cos \xi} (\text{Im} \langle \psi_1 | \hat{A} | \psi_1 \rangle - \mu), \quad (A.32)$$

$$\text{Im} \lambda = \frac{\text{Re} \langle \psi_1 | \hat{A} | \psi_1 \rangle}{\cos \xi}. \quad (A.33)$$

On the other hand, by multiplying $\langle \psi_1 |$ to Eq. (A.30) and taking the real part of the equation, we have

$$\text{Re} \lambda = -\mu \cos \xi. \quad (A.34)$$

From Eqs. (A.32) and (A.34), we have

$$\mu = \frac{\text{Im} \langle \psi_1 | \hat{A} | \psi_1 \rangle}{\sin^2 \xi}, \quad (A.35)$$

$$\text{Re} \lambda = -\frac{\cos \xi}{\sin^2 \xi} \text{Im} \langle \psi_1 | \hat{A} | \psi_1 \rangle. \quad (A.36)$$

Rewriting Eqs. (A.29) and (A.30),

$$\hat{A} | \psi_1 \rangle = i \lambda^* | \psi_1 \rangle + i \mu | \psi_1 \rangle, \quad (A.37)$$

$$\hat{A} | \psi_1 \rangle = -i \mu | \psi_1 \rangle - i \lambda | \psi_1 \rangle. \quad (A.38)$$

$\mathcal{H}_2 := \text{span}(| \psi_1 \rangle, | \psi_f \rangle)$ is found to be an invariant subspace of $\hat{A}$. Let $a_1$ and $a_2$ be two eigenvalues of $\hat{A}$. By solving the eigenvalue problem of Eqs. (A.37) and (A.38), we obtain

$$a_1 = \text{Im} \lambda + \sqrt{\mu^2 - (\text{Re} \lambda)^2}, \quad (A.39)$$

$$a_2 = \text{Im} \lambda - \sqrt{\mu^2 - (\text{Re} \lambda)^2}. \quad (A.40)$$

where we assume that $a_1 \geq a_2$. Substituting Eqs. (A.33), (A.35), and (A.36) into these equations, we have

$$a_1 = \frac{\text{Re} \langle \psi_1 | \hat{A} | \psi_1 \rangle}{\cos \xi} + \frac{|\text{Im} \langle \psi_1 | \hat{A} | \psi_1 \rangle|}{\sin \xi}, \quad (A.41)$$

$$a_2 = \frac{\text{Re} \langle \psi_1 | \hat{A} | \psi_1 \rangle}{\cos \xi} - \frac{|\text{Im} \langle \psi_1 | \hat{A} | \psi_1 \rangle|}{\sin \xi}. \quad (A.42)$$
Thus,

\[
\text{Re}\langle \psi_t | \hat{A} | \psi_t \rangle = \frac{a_1 + a_2}{2} \cos \xi, \quad (A.43)
\]

\[
| \text{Im}\langle \psi_t | \hat{A} | \psi_t \rangle | = \frac{a_1 - a_2}{2} \sin \xi, \quad (A.44)
\]

The imaginary part change its sign by replacing the initial and final states to each other. We may assume \( \text{Im}\langle \psi_t | \hat{A} | \psi_t \rangle \geq 0 \). Then the weak value is

\[
\text{Re}\langle \hat{A} \rangle_w = \frac{a_1 + a_2}{2}, \quad (A.45)
\]

\[
\text{Im}\langle \hat{A} \rangle_w = \frac{a_1 - a_2}{2} \tan \xi. \quad (A.46)
\]

The imaginary part of weak value is maximized when \( a_1 = a_{\text{max}} \) and \( a_2 = a_{\text{min}} \),

\[
\max_{\langle \psi_t | \psi_t \rangle = \cos \xi, \quad \langle \psi_t | \psi_t \rangle = 1} \text{Im}\langle \hat{A} \rangle_w = \frac{a_{\text{max}} - a_{\text{min}}}{2} \tan \xi. \quad (A.47)
\]

Next, we derive the pre- and post-selected states that maximize the imaginary part of the weak value. By calculating the eigenvectors for Eqs. (A.37) and (A.38), we have

\[
\frac{1}{\sqrt{2} \sin \xi} (|\psi_t \rangle - e^{-i\xi} |\psi_t \rangle) = e^{i\phi_1} |a_{\text{max}}\rangle, \quad (A.48)
\]

\[
\frac{1}{\sqrt{2} \sin \xi} (e^{-i\xi} |\psi_t \rangle - |\psi_t \rangle) = e^{i\phi_2} |a_{\text{min}}\rangle. \quad (A.49)
\]

where \( \phi_1, \phi_2 \in \mathbb{R} \). Therefore,

\[
|\psi_t \rangle = \frac{-i}{\sqrt{2}} (e^{i(\phi_1 + \xi)} |a_{\text{max}}\rangle - e^{i\phi_2} |a_{\text{min}}\rangle), \quad (A.50)
\]

\[
|\psi_t \rangle = \frac{-i}{\sqrt{2}} (e^{i\phi_1} |a_{\text{max}}\rangle - e^{i(\phi_2 + \xi)} |a_{\text{min}}\rangle). \quad (A.51)
\]

Setting \( \phi := \phi_2 - \phi_1 + \pi \) and ignoring over all phase factor, we obtain

\[
|\psi_t \rangle = \frac{1}{\sqrt{2}} (e^{i\xi} |a_{\text{max}}\rangle + e^{i\phi} |a_{\text{min}}\rangle), \quad (A.52)
\]

\[
|\psi_t \rangle = \frac{1}{\sqrt{2}} (|a_{\text{max}}\rangle + e^{i(\xi + \phi)} |a_{\text{min}}\rangle). \quad (A.53)
\]
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Appendix for Chapter 4

B.1 Tangent space for pure state space

This section is based on the paper of Mukunda and Simon [44].

Denote a Hilbert space as $\mathcal{H}$, and the set of all normalized states in $\mathcal{H}$ as $\mathcal{N}_0$. Let $\mathcal{R}$ be the set of all pure density operators, then

$$\mathcal{R} = \{ \hat{\rho} = |\psi\rangle\langle\psi| \mid |\psi\rangle \in \mathcal{N}_0 \}. \quad (B.1)$$

The set $\mathcal{R}$ can also be written as

$$\mathcal{R} = \{ \hat{\rho} \in \mathcal{L}(\mathcal{H}) \mid \hat{\rho}^\dagger = \hat{\rho}, \hat{\rho}^2 = \hat{\rho}, \text{tr}\hat{\rho} = 1 \}, \quad (B.2)$$

where $\mathcal{L}(\mathcal{H})$ is the set of all linear operators on $\mathcal{H}$.

Denote the tangent space of $\mathcal{R}$ at $\hat{\rho}$ as $T\mathcal{R}_{\hat{\rho}}$. We show that

$$T\mathcal{R}_{\hat{\rho}} = \{ \hat{X} \in \mathcal{L}(\mathcal{H}) \mid \hat{X}^\dagger = \hat{X}, \text{tr}\hat{X} = 0, \{ \hat{X}, \hat{\rho} \} = \hat{X} \}. \quad (B.3)$$

Consider a curve $\hat{\rho}(t)$ in $\mathcal{R}$, which satisfies $\hat{\rho}(0) = \hat{\rho}$. Any tangent vector is expressed as the derivative of a curve $\hat{\rho}(t)$. It is easy to confirm that the derivative

$$\hat{X} = \left. \frac{d}{dt} \right|_{t=0} \hat{\rho}(t) \quad (B.4)$$

satisfies three condition in Eq. (B.3).

To show the converse, we first show that the right-hand side of Eq. (B.3) is equivalent to the set

$$\{ \hat{X} = |\psi\rangle\langle\chi| + |\chi\rangle\langle\psi| \mid \langle\psi|\chi\rangle = 0, |\chi\rangle \in \mathcal{H} \}. \quad (B.5)$$

where $|\psi\rangle$ is a fixed vector satisfying $\hat{\rho} = |\psi\rangle\langle\psi|$. 
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Assume $\hat{X}$ satisfies the conditions in the right-hand side of Eq. (B.3). Setting $|\chi\rangle = \hat{X}|\psi\rangle$,

$$
\langle \psi | \chi \rangle = \langle \psi | \hat{X} | \psi \rangle = \langle \psi | \{\hat{X}, \hat{\rho}\} | \psi \rangle = 2 \langle \psi | \hat{X} | \psi \rangle = 2 \langle \psi | \chi \rangle,
$$

and thus $\langle \psi | \chi \rangle = 0$. Rewriting $\hat{X}$ as

$$
\hat{X} = |\chi\rangle \langle \psi| + |\psi\rangle \langle \chi| + \hat{C},
$$

the operator $\hat{C}$ satisfies

$$
\hat{C}^\dagger = \hat{C}, \{\hat{C}, \hat{\rho}\} = \hat{C}, \hat{C} |\psi\rangle = 0.
$$

From these equations,

$$
\hat{C} = \{\hat{C}, \hat{\rho}\} = \hat{C} |\psi\rangle \langle \psi| + |\psi\rangle \langle \psi| \hat{C} = 0
$$

Finally, we obtain

$$
\hat{X} = |\chi\rangle \langle \psi| + |\psi\rangle \langle \chi|.
$$

It can be easily checked that $\hat{X}$ satisfying the conditions in Eq.(B.3) also satisfies the conditions in the right-hand side of Eq.(B.3).

Finally, we show that any operator $\hat{X}$ satisfying the conditions in Eq.(B.3) is an element of $T\mathcal{R}_\beta$. For given $\hat{X} = |\psi\rangle \langle \chi| + |\chi\rangle \langle \psi|$, define a curve

$$
\hat{\rho}(t) = |\psi(t)\rangle \langle \psi(t)|,
$$

$$
|\psi(t)\rangle = \cos(t)|\psi\rangle + \sin(t)|\chi\rangle.
$$

Then,

$$
\left. \frac{d}{dt} \right|_{t=0} \hat{\rho}(t) = |\chi\rangle \langle \psi| + |\psi\rangle \langle \chi| = \hat{X}.
$$

Thus $\hat{X} \in T\mathcal{R}_\beta$.

### B.2 Naimark’s dilation theorem

In this section, we describe the finite-dimensional version of Naimark’s dilation theorem [69].
Theorem B.2.1. (Naimark's dilation theorem) Let $\mathcal{H}$ be an $M$-dimensional Hilbert space, and positive operators $\{\hat{E}_n\}_{n=1}^N$ satisfy
\begin{equation}
\sum_{n=1}^N \hat{E}_n = \hat{I}_M, \tag{B.14}
\end{equation}
where $\hat{I}_M$ is the identity operator on $\mathcal{H}$. Then there exists an $N'$-dimensional extended Hilbert space $\hat{\mathcal{H}}$ and orthogonal projection operators $\{\hat{P}_n\}_{n=1}^N$ such that
\begin{equation}
\hat{E}_n = \hat{P}\hat{F}_n\hat{P}, \tag{B.15}
\end{equation}
where $\hat{P}$ is projector from $\hat{\mathcal{H}}$ onto $\mathcal{H}$. Let $r_n$ be the ranks of the operators $\hat{E}_n$. We can construct the extended Hilbert space $\hat{\mathcal{H}}$ such that its dimension $N'$ satisfies
\begin{equation}
N' = \sum_{n=1}^N r_n. \tag{B.16}
\end{equation}

If all the operators $\hat{E}_n$ are of rank-1, the dimension $N'$ of the extended Hilbert space coincides with the number of operators $N$.

The following proof is based on the proof given by Peres [70, 71]. There are similar proofs given by Preskill [72] and Chen [73].

**Proof.** Any positive positive $\hat{E}_n$ can be written as the form
\begin{equation}
\hat{E}_n = \sum_{\mu=1}^{r_n} |s_{n,\mu}\rangle\langle s_{n,\mu}|, \tag{B.17}
\end{equation}
where $|s_{n,\mu}\rangle$ are orthogonal to each other, but not necessarily normalized. Therefore, without loss of generality we may assume that all $\hat{E}_n$ are of rank 1, that is
\begin{equation}
\hat{E}_n = |s_n\rangle\langle s_n|. \tag{B.18}
\end{equation}

Then, the number of the positive operators $\hat{E}_n$ becomes $N'$. The completeness relation is written as
\begin{equation}
\sum_{n=1}^{N'} |s_n\rangle\langle s_n| = \hat{I}_M. \tag{B.19}
\end{equation}

We introduce an orthonormal basis $\{|e_m\rangle\}_{m=1}^M$ of $\mathcal{H}_M$, then
\begin{equation}
|s_n\rangle = \sum_{m=1}^M s_{m,n}|e_m\rangle. \tag{B.20}
\end{equation}
We can extend the Hilbert space $\mathcal{H}$ to $\tilde{\mathcal{H}}$ by adding the $N'-M$-dimensional Hilbert space $\mathcal{H}^\perp$ so that $\tilde{\mathcal{H}} = \mathcal{H} \oplus \mathcal{H}^\perp$. The problem is reduced to find the vectors $|t_n\rangle \in \mathcal{H}^\perp$ such that the vectors

$$|u_n\rangle := |s_n\rangle + |t_n\rangle$$

(B.21)

form an orthonormal basis of $\tilde{\mathcal{H}}$, i.e.,

$$\langle u_m|u_n\rangle = \delta_{mn}.$$  

(B.22)

Denote an orthonormal basis of $\mathcal{H}^\perp$ as $\{|e_m\rangle\}_{m=M+1}^{N'}$. The vectors $|t_n\rangle$ can be written as

$$|t_n\rangle = \sum_{m=M+1}^{N'} t_{m,n}|e_m\rangle.$$  

(B.23)

What to prove is that we can choose $\{t_{m,n}\}$ such that

$$\hat{U} := \begin{pmatrix} |s_1\rangle & \cdots & |s_{N'}\rangle \\ |t_1\rangle & \cdots & |t_{N'}\rangle \end{pmatrix} = \begin{pmatrix} s_{1,1} & \cdots & s_{1,N'} \\ \vdots & \ddots & \vdots \\ s_{M,1} & \cdots & s_{M,N'} \\ t_{M+1,1} & \cdots & t_{M+1,N'} \\ \vdots & \ddots & \vdots \\ t_{N',1} & \cdots & t_{N',N'} \end{pmatrix}$$

(B.24)

becomes unitary. From the completeness relation (A.19), we have

$$\sum_{n=1}^{N'} s_{k,n}s_{l,n}^* = \delta_{kl}$$

(B.25)

This means that the upper $M$ row vectors in Eq. (B.24) are orthogonal to each other. We can thus choose $\{t_{m,n}\}$ such that $\hat{U}$ becomes unitary by the Gram-Schmidt orthonormalization. \qed

The above construction has a freedom of the choice of $|t_n\rangle$. This freedom is represented by a unitary operation $\hat{V}_\perp$ on $\mathcal{H}^\perp$. The operation $\hat{I}_M \oplus \hat{V}_\perp$ on $\{|u_n\rangle\}$ leads another orthonormalization of $\{|s_n\rangle\}$. 
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C.1 General formula for the cumulant

We describe a general formula for calculating the shift of the cumulant of $\hat{K}$ in weak measurements. We introduce the cumulant generating function

$$\Phi(s) := \log \langle e^{s\hat{K}} \rangle = \log \frac{\text{tr}(\hat{\sigma} e^{s\hat{K}})}{\text{tr}\hat{\sigma}}, \quad (C.1)$$

for the probe state $\hat{\sigma}$. The $n$th-order cumulant $\langle \hat{K}^n \rangle^c$ is calculated from $\Phi(s)$ as

$$\langle \hat{K}^n \rangle^c = \left. \frac{d^n \Phi(s)}{ds^n} \right|_{s=0}. \quad (C.2)$$

A straightforward calculation gives the relationship between the cumulant generating functions $\Phi_i(s)$ and $\Phi_f(s)$ for the initial state $\hat{\sigma}_i$ and the final state $\hat{\sigma}_f$:

$$\Phi_f(s) = \Phi_i(s + 2 \text{Im} \langle \hat{A} \rangle_w^i - 2 \theta \text{Im} \langle \hat{A} \rangle_w^i \langle \hat{K} \rangle^i + O(\theta^2). \quad (C.3)$$

This relation gives the general formula for calculating the cumulant for the final state:

$$\langle \hat{K}^n \rangle^c_f = \left. \frac{d^n \Phi_f(s)}{ds^n} \right|_{s=0} + O(\theta^2)$$

$$= \left. \frac{d^n \Phi_i(s + 2 \theta \text{Im} \langle \hat{A} \rangle_w^i)}{ds^n} \right|_{s=0} + O(\theta^2)$$

$$= \langle \hat{K}^n \rangle^c_i + 2 \theta \text{Im} \langle \hat{A} \rangle_w^i \langle \hat{K}^{n+1} \rangle^c_i + O(\theta^2). \quad (C.4)$$

The case of $n = 1$ corresponds to Eq. (6.3), and the case of $n = 2$ gives the change in variance:

$$\langle \delta_f \hat{K}^2 \rangle_f = \langle \delta_i \hat{K}^2 \rangle_i + 2 \theta \text{Im} \langle \hat{A} \rangle_w^i \langle \hat{K}^3 \rangle^c_i + O(\theta^2). \quad (C.5)$$
C.2 Phase noises

Assume quantum channels satisfy the condition $\mathcal{E}(|k\rangle\langle k|) = |k\rangle\langle k|$ for all $k$. We referred to this type of quantum channels as phase noise. In this section, we derive the condition imposed on the Kraus representation of phase noise.

Denote the Kraus representation of phase noise $\mathcal{E}$ as $\{\hat{E}_n\}$. The condition of being phase noise is rewritten as

$$\sum_n \hat{E}_n |k\rangle\langle k| \hat{E}_n^\dagger = |k\rangle\langle k|.$$  \hfill (C.6)

Multiplying $\langle k'| \hat{E}_n |k\rangle$ from left and right, we have

$$\sum_n |\langle k'| \hat{E}_n |k\rangle|^2 = \delta_{kk'}.$$  \hfill (C.7)

For $k \neq k'$ and all $n$,

$$\langle k'| \hat{E}_n |k\rangle = 0.$$  \hfill (C.8)

Therefore $\hat{E}_n$ must be

$$\hat{E}_n = \sum_k c_n(k) |k\rangle\langle k|.$$  \hfill (C.9)

Setting $k' = k$ in Eq. (C.7) gives

$$\sum_n |c_n(k)|^2 = 1.$$  \hfill (C.10)

Conversely, if the quantum channel $\mathcal{E}$ has the Kraus representation $\{\hat{E}_n\}$ satisfying Eq. (C.9) and (C.10), then Eq. (C.6) is satisfied.

We finally show that when the system is a two-state system and $\hat{K} = \hat{Z}$, the phase noises is simply the composition of a phase-flip noise and a unitary rotation around $Z$ axis. If $\mathcal{E}$ is phase noise,

$$\mathcal{E}(|0\rangle\langle 1|) = \sum_n c_n(0)c_n(1)^* |0\rangle\langle 1|.$$  \hfill (C.11)

Using the Cauchy-Schwarz inequality, we have

$$\left| \sum_n c_n(0)c_n(1)^* \right|^2 \leq \left( \sum_n |c_n(0)|^2 \right) \left( \sum_n |c_n(1)|^2 \right) = 1.$$  \hfill (C.12)

Define $p$ and $\theta$ such that $(1 - 2p)e^{i\theta} = \sum_n c_n(0)c_n(1)^*$. Then $\mathcal{E}$ is expressed as the composition of the phase-flip channel with rate $p$ and the unitary operation $e^{i\theta}$. /2
C.3 Calculation of the measurement results

We first derive Eqs. (6.17) and (6.18). Then we also present the results taking into account the incompleteness of post-selection.

We define an unnormalized effective evolution operator \( \hat{V}(\theta, \delta) \) as

\[
\hat{V}(\theta, \delta) = \langle \psi_t(\delta) | \hat{U}(\theta) | \psi_i \rangle,
\]

where

\[
| \psi_i \rangle = \frac{1}{\sqrt{2}} (|0 \rangle + |1 \rangle), \quad \text{(C.14)}
\]

\[
| \psi_t(\delta) \rangle = \frac{1}{\sqrt{2}} (|0 \rangle + e^{i\delta} |1 \rangle), \quad \text{(C.15)}
\]

\[
\hat{U}(\theta) = \exp(2\theta \hat{P}_0 \otimes \hat{Z}). \quad \text{(C.16)}
\]

Note that the relative phase \( \delta \) of two paths is explicitly represented as a parameter in Eq. (C.13).

The operator \( \hat{V}(\theta, \delta) \) is explicitly

\[
\hat{V}(\theta, \delta) = \frac{1}{2} \left[ (e^{-i\delta} + \cos(2\theta)) \hat{I} + i\sin(2\theta) \hat{Z} \right]. \quad \text{(C.17)}
\]

Since the initial state is \( \hat{\sigma}_i = \hat{I}/2 \), the final state of the probe is

\[
\hat{\sigma}_f(\theta, \delta) = \hat{V}(\theta, \delta) \hat{\sigma}_i \hat{V}(\theta, \delta)^\dagger
\]

\[
= \frac{1}{2} \hat{V}(\theta, \delta) \hat{V}(\theta, \delta)^\dagger
\]

\[
= \frac{1}{4} \left[ (1 + \cos \delta \cos(2\theta)) \hat{I} - \sin \delta \sin(2\theta) \hat{Z} \right]. \quad \text{(C.18)}
\]

Therefore,

\[
\text{tr}[\hat{\sigma}_f(\theta, \delta)] = \frac{1}{2} (1 + \cos \delta \cos(2\theta)), \quad \text{(C.19)}
\]

\[
\text{tr}[\hat{\sigma}_f(\theta, \delta) \hat{Z}] = -\frac{1}{2} \sin \delta \cos(2\theta). \quad \text{(C.20)}
\]

These equations are the same as Eqs. (6.17) and (6.18).

Next, we consider the case of incomplete post-selection. The post-selected state can be expressed by using the visibility \( V \) of interference as

\[
\hat{\rho}_f(\delta) = V |\psi_t(\delta)\rangle \langle \psi_t(\delta)| + (1 - V) \frac{\hat{I}}{2}
\]

\[
= \frac{1 + V}{2} |\psi_t(\delta)\rangle \langle \psi_t(\delta)| + \frac{1 - V}{2} |\psi_t(\pi + \delta)\rangle \langle \psi_t(\pi + \delta)|. \quad \text{(C.21)}
\]
The post-selected state is thus the mixture of $|\psi_I(\delta)\rangle$ and $|\psi_I(\pi+\delta)\rangle$ with probability $(1 + V)/2$ and $(1 - V)/2$, respectively. The final state $\hat{\sigma}'_I(\theta, \delta)$ of the probe is

$$\hat{\sigma}'_I(\theta, \delta) = \frac{1 + V}{2} \hat{\sigma}_I(\theta, \delta) + \frac{1 - V}{2} \hat{\sigma}_I(\theta, \pi + \delta)$$

$$= \frac{1}{4} \left[ (1 + V \cos \delta \cos(2\theta)) \hat{I} - V \sin \delta \sin(2\theta) \hat{Z} \right]. \quad (C.22)$$

Hence,

$$\text{tr} \hat{\sigma}'_I(\theta, \delta) = \frac{1}{2} (1 + V \cos \delta \cos(2\theta)), \quad (C.23)$$

$$\text{tr} [\hat{\sigma}'_I(\theta, \delta) \hat{Z}] = -\frac{1}{2} V \sin \delta \sin(2\theta). \quad (C.24)$$

The normalized readout of circular components is

$$\frac{\text{tr} [\hat{\sigma}'_I(\theta, \delta) \hat{Z}]}{\text{tr} \hat{\sigma}'_I(\theta, \delta)} = -\frac{V \sin \delta \sin(2\theta)}{1 + V \cos \delta \cos(2\theta)}. \quad (C.25)$$

Differentiating this equation, we obtain the weak value of $\hat{P}_0$ for incomplete post-selection as

$$\text{Im} \langle \hat{P}_0 \rangle_w = -\frac{1}{4} \frac{d}{d\theta} \bigg|_{\theta=0} \frac{\text{tr} [\hat{\sigma}'_I(\theta, \delta) \hat{Z}]}{\text{tr} \hat{\sigma}'_I(\theta, \delta)}$$

$$= \frac{V \sin \delta}{2(1 + V \cos \delta)}, \quad (C.26)$$

which coincides with Eq. (6.28).
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