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Abstract

A probabilistic approach is introduced to a 2D dynamic wave model to deal with the uncertain characteristics of a river channel. As a probabilistic approach, particle filters, which perform the sequential Monte Carlo (SMC) estimation based on a point mass representation of probability densities within Bayesian theorem, are introduced. Among the various uncertain factors, the inflow to the upstream end and Manning roughness coefficient are chosen to construct particles to consider all feasible conditions which induces significant errors in flood forecasting and estimation.

In addition, the proposed method provides an alternative to establish a rating curve. A simple rating curve, which is fitted to finite measured discharge and water stages at few locations within the rivers reach, is generally utilized for calculating discharge, but many efforts for continuous updating of the rating curve are required to reflect the continuous change of channel geomorphology and the vegetation distribution. Thus the proposed method can serve as the alternative because it considers the change of vegetation distribution by aerial photo and channel geomorphology.

Chapter 2 reviews this basic framework to combine a 2D dynamic wave model with particle filters and theoretical basis of the framework.

Chapter 3 proposes a short term prediction algorithm of water level based on the basic framework. At first, it is validated with a synthetic experiment. The synthetic experiment makes it possible to confirm the method without any exogenous disturbances using the artificial true values generated from a simulation. Then the prediction algorithm is applied to the Katsura River, located in Kyoto, Japan. With the sequentially updated water level at the upstream end, the given rating curve is corrected, and the composite Manning roughness coefficient is estimated. Based on the estimated results at every hour, short term water stage prediction is implemented. The prediction results are compared with the observed discharge and water stage. The 2D dynamic
wave model reflects well the variations of the water stage in the estimates of a flood event, and the water stage estimation results show good agreement with the observed one.

In terms of predicted water stage, a limitation of the method was found that a gap between the predicted water stage and the observed water stage became larger according to the increase in leading time. The reason why the gap is occurred is because it is assumed that the Manning roughness coefficient is uniform over the calculation domain and changes according to water level. Thus large errors have to be incorporated into the Manning roughness coefficient of each particle to track the Manning roughness coefficient changing according to water level. The large errors caused the uncertainties of predicted discharge and water stage.

Chapter 4 improves the limitations of Chapter 3 by considering the spatial distribution of the Manning roughness coefficient on the calculation domain and by introducing a variance reduction factor in the noise evolution equation. The calculation domain is separated into three sections: main channel, floodplain, and vegetation area, which are identified by the aerial photo. Then the noise scale is determined from the calculation of the variation at previous time step. The improved two factors could enhance the estimation capability, and show good reproducibility of other events as well.

Chapter 5 reviews the availability of the method with the hydrologic model’s outputs to other catchment areas. Furthermore, it is utilized to estimate the peak discharge of the partially gauged flood event occurred in the Kumano River located in Japan in 2011. The sequential applications of the estimation method with hydrologic outputs are implemented to the previous three historic flood events to quantify the uncertainties of the Manning roughness coefficient of the subject river channel. Based on the optimized range of Manning’s $n$, the ensemble simulations are implemented to estimate the largest peak discharge of the 2011 flood using the discharge estimated by a
hydrological model for the upper boundary condition. The possible range of the largest peak discharge was successfully evaluated through the comparison of the observed flood marks. Finally, a rating curve established by the estimation results at the Ouga station is examined.

Chapter 6 enhances the treatments of the upper boundary conditions used in the previous chapters. An upstream boundary condition is generated from an existing uncertain rating curve in chapters 3 and 4 and from a hydrologic model in chapter 5. These approaches involve limitations in applications to actual flood events because the measured discharge data is generally not enough to establish a rating curve, and the locations, where the rating curve is available, are also limited. Thus, the index exponent of a rating curve following a power function and Manning roughness coefficient are approximated with particle filters and a 2D dynamic wave model. For the sake of extracting the reasonable values for whole time water stage from the results of particle filters, smoothing is implemented based on trajectory tracking in reverse time direction. The smoothing provides the rating curve within a reasonable range, and it shows good agreement with the observed data.
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Chapter 1. Introduction

1.1 Objectives of research

Discharge data is a prerequisite for most of the hydrologic analysis, and it is utilized for many purposes, including flood forecasting, water resource management, hydraulic structure design, and hydrologic parameter calibration. In spite of the many uses, it is generally converted from the water stage and the simple rating curve, which is established from fitting to the finite measured discharge samples. Thus, the uncertainties of the discharge estimated by a rating curve are quite large, as pointed out by Pelletier (1987) and Di Baldassarre and Montanari (2009). Moreover, a river flow is influenced by the conditions of the river channel. Thus the change of the channel geomorphology and vegetation distribution has to be considered to maintain the accuracy of discharge data.

In this respect, hydraulic simulations with various conditions have advantages in considering the feasible conditions, and sequential updating of the simulations makes it possible to reflect the change of conditions within a river channel. Therefore, particle filters are introduced to a 2D dynamic wave model. The main objectives of this thesis are as follows:

1) To develop a method to estimate river discharge and Manning roughness coefficient probabilistically by introducing a 2D dynamic wave model and particle filters.

2) To devise an appropriate noise generator based on the evaluation of noise scale and preliminary knowledge about open channels for the sake of drawing approximate distributions of inflow at upstream end and Manning roughness coefficient when implementing the proposed method.
3) To establish or adjust a rating curve based on the simulated discharge from the proposed method considering the change of conditions within a river channel with assessing the uncertainties of the rating curve.

4) To enhance the water stage predictability based on the updated Manning roughness coefficient of the subject river channel and the reasonable discharge information to improve the fundamental error sources of hydrologic parameters in flood forecasting system.

6) To confirm the applicability of the method to various types of open channels.

The features of each objective are closely related to each other and to the improvement of flood forecasting through improving discharge prediction by the establishment and/or correction of a rating curve for the calibration of hydrologic parameters and improving flood stage prediction by channel roughness estimation.

1.2 Background

Recurring floods are one of the most frequently occurring natural disasters (ARDC, 2002). To prevent and reduce the damage caused by floods, flood forecasting, which forecasts the flow rates or water levels for an interval period ranging from a few hours to days ahead based on a rainfall-runoff model and a flood routing model, is required. Although the models provide important information about floods, hydrologic modeling includes many uncertainties because of measurements, parameters, and structural uncertainties (Noh 2012; Smith et al., 2008). Among the various factors induced the uncertainties of hydrological prediction and/or estimation, the discharge data at the basin outlet generally play a key role in confirming the performance of the hydrologic modeling and calibrating the parameters of a hydrologic model.

A rating curve is a convenient tool in estimating discharge, so it is generally utilized by the inputs of a flood routing model, the reference data for the design of water-control
and conveyance structures, the basic data to estimate sediment volume, and the data for hydrologic parameter calibrations. Despite the numerous uses for the data, most hydrologists have realized that discharge data involves significant uncertainties. For example, Pelletier (1987) showed that the discharge estimated by a simple rating curve varies in the range from 8% to 20%, at the 95% confidence interval, and Di Baldassarre and Montanari (2009) showed that the discharge errors are from 6.2% to 42.8%, at the 95% confidence interval. In addition, even the studies related to the improvement and uncertainties assessment of a rating curve is able to be performed at certain locations where both of the measured discharge and water stage were available.

### 1.2.1 Uncertainty in flood routing

The uncertainties of the rating curve transfer to the hydrologic outputs (Tillaart, 2010). Then a flood routing model utilizes the both of the rating curve and the hydrologic outputs. Thus it is inevitable that the predicted discharge or water stage by the flood routing model include many uncertainties.

In addition, the Manning roughness coefficient represented by the uncertain characteristics of the river channel is another uncertain factor in flood routing. The Manning roughness coefficient estimated from the simple Manning equation using the measured discharge and cross sectional information or investigating bed materials of river bed involved errors and it is affected from vegetation distribution, bed material, bed forms, and so on (Chow, 1959; Barnes, 1967; Coon, 1998).

As described above, the Manning roughness coefficient and inflow remain as uncertain factors in utilizing a flood routing model.

### 1.2.2 Past research to assess uncertainty in flood routing

To improve uncertainties of Manning roughness coefficient, a hydraulic simulation
introduced with the calibration method using the water stage data and the measured discharge (Fread, 1989). Then it is showed that the predictability of water stages could be enhanced with the improvement of channel roughness (Ding et al., 2006; Hsu et al., 2006).

To deal with the discharge uncertainties, two types of studies have been done. One is focused on improving the rating curve directly (Schmidt 2002; Reitan and Petersen-Øverleir 2008; Reitan and Petersen-Øverleir 2009; Petersen-Øverleir 2004, 2005). The approaches, such as the dynamic rating curve (Jones 1916; Dottori et al. 2009; Reitan and Petersen-Øverleir, 2011), the multi-segment rating curve (Reitan and Petersen-Øverleir 2009), and the uncertainties analysis are implemented, but it requires much effort and a large budget. Moreover, the studies are limited to places where discharge and water stages are available.

Another study utilizes hydraulic simulation (Onda et al. 2006; Hosoda et al. 2008, 2010; Di Baldassarre and Montanari 2009; Domeneghetti, 2012). Onda et al. (2006) and Hosoda et al. (2008, 2010) derived the equation to estimate the boundary conditions at both ends from the Method of Characteristics (MOC) and reconstructed the hydrograph using the hydrograph located in the middle of the reach, but the time terms included in the equation limited the applications, as pointed out by Hosoda et al. (2010).

Unlike the difficulties in obtaining the discharge data, the water stage data is continuously measured, and the accuracy of the water stage data is better than the discharge data. Aricò et al. (2009) considered the uncertainties of inflow and channel roughness simultaneously with several cases. The numerical simulation approaches were only performed within the limited range because of the equifinality problem occurring in estimating the simultaneous inflow and channel roughness by the upstream water stage. As pointed out by Schmidt (2002), numerical flow simulation was not feasible for representing the open channel flow with only the given number of potential conditions and parameters particular to a certain site. In addition, the open channel flow is affected
by various factors, such as channel geomorphology, hydraulic structures, vegetation, and so on.

The alternatives are to consider various feasible conditions and to introduce appropriate constraints and control theory for the massive calculation of various conditions. Recent development of a measuring system and the calculation ability of the computer are providing solutions for the alternatives. First, aerial photos, channel geomorphology, and water stages became easy-to-use data, so we were able to identify the status of the river reach, like vegetation, and the hydraulic structure of the river reach using the aerial photo. We got information about the approximate discharge with the water stage and channel geomorphology because we were able to estimate roughly the flow volume. A massive calculation is possible with the parallelizing by Open-MP or Open-MPI with the development of the computer. Thus, the Monte Carlo method, which requires massive calculations, is extensively utilized.

In hydrologic modeling, a sequential Monte Carlo method has already been introduced to improve the uncertainties of the parameters and enhance the flood predictability (Noh 2012; Vrugt et al. 2008; Moradkhani et al. 2005). In hydraulic modeling, it has been introduced to estimate the discharge and to enhance the predictability of water stages, using a remote sensing-derived water stage and data assimilation scheme (Montanari et al. 2009; Matgen et al. 2010; Giustarini et al. 2011). However, they could not consider the various conditions of the river channel due to the inaccuracy of water stage data and the 1-dimensional model. Tachikawa et al. (2011) showed that the predictability of the river channel is improved with data assimilation, consideration of the various conditions, and the 1-dimensional dynamic wave model. Ricci et al. (2011) improved the inflow using the Kalman filter and hydraulic modeling. Tachikawa et al. (2011) and Di Baldassarre and Montanari (2009) pointed out that at least a 2-dimensional model is required to represent the channel geomorphologic effects and to utilize the water stage to update data. As described before, the sequential Monte Carlo method is one of the methods that improve flood predictability, and it is appropriate for
estimating discharge because the river channel continuously is evolving and the rating curve of the locations where water stages are available have to be updated continuously.

### 1.3 Outline of thesis

This thesis consists of 7 chapters, and each chapter is based on the basic framework utilizing 2D dynamic wave model and PFs. Thus the different simulation conditions and characteristics are briefly summarized in Table 1-1.

Chapter 2 reviews this basic framework to combine a 2D dynamic wave model with particle filters and theoretical basis of the framework.

Chapter 3 proposes a short term prediction algorithm of water level based on the basic framework. At first, it is validated with a synthetic experiment. The synthetic experiment makes it possible to confirm the method without any exogenous disturbances using the artificial true values generated from a simulation. Then the prediction algorithm is applied to the Katsura River, located in Kyoto, Japan. With the sequentially updated water level at the upstream end, the given rating curve are corrected, and the composite Manning roughness coefficient is estimated. Based on the estimated results at every hour, short term water stage prediction is implemented. The prediction results are compared with the observed discharge and water stage.

The 2D dynamic wave model reflects well the variations of the water stage in the estimates of a flood event, and the water stage estimation results show good agreement with the observed one. A limitation of the method was found that a gap between the predicted water stage and the observed water stage became larger according to the increase in leading time due to the uniform Manning roughness coefficient over the calculation domain. The uncertainties of Manning roughness coefficient has to be maintained to track the Manning roughness coefficient changing according to water level.
Chapter 4 improves the problems of Chapter 3 by considering the spatial distribution of the Manning roughness coefficient on the calculation domain and by introducing a variance reduction factor in the noise evolution equation. The calculation domain is separated into three sections: main channel, floodplain, and vegetation area, which are identified by the aerial photo. Then the noise scale is determined from the calculation of the variation at previous time step. Through the two factors could enhance the estimation capability, and show good reproducibility of other events as well.

This approach is implemented based on the given rating curve, so the applications are limited to the locations where both of discharge and water stage are available.

Chapter 5 reviews the availability of the method with the hydrologic model’s outputs to other catchment areas to solve the limitations of Chapter 4. Furthermore, it is utilized to estimate the peak discharge of the partially gauged flood event occurred in the Kumano River located in Japan in 2011. The sequential applications of the estimation method with hydrologic outputs are implemented to the previous three historic flood events to quantify the uncertainties of the Manning roughness coefficient of the subject river channel. Based on the optimized range of Manning’s $n$, the ensemble simulations are implemented to estimate the largest peak discharge of the 2011 flood using the discharge estimated by a hydrological model for the upper boundary condition. The possible range of the largest peak discharge was successfully evaluated through the comparison of the observed flood marks. Finally, a rating curve established by the estimation results at the Ouga station is examined.

Chapter 6 enhances the treatments of the upper boundary conditions used in the previous chapters. An upstream boundary condition is generated from an existing uncertain rating curve in chapters 3 and 4 and from a hydrologic model in chapter 5. These approaches involves limitations in applications to actual flood events because the measured discharge data is generally not enough to establish a rating curve, and the locations, where the rating curve is available, are also limited. Thus, the index exponent
of a rating curve following a power function and Manning roughness coefficient are approximated with particle filters and a 2D dynamic wave model. Then, to extract the reasonable values from the results of particle filters, smoothing is implemented based on trajectory tracking in reverse time direction. The smoothing provides the rating curve within a reasonable range, and it shows good agreement with the observed data.

Finally, Chapter 7 presents the conclusions.

Table 1-1 Different simulation conditions and characteristics in each chapter

<table>
<thead>
<tr>
<th></th>
<th>Chapter 3</th>
<th>Chapter 4</th>
<th>Chapter 5</th>
<th>Chapter 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Classification of Manning’s n</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Reference discharge</td>
<td>Existing rating</td>
<td>Existing rating</td>
<td>Outputs of a hydrologic model</td>
<td>–</td>
</tr>
<tr>
<td>Influence factors to rating curve</td>
<td>Channel control</td>
<td>Channel control</td>
<td>Channel control</td>
<td>Section control + Channel control</td>
</tr>
<tr>
<td>Filter</td>
<td>SIR</td>
<td>SIR</td>
<td>SIR</td>
<td>Generic PFs (SIS+SIR) + Smoothing</td>
</tr>
<tr>
<td>Result</td>
<td>Prediction + estimation</td>
<td>Estimation</td>
<td>Estimation</td>
<td>Estimation</td>
</tr>
</tbody>
</table>
Chapter 2. Basic framework to combine a 2D dynamic wave model and particle filters

This chapter reviews the basic framework to combine a 2D dynamic wave model with particle filters. A mathematical system model is not perfect because it depicts only its characteristics of direct interest (Maybeck, 1982), so a deterministic simulation with pre-determined parameters and uncertain inputs occasionally cause errors in estimation or prediction. Thus it is necessary to control the inputs or parameters to enhance the outputs of the simulation. In this respect, a 2D dynamic wave model, which is able to reproduce flood events with consideration of channel geomorphology, vegetation distribution within the river channel, results in errors due to the uncertainties of input data, parameters and system. Thus particle filters, which have advantages in dealing with non-linear and non-Gaussian problems, are introduced to deal with uncertainties of them. In addition, the theoretical basis is of a 2D dynamic wave model and particle filters are reviewed.
2.1 Basic framework

The basic framework to combine a 2D dynamic wave model and particle filters is the basis of each chapter (Fig. 2-1). It consists of 2D dynamic wave model (Nagata, 2002) that reproduces a flood event considering the geomorphologic effects of a river channel and particle filters, which consider the uncertainties of non-linear and non-Gaussian problems. As shown in Fig. 2-1, the steps of the basic framework are as follows:

1) The framework is based on several assumptions: all errors are caused by only inputs, parameters, and observed data, and the initial stage of the simulation is in a steady flow condition.

2) Before starting with “stabilization step”, the boundary conditions and Manning roughness coefficient of each particle are disturbed independently. At “steady sim.” step, parallel of particles with various feasible conditions are implemented by multiple threads until the calculated flow condition of each particle reaches steady state conditions using MPI or Open-MP. The parallelizing and serializing locations in the flow chart are marked by a distributor ⊕ and connector ⊗, respectively in Fig. 2-1.

3) After finishing “steady sim.” step, the parallelized calculations are again serialized to update the upstream water stage at the connector ⊗. With the updated water stage, the likelihood of each particle is calculated. According to the likelihood, the normalized weight of each particle is calculated.

4) At the “resampling” step, the lighter particles are removed, and the heavier particles are duplicated with some noise to avoid degeneracy of particles.

5) After finishing “stabilization step”, the calculated velocity, water depth, and so on in the calculation domain are transferred to the “main calculation step” at the connector ⊗.

6) Thus all particles include the different simulation conditions. Each particle is
calculated again within the boundary conditions of next time step.

7) From here, the same procedure with “Stabilization step” is repeated with time marching from $t$ to $t+1$.

Through the whole procedure, the approximate distributions of inflow and the Manning roughness coefficient of the objective river channel are calculated.

Figure 2-1 Flow chart of the basic framework.
2.2 2D dynamic wave model

The 2D dynamic wave model (Nagata, 2002) consisted of a continuity equation and a momentum equation as follows:

\[
\frac{\partial h}{\partial t} + \frac{\partial M}{\partial x} + \frac{\partial N}{\partial y} = 0
\]  

(2-1)

\[
\frac{\partial M}{\partial t} + \frac{\partial uM}{\partial x} + \frac{\partial vM}{\partial y} = -gh \frac{\partial z_s}{\partial x} - \frac{\tau_{bx}}{\rho} + \frac{\partial}{\partial y} \left( \frac{u^2 h}{2} + \frac{\partial}{\partial x} \left( \frac{u^2 h}{2} \right) \right)
\]

(2-2)

\[
\frac{\partial N}{\partial t} + \frac{\partial uN}{\partial x} + \frac{\partial vN}{\partial y} = -gh \frac{\partial z_s}{\partial y} - \frac{\tau_{by}}{\rho} + \frac{\partial}{\partial x} \left( \frac{v^2 h}{2} + \frac{\partial}{\partial y} \left( \frac{v^2 h}{2} \right) \right)
\]

(2-3)

where \( h \) is water depth, \( M \) and \( N \) represent discharge fluxes in the \( x \)-direction and the \( y \)-direction, respectively. \( u \) and \( v \) are average velocities of the \( x \)-direction and the \( y \)-direction, respectively. \( \tau_{bx} \) and \( \tau_{by} \) are the bed shear stresses, \( \rho \) is water density, and \( g \) is gravity. \( \overline{u'^2} \), \( \overline{v'^2} \) and \( \overline{u'v'} \) are the depth averaged Reynolds stress on \( x - y \) coordinate. The depth averaged Reynolds stress was calculated as follows:

\[
-\overline{u'^2} = 2D_h \left( \frac{\partial u}{\partial x} \right) - \frac{2}{3} k
\]

(2-4)

\[
-\overline{u'v'} = D_h \left( \frac{\partial u}{\partial y} + \frac{\partial v}{\partial x} \right)
\]

(2-5)

\[
-\overline{v'^2} = 2D_h \left( \frac{\partial v}{\partial y} \right) - \frac{2}{3} k
\]

(2-6)

\[
D_h = \alpha h u_*
\]

(2-7)

where \( D_h \) is the eddy viscosity coefficient. Then \( k \) is depth-averaged turbulence energy. \( \alpha \) is the constant number. \( u_* \) is the friction velocity \( \left( u_* = \sqrt{\tau/\rho} \right) \).
$k$ is determined by the empirical equation proposed by Nezu and Nakagawa (1993) as follows:

$$\frac{k}{u_*} = 4.78 \exp \left( -2 \frac{z}{h} \right)$$  \hspace{1cm} (2-8)

where $z$ is the water depth from the bottom ($z = 0$) to water surface ($z = h$).

The equation was integrated against the water depth as follows:

$$k = 2.09 u_*^2$$  \hspace{1cm} (2-9)

The shear stress was converted by the Manning’s equation as follows:

$$\tau_{bx} = \rho g n^2 u \sqrt{u^2 + v^2} \frac{1}{h^{1/3}}$$  \hspace{1cm} (2-10)

$$\tau_{by} = \rho g n^2 v \sqrt{u^2 + v^2} \frac{1}{h^{1/3}}$$  \hspace{1cm} (2-11)

where $n$ is the relative roughness.

The equations were numerically solved using Finite Volume Method (FVM) on a structure grid. In dealing with the convection term, the simple first-order upwind scheme was utilized. Then, the Adams-Bashforth method was introduced for the time integration.
2.3 Particle filters

Particle filters (PFs) performed the sequential Monte Carlo (SMC) estimation based on a point mass representation of probability densities within Bayesian theorem (Ristic et al., 2004). The sequential process of particles in time using the nonlinear model is preceded up to the next available measurement (Salamon and Feyen, 2010). Among various implementations of the PFs, this study introduces the Sequential Importance Resampling (SIR) method to reflect current state more similarly as time passes. We briefly reviewed the state space model for a nonlinear system, the typical method (Sequential Importance Sampling (SIS) method), and the selected SIR method in sequence. Then, the sampling constraints were described.

2.3.1 State space model for non-linear system

A non-linear system can be represented using the state equation and the observation equation as follows:

\[ x_t = f(x_{t-1}, v_t) \]  \hspace{1cm} (2-12)

\[ Z_t = g(x_t, w_t) \]  \hspace{1cm} (2-13)

where the functions \( f \) and \( g \) represent the state equation and the observation equation, respectively. The state variable \( x_t \) evolves with noise \( v_t \) based on the state equation. \( v_t \) and \( w_t \) indicate process noise and observation noise, respectively.

The state variable can be represented as a set of samples (“particles”) at time \( t \), and each particle consists of a variable and a weight that define the contribution of the particle. Eqs. (2-12) and (2-13) can be represented by probability as follows:
According to Bayes theorem and the Markovian property, the posterior density \( p(x_t|Z_t) \) can be estimated from the likelihood \( p(z_t|x_t) \) and the prior density \( p(x_t|x_{t-1}) \) as follows:

\[
p(x_t|Z_t) = \frac{p(z_t|x_t)}{p(z_t|Z_{t-1})} p(x_t|Z_{t-1}) \propto p(z_t|x_t) p(x_t|Z_{t-1})
\]

(2-16)

where the normalising constant \( p(z_t|Z_{t-1}) \) depends on the likelihood.

The optimal solution was introduced by the above posterior density, which represents the recursive propagation as time passes.

### 2.3.2 Sequential Importance Sampling (SIS) method

The SIS algorithm consists of the recursive propagation of the weights, and the process proceeded with the sequentially updated observation data (Arulampalam et al., 2002). Sampling from the state posterior density Eq. (2-17) was impossible, as pointed out by Doucet et al. (2000); therefore, the weights were normalised using \( \sum_{i=0}^{n} w_i = 1 \).

Then, the posterior density at time \( t \) can be approximated as follows:

\[
p(X_t|Y_t) = \sum_{i=0}^{n} w_i \delta(X_t - X_t^i)
\]

(2-17)

The weight, which is a discrete weighted approximation of the posterior density, was chosen using the principle of importance sampling (Arulampalam et al., 2002). If the sample \( X_t^i \) is drawn from an importance density \( q(X_t|Z_t) \), then the weight can be
represented as follows:

\[
w'_i \propto \frac{p(x'_i | z_i)}{q(x'_i | z_i)}
\]  

(2-18)

In terms of the sequential case \( p(X_t | Z_t) \) for new samples were derived from approximations of \( p(X_{t-1} | Z_{t-1}) \) and measurement. If the importance density is chosen to factorise:

\[
q(X_t | Z_t) = q(x_t | X_{t-1}, Z_t)q(X_{t-1} | Z_{t-1})
\]  

(2-19)

Then the sample \( (X'_t) \) can be obtained from the argument of the previous sample \( (X'_{t-1}) \). Thus, the updated equation becomes (Ristic et al., 2004):

\[
p(X_t | Z_t) \propto p(z_t | x_t)p(x_t | X_{t-1})p(X_{t-1} | Z_{t-1})
\]  

(2-20)

Using Eqs. (2-20) and (2-18), the weight was modified as follows:

\[
w'_i \propto w'_{i-1} \frac{p(z_t | x'_t)p(x'_t | X'_{t-1})}{q(x'_t | X'_{t-1}, Z_t)}
\]  

(2-21)

Finally, the posterior density \( p(x_t | Z_t) \) can be approximated as:

\[
p(x_t | Z_t) \approx \sum_{i=1}^{N} w'_i \delta(x_t - x'_i)
\]  

(2-22)

As \( N \) approaches infinity, the approximation approaches the true posterior density.

### 2.3.3 Sequential Importance Resampling (SIR) method

The SIR algorithm is one version of the PFs. It is derived from the typical SIS
algorithm by choosing the importance density to be the transitional prior density and performing the resampling for every time step (Ristic et al., 2004). The advantage of the SIR algorithm is that it avoids the degeneracy problem in the SIS algorithm. In addition, the evaluation of the importance weight and sampling from the importance density becomes easy. Then, resampling at every time step means that we did not need to calculate the importance weight from the current time step to the next time step and that the weights were given by the proportionality, as pointed out by Ristic et al. (2004).

\[ w'_i \propto p(Z_t|x'_i) \]  

(2-23)

They state that the SIR algorithm can be inefficient and result in a rapid loss of diversity in particles. However, if a hidden target has no measurement data and changes sharply as time passes, adequate errors must be incorporated continuously. Moreover, a process with enough freedom with respect to the particles is helpful when considering the interrelationship between inflow, channel roughness, and water stage.

One of the important points is how to incorporate the errors in each particle because the abrupt change of each value of particles induced the errors in calculation. To avoid the problems, each value of particles is evolved from time \( t \) to \( t+1 \) like Fig. 2-2. Resampling at time \( t \) just duplicates the chosen particles according to weight. Then the a duplicated value at time \( t \) and a perturbed sample, which is incorporated some noise to a duplicated value at time \( t \), at time \( t+1 \) are interpolated, and the interpolated value \( v_{t+\Delta t}^i \) is applied to the calculation as Manning roughness coefficient and inflow like Eq. (2-24).

\[ v_{t+\Delta t}^i = \frac{v_t^i - v_{t+1}^i}{\Delta t} \]  

(2-24)

where, \( v_t^i \) indicates the duplicated value at time \( t \) of particle \( i \); \( \Delta t \) means the time step utilized in the 2D dynamic wave model.
2.3.4 Likelihood calculation and perturbation method

The Gaussian likelihood of each particle was calculated against the observed water stage to reduce the variations resulting from the interaction between parameters and state variables.

\[
W^i_t = p(Z_t | x^i_t) = \frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{(x^i_t - z_t)^2}{2\sigma^2}} \tag{2-25}
\]

where \( \sigma \) is the standard deviation associated with the observed water stage \( z_t \), and \( x^i_t \) is the state variable that represents the simulated water stage at certain cross-sections within the result of particle \( i \).

Then, the normalised weight was calculated by the likelihood as follows:
where $w_t^i$ indicates the likelihood of the $i$th particle at time $t$. $W_t^i$ denotes the normalised weight of each particle at time $t$, and $N$ represents the number of particles.

Each particle was resampled depending on its own normalized weight using the systematic resampling method, and noise was added to duplicated particles. This sequential updating procedure made it possible to consider the time-variant state variables and parameters with some constraints.

During the initial stage, the noise drawn from the uniform distribution was added to inflow and Manning’s $n$ because we do not have prior information about both of them. In the sequential updating stage, the perturbation method and the variance of the particles directly affect the accuracy of the results. Thus, the efficiency of the methodology is also related to the perturbation method. Reflecting previous experience of the changed pattern to improve accuracy and efficiency would be ideal, but the pattern of Manning’s $n$ is variable based on the river channel situation. The detailed descriptions of the perturbation method is in each chapter because it is continuously improved for the estimation of Manning’s $n$ and the inflow together causing equifinality problems against matching the water stage at every time step.
Chapter 3. Synthetic experiment with updating a rating curve and estimating Manning’s $n$

This chapter focuses on two topics: one is to verify the developed method using a 2D dynamic wave model and particle filters through the synthetic experiment. Another is to investigate the applicability of the method to a short-term flood prediction with a real event. Then the contents are based on Kim et al. (2012(a)).

The method is designed to consider the uncertainties of inflow and channel roughness in an estimation process. Based on the estimated results, short term flood forecasting is implemented. At the estimation process, a hidden state variable (inflow) is continuously estimated by the sequentially updated observation (water stage at an upstream end) using particle filters. The estimation process is applied to the Katsura River located in Kyoto, Japan, and it was verified first through a synthetic experiment, which take advantages of uncertain measurements and parameters because we are able to assume true measurement and parameters for analyzing the proposed method. The synthetic experimental result shows that the algorithm successfully traces the hidden true values on a real-time basis. In addition, the prediction results were also compared with observed water stages.
3.1 Introduction

Flood forecasting is crucial information for mitigating and/or protecting the damages induced by flood to our properties and human lives. In general, a hydrological model is utilized to predict the volume and peak time of flood, based on a given rainfall information. Then, a hydraulic model calculates water stage profile for a specific river channel to provide more detailed flood information.

The most successful method of accurate flood forecasting may need precise rainfall information and a well-organized hydrologic model, as well as hydraulic models. However, it is not avoidable to suffer much erroneous forecasting information through a series of conversion, which is from rainfall to discharge and from discharge to water stage. Thus, we are still lacking in our forecasting methods, not only in accurate rainfall forecasting but also in proper hydrologic and hydraulic modeling.

Among many error sources of forecasting in the above mentioned processes, this study focuses on data assimilation into a hydraulic model to properly convert uncertain river discharge information into correct water stage information on a specific river channel. Generally, input data into a hydraulic model, such as inflow from the upper boundary, already include a certain amount of error, and additional system error that comes from a hydraulic model will be added during simulations. To avoid these conventional error sources, this study proposes a new method of hydraulic model utilization, which considers the input error, system error, and observation error using a recursive Monte Carlo simulation algorithm.

Real-time updating of model state variables has already been adopted in many researches with stochastic approaches like the Kalman filter and particle filters. Kalman filter is introduced into the 1D dynamic wave model to improve forecasting accuracy considering observed water stage and discharges (Shiiba et al., 2000). Hsu et al. (2006) showed that updating of the channel roughness coefficient during a simulation
considering observed water stage improves prediction capability, and a fixed channel roughness coefficient results in an inaccurate prediction. Discharge also includes uncertainties, as pointed out by Dottori et al. (2009) and Di Baldassarre and Montanari (2009) even observed that discharge data include many uncertainties. In addition, discharge data converted by a rating curve from observed water stages includes many uncertainties.

Aricò et al. (2009) presented a simultaneous estimation method for discharge and channel roughness, and proved that it is essential to consider heterogeneous channel roughness. It is obvious that channel roughness, inlet flow, and the interaction of these factors are critical items for accurate water stage estimation. A stochastic model or a real-time based calibration seems necessary for considering many errors during hydrologic and hydraulic model simulations.

Recent researches have introduced a new type of recursive updating scheme, called particle filters (PFs), into 1D hydraulic models to consider the non-linearity of system models (Montanari et al., 2009; Giustarini et al., 2011; Matgen et al., 2010). Tachikawa et al. (2011) also introduced PFs into the 1D hydraulic model, and they improved the predictability of water stages by using the sequentially updated water stages. However, the 1D model was not able to fully consider the geomorphologic characteristics of channel, and the tracking ability of water stage in their study was limited. In terms of the method incorporating noise, the conventional Kalman filter algorithm has limitations in its application to unknown non-normal variances in the state or observational equation (Bradely, 1992). However, PFs are applicable in the non-linear system without any Gaussian assumption.

In this chapter, we introduce an improved prediction algorithm that is based on a 2D dynamic wave model and particle filters considering input, parameters and observation errors. To verify the proposed algorithm, we tested our method on a short reach on the Katsura River in Kyoto, Japan. A 2D dynamic wave model is adopted in this study to
reproduce the relation of water stage, discharge, and parameters on a complex river bed more precisely. This chapter is composed of the following sections. Section 3-2 describes the proposed methodology. Section 3-3 explains about the particle filtering system. Then, the design of the synthetic experiment (Bentley, 1900) and the verification of the algorithm with a synthetic experiment are presented in section 3-4. Next, in section 3-5, we implement the performance analysis of the prediction method with a real event data. Finally, section 3-6 summarizes this chapter.

3.2 Methodology

3.2.1 Prediction algorithm

The prediction algorithm largely consists of a particle filtering system (estimation system) and a prediction system (Fig. 3-1). The prediction algorithm runs on results arrived at through an estimation process. As was presented in chapter 2-1, the estimation system, which is based on SIR algorithm and a 2D dynamic wave model, is composed of a perturbation step, an update simulation step, and a resampling step. First, a boundary condition, such as the upstream discharge, the downstream water stage, and model parameter values (channel roughness) are disturbed to consider their uncertainties at the perturbation step. Then, the state variables, which are calculated by the 2D dynamic wave model, and parameter values are sequentially updated in the resampling step according to the weight calculated in comparison with the sequentially updated water stage. Next, the state variables and parameter values are transferred to the prediction process to reflect the current state more accurately after the updating. The prediction process is calculated for up to 6 hours, with the updated state variables and parameter values every hour. The connection between the prediction system and the estimation system are represented by the connector in Fig. 3-1. Before implementing the prediction process, ensemble conditions are generated. Manning’s roughness coefficient is fixed as the value chosen in the resampling step at the current time step, and
the predicted inlet flows up to 6 hours are determined by the proportions of the particle’s inlet discharge against the given discharge at the current time step. Thus the prediction algorithm is rigorously a hindcast simulation to confirm the methodology.

3.2.2 Study area

The proposed method is applied the Katsura River located in Kyoto, Japan (Fig. 3-2). The watershed area is 1090 km² at the Hazukashi station. The targeted reach length is about 2 km from Hazukashi station to Nosou station, and the calculation domain is composed of 500 structured grids (Fig. 3-3). There are two water stage stations at both ends without tributaries, so the characteristics of the reach are good for application of the method since we neglect the lateral flow in consideration of discharge uncertainties.
Figure 3-2 Watershed area of the Katsura river located in Kyoto, Japan.

Figure 3-3 Calculation domain from Hazukashi station to Nosou station of the Katsura river.
3.2.3 Procedure for verification and application

We will firstly verify our proposed method with a synthetic experiment, which is based on artificial true values. Then the method is going to be tested on a natural river channel with the observed data to confirm its predictability.

3.3 Particle filtering system

PFs perform the sequential Monte Carlo (SMC) estimation based on particle representations of probability densities within Bayesian theorem (Ristic et al., 2004). The sequential process of particles in time using the nonlinear model is preceded up to the next available measurement (Salamon and Feyen, 2010). Among the various PFs, the sequential importance resampling (SIR) method is introduced in this study since the SIR can reduce the meaningless calculations and estimate current state more exactly.

3.3.1 Perturbation equation of estimation process

From the assumption that all errors come from uncertainties of channel roughness, inlet inflow and measured water stage at downstream, we incorporate some errors to Manning’s roughness coefficient, inflow, and downstream water stage.

The general method, which adds white noise to the chosen particles like Eq. (3-4), shows the limitations in tracking rapidly changing parameter values and state variables. Therefore, the modified extrapolation method, which showed appropriate ability when tracking abruptly changed channel roughness with Kalman filter in the study of Crissman et al. (1994), is introduced to generate the noise of Manning roughness coefficient and inlet flow, as in Eq. (3-3) and Eq. (3-1), respectively.
The polynomial extrapolation method reduces the variation of particles, but it shows the weakness in inflection points, such as peak time of discharge hydrograph. As an alternative to these problems, we introduced the two types of perturbation equations to generate noise of Manning’s roughness coefficient. In order to choose the perturbation equation, the discharge ratio (Eq. (3-2)), where \( q(H_{t+1}^{obs,up}) \) is the discharge converted from the existing rating curve and the observed water stage at the current time, is introduced. Several cases were tested to determine the criteria to choose the perturbation equation, and it has been confirmed that a 20% discharge variation ratio is the proper value in our subject river channel. In the case when the ratio is less than 20%, Eq. (3-4) is applied, and Eq. (3-3) is applied when the ratio is more than 20%. It should be noted that this value is not a general index for other river channels.

\[
Q_{t+1}^i = Q_t^i + (q(H_{t+1}^{obs,up}) - q(H_t^{obs,up})) + \varepsilon_Q^{i,t+1}, \varepsilon_Q^{i,t+1} \sim N(0, (0.1q(H_t^{obs,up}))^2)
\]  

\[
Q_{ratio}^{t+1} = \frac{q(H_{t+1}^{obs,up}) - q(H_t^{obs,up})}{q(H_t^{obs,up})} 
\]  

In case that \( Q_{ratio}^{t+1} > 0.2 \), \( n_{t+1}^i = n_t^i + (\hat{n}_t - \hat{n}_{t-1}) + \varepsilon_n^{i,t+1}, \varepsilon_n^{i,t+1} \sim N(0, 0.005^2) \) \( (3-3) \)

In case that \( Q_{ratio}^{t+1} \leq 0.2 \), \( n_{t+1}^i = n_t^i + \varepsilon_n^{i,t+1}, \varepsilon_n^{i,t+1} \sim N(0, 0.01^2) \) \( (3-4) \)

\[
H_{t+1}^i = H_{t+1}^{obs,down} + \varepsilon_H^{i,t+1}, \varepsilon_H^{i,t+1} \sim N(0, 0.1^2)
\]  

where, \( Q_t^i \), \( n_t^i \) and \( H_t^{i,down} \) indicate the discharge, Manning roughness \( n \), and downstream water stage of \( i \)-th particle at time \( t \), respectively. \( \varepsilon_Q^{i,t+1}, \varepsilon_n^{i,t+1}, \) and \( \varepsilon_H^{i,t+1} \) indicate the errors drawn from the normal distribution. \( H_{t+1}^{obs,up} \) and \( H_{t+1}^{obs,down} \) indicate the observed water stage at upstream and downstream, respectively. \( q(H_t^{obs,up}) \) is the discharge converted from an existing rating curve and the time series observed.
upstream water stage. \( \hat{n}_t \) indicates the weight averaged roughness coefficient in each time step according to the normalized weight by Eq. (2-25).

### 3.3.2 Resampling process

The key idea in the particle filters is to represent the posterior pdf \( p(x_t | z_t) \) with a set of random draws, called particles (Salamon and Feyen, 2010). The posterior density at time \( t \) is approximated as Eq. (2-17) and the updated equation can be shown as Eq. (2-18). At each updating step, the weight, which is calculated by Eq. (2-18), is calculated against the observed water stage at upstream. Then, the likelihood of each particle was normalized as Eq. (2-26). According to the normalized weight, the particles are removed or multiplied in the resampling step. The systematic resampling method (Kitagawa, 1996) is introduced among various resampling methods.

### 3.3.3 Constraints on noise generation

This method considers various cases with the disturbed channel roughness and inflow, but particles are controlled by only the normalized weight calculated against the updated water stage. Therefore, it is not enough to control the two randomly generated variables—the Manning roughness and inlet discharge—with only the weight calculated against updated water stage. In order to reduce the meaningless calculation, we assume the errors of observed discharge are fewer than 35%.

### 3.4 Evaluation of the proposed method with synthetic experiment

#### 3.4.1 Synthetic experimental design

The key idea of the synthetic experiment is to confirm whether the method estimates inflow and channel roughness reasonably with the updated water stage at upstream
without any exogenous disturbances or not. The synthetic experiment consists of two steps. First step is to generate synthetic truth by the simulation with given conditions: downstream water stage, upstream inflow, and channel roughness. In terms of given conditions, the time series upstream discharge and downstream water stage of the real event, which occurs from 6:00 on October 20, 2004, to 15:00 on October 21, 2004, are utilized by the boundary conditions. In addition, the flood plain exists on both sides of the main channel. The Kamo River joins at the upstream of the reach and the Uji River joins at the downstream of the reach. Although they do not join inside the study reach, the effect of the tributaries and flood plain makes flow conditions very complex. Thus we simply assume that Manning’s roughness coefficient \( n \) is linearly inverse proportional to water stage \( H_{\text{obs},\text{up}} \) at time t as follows:

\[
n_t = \frac{(18 - H_{\text{obs},\text{up}})}{250} + 0.02
\]

(3-6)

The simulation provides time-series upstream water stage as a by-product. The given conditions and the by-product are the synthetic true data.

At the second step of the synthetic experiment, the upstream water stage among synthetic true data serves as the sequential updating data of the implementation of the proposed method. Then downstream water stage and upstream inflow, which are same with observed data, are utilized by downstream boundary condition and the reference discharge of the upstream boundary condition, respectively. Thus the inflow and channel roughness are tracked by the proposed method. In addition, the synthetic data composed of the observed time series upstream discharge, downstream water stage, the generated upstream water stage, and the relationship equation about Manning’s \( n \) are utilized as verification data and marked as “TRUE” in the following graphs.
3.4.2 Evaluation of the estimation results with synthetic data

In this section, the test for the particle filter algorithm—namely, whether or not the algorithm successfully traces the hidden “True” is implemented. In this testing step, upstream discharges and downstream water stage, including a certain level of error like Eq. 3-1 and 3-5, respectively, are used as the boundary condition. Then some errors were considered in Manning roughness coefficient as well like Eq. 3-3 and 3-4. Based on this condition, the particle filter algorithm with the correct water stage information was updated to trace the correct discharges and proper Manning roughness coefficient on a real-time basis.

It is believed that a large number of particles improve the accuracy of the estimation and prediction. The algorithm proposed in this study has been tested with different particle numbers, such as 100, 300, and 500 particles. We have determined that 100 particles in our algorithm are sufficient in the sense of calculation time and simulation accuracy in the Figs. 3-4, 3-4, and 3-5. In addition, the water stage of synthetic truth is utilized as updating data for the second step of the synthetic experiment.

In Figs. 3-3, 4, and 5, the weight averaged values, the values of each particle, and the true values of water stage, inlet discharge, and Manning’s roughness coefficient are marked as a black line, red points and blue points, respectively. According to the graphs, the range of perturbed particles covers the true values, and particularly, the initial errors of Manning’s roughness were also corrected during the tracking procedure by the learning process of particle filters. Root mean square error (RMSE) is utilized to compare the averaged values with synthetic truth. The RMSE for water stage and discharge are 0.11m and 31.75 m³/s, respectively. Thus the results show that sequential evolution of each particle makes it possible to correct the channel roughness with considering the uncertainties of the inflow. In addition, the graphs in Figs. 3-4 ~ 3-6 show the approximate values Manning’s $n$ could be obtained.
Figure 3-4 The comparison of averaged water stage in the synthetic experiment.

Figure 3-5 The comparison of inlet discharge in the synthetic experiment.

Figure 3-6 The comparison of Manning roughness coefficient in the synthetic experiment.
3.5 Prediction results and analysis using observed data

In this section, the predictability of the algorithm with observed data is presented. Most of the applied conditions for this simulation are the same with synthetic experiment, but the simulation is different in that this test utilizes real observed water stage for updating and true values for Manning’s $n$ do not exist.

In the prediction process, Manning’s roughness coefficient is fixed as the value chosen in the resampling step at the current time step, and the predicted inlet flows up to 6 hours are determined by the proportions of particle’s inlet discharge against the given discharge at the current time step. The prediction process performs up to 6 hours. Then the results at 1 hour (1HR), 3 hours (3HR), and 6 hours (6HR) are compared with the observed water stage and discharge (OBS) at Hazukashi station (Figs. 3-7 and 3-8). EST indicates the average values with the weight, while the prediction results are averaged with even weight. Table 3-1 shows the comparison results of the estimation and prediction of the water stage.

The estimated water stage and 1 hour ahead water stage shows good agreement with the observed one. With increased lead time, the accuracy of the prediction result is less than the 1 hour ahead prediction result due to the fixed roughness coefficient chosen in the resampling step, while the real channel roughness varies according to time.

In addition, the estimated Manning’s roughness coefficient is plotted in Fig. 3-9 with the values of each particle. Manning’s roughness coefficient is so varied due to the flood plain and backwater increasing the channel roughness when flooding occurs. Then Fig. 3-8 also shows that the estimated discharges are similar to the observed discharges, even though there is some discrepancy at the peak point and the recession limb of the hydrograph. However, the discrepancy in Fig. 3-8 may come from the rating curve conversion because the discharge is converted from the observed water stage.
Figure 3-7 The comparison of prediction water stage at the Hazukashi station.

Figure 3-8 The comparison of prediction discharge at the Hazukashi station.

Figure 3-9 The estimated tendency of Manning roughness.
Table 3-1 Water stage comparison of the estimation and prediction at Hazukashi station.

<table>
<thead>
<tr>
<th>Classification</th>
<th>RMSE of water stage (m)</th>
<th>Maximum absolute error (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Estimation</td>
<td>0.024</td>
<td>0.075</td>
</tr>
<tr>
<td>1hr prediction</td>
<td>0.097</td>
<td>0.258</td>
</tr>
<tr>
<td>3hr prediction</td>
<td>0.291</td>
<td>0.758</td>
</tr>
<tr>
<td>6hr prediction</td>
<td>0.565</td>
<td>1.376</td>
</tr>
</tbody>
</table>

3.6 Summary

Stochastic approaches are introduced to the 2D dynamic wave model to incorporate errors to consider the uncertainties of inflow and Manning roughness coefficient. As a stochastic approach, particle filters are utilized to deal with non-linear and non-Gaussian problems. In addition, the point mass representations in particle filters make it possible to consider all feasible conditions together. First, the proposed method is verified with the synthetic experiment to prevent unexpected exogenous disturbances. The estimated inflow and Manning roughness coefficient show good agreements with the artificial true value generated in the synthetic experiment. The availability as a water stage prediction model for a real event is checked. The estimated inflow show consistency with the observed discharge, but the gap between the predicted water stage and observed value becomes larger according to the increase in leading time. Although the method showed good estimation capability, the consideration of Manning roughness coefficient as an uniform value limit the water stage predictability. In addition, the large variation of Manning’s n in tracking the Manning’s n changed according to the change of water depth induce the large variation in estimated water stage and upstream inflow.
Chapter 4. Experiment to a real event considering the spatial distribution of Manning’s $n$ in a calculation domain

In this chapter, we tried to improve the weak points of the chapter 3 by introducing a spatially distributed Manning’s $n$ because the Manning’s $n$ changed according to the variation of the water depth is very difficult to apply in prediction algorithm based on the contents of Kim et al.(2012(b)).

Thus only the estimation process is focused in this chapter and the estimated results are compared with the observed discharge data for the verification. In the estimation system, Sequential Importance Resampling (SIR) method is introduced to a 2D hydraulic model to simultaneously estimate inflow and Manning roughness coefficient (Manning’s $n$). The equifinality problem between the Manning’s $n$ and the inflow is considered using the proposed method. To solve the problem, we introduced the variance reduction factor and the correction factor in the perturbation step of the proposed method. The perturbed inflow and Manning’s $n$ were updated according to the observed water stage with state variables. The result of the proposed method shows good agreement with the observed discharge, which enabled us to estimate the Manning’s $n$ and inflow discharge at the same time considering the uncertainties of the existing rating curve. Finally, it showed that the methodology not only estimates the appropriate Manning’s $n$ but also improves the existing rating curve.
4. 1 Introduction

Discharge data at the basin outlet are utilized in water resource management, hydrological model calibration, flood prediction, and so on. These data are obtained by measuring the flow velocity or constructing a rating curve, or through the installation of a specific gauging station such as a flume. Among them, a general method uses a rating curve, which depicts the relationship between stage and discharge at the section based on occasional measurements. Even if a rating curve is based on measurement data, it assumes that the flow is steady state and the channel bed does not change as time passes; this means a dynamic river flow estimation with a rating curve has limitations. Therefore, the accuracy of the discharge obtained by transforming a time-series observed water stage to discharge using the rating curve is uncertain. Di Baldassarre and Montanari (2009) investigated the uncertainties of the discharge using a 1D hydraulic model and classified the uncertainty into three categories: One is due to the interpolation and extrapolation of a rating curve; another is due to the presence of unsteady flow conditions; and the last one is generated by the seasonal change in the channel roughness. They showed that using a rating curve might generate significant errors when estimating discharge from the stage measurements, and the errors may be more than 15% of the true discharge.

As an alternative to these traditional discharge estimation methods, in recent years, a hydraulic routing model has been considered as a tool for flood prediction or estimation. Such a hydraulic model introduces a stochastic approach to dealing with the uncertainties of the model structure, state variables, and the model parameters. In addition, because the water stage is more accurate than the discharge data, it serves as reference data for updating state variables. Shiiba et al. (2000) applied a Kalman filter to the one-dimensional dynamic wave model. They considered the uncertainties from imperfect parameters and boundary conditions. The stochastic approach showed that the estimation errors – due to parameter calibration uncertainty, input uncertainty, and error
propagation systems involved in a deterministic model – could be reduced.

Such a stochastic approach using a hydraulic model primarily focuses on channel roughness or uncertain inflow. Originally, the particle filters (PFs) are applied to a one-dimensional hydraulic model (Montanari, et al., 2009; Matgen, et al., 2010; Giustarini, et al., 2011), and showed that the PFs could reduce the uncertainties of the discharge and water stage by updating the water stage using satellite imagery. However, Manning’s $n$ was determined using the trial-and-error method with a certain discharge. In other words, the uncertainties of the Manning’s $n$ were not considered.

Because channel roughness is included in the friction factor for river flow, it affects the relationship between water stage and discharge. Therefore, Fread (1989), Hsu, et al. (2006), and Ding, et al. (2006) showed that the consideration of Manning’s $n$ improves the prediction ability of the water stage in flood prediction. Kim, et al. (1995) showed that an uncertain Manning’s $n$ could generate different discharges for the same water stage when using a 1D hydraulic model.

Using this approach, we confirmed that channel roughness and inflow are important factors for simulation, and the interrelationship of discharge, water stage, and channel roughness is very complex. Therefore, usually only channel roughness or discharge are estimated because estimating both variables at the same time is difficult. As an alternative, Aricò et al. (2009) estimated discharge and Manning’s $n$ simultaneously, but they focused simply on estimating the peak discharge and finding a representative Manning’s $n$ – but not a Manning’s $n$ changed according to flow conditions. Tachikawa et al. (2011) introduced PFs to the 1D dynamic wave model, showing that the parameters and boundary conditions could be estimated well by updating the water level using PFs. Because the embedded system model is a one-dimensional dynamic wave model, limitations exist in utilising updated water stage data; the model cannot consider the geomorphologic effect. Kim et al. (2012) introduced PFs to the 2D hydraulic model, but they did not solve the problem between the Manning’s $n$ and discharge clearly since
they considered Manning’s $n$ as the uniform values for all calculation domains of the river.

Therefore, this chapter aimed to present a simultaneous estimation method that considered an uncertain Manning’s $n$ with spatial distributions and an uncertain inflow. We used the 2D dynamic wave model, which can reflect the effect of river geomorphology and is sensitive to variations in the water stage. The Monte Carlo sequential data assimilation scheme – the so-called Particle Filters – is applicable for non-linear and non-Gaussian systems and was combined with the 2D dynamic wave model. The proposed method was verified through real observed discharge, and the applicability of the proposed method was confirmed with another flood event.
4.2 Methodology

The proposed method was built on the assumption that a rating curve and the Manning’s $n$ include uncertainties and sequential updating of the observed water stage reduces these uncertainties. To understand that framework in regard to the proposed method, we needed to consider the sequential procedure (shown in Fig. 4-1) and the structure of it. With regard to the structure, it consisted of a two-dimensional dynamic wave model (2D model) and a particle filters (PFs). The 2D dynamic wave model calculated variables inside the calculation domain. The particle filter incorporated noise to the boundary conditions of each 2D model at the perturbation step before...
implementing the 2D model and compared the results against the observed water stage at the weight calculation step. Concerning the sequential procedure, the estimation process repeated every hour because we utilized the hourly observed data. At first, the boundary conditions of inflow and the roughness coefficient, including uncertainties, were incorporated with some errors at the perturbation step, so the 2D model ran with the various boundary conditions, so-called particles. The 2D model was a deterministic model unless many similar systems run simultaneously and independently, and the result of each particle was evaluated by the updated water stage every updating step. The 2D model was parallelised by Open Multi Processing (OpenMP), which supports shared memory multiprocessing programming for efficient calculation during the estimation process. The weight of each particle was calculated against the observed water stage for every updating step, and the weight recursively updated the state variables consecutively.

In terms of using a 2D model, channel roughness, inflow, and water stage have the closest connections with each other for estimating one of them. Manning’s $n$ was determined by the engineer on the basis of the small number of investigations of the bed material, vegetation, channel shape, and so on. In addition, the inflow obtained from a rating curve or a hydrological model involved many uncertainties, and the 2D model is highly nonlinear. Thus, we selected the Sequential Importance Resampling (SIR) method for this approach since the resampling step – which entails removing particles with low weights and duplicating particles with heavier weights with a brief process – makes the system reflect variables more accurately than the typical PFs, Sequential Importance Sampling (SIS).

To verify the proposed method, we applied the method to the Katsura River located in Kyoto, Japan. Because natural flood event data are affected by many anonymous factors, we designed experiments based on the natural river reach instead of using experiments implemented in a laboratory. The experiment implemented with two events: One event from October 2004 was utilized to estimate inflow and a spatial distribution
of the Manning roughness coefficient. Another event occurred in September 2004 and was utilized to confirm the applicability of the proposed method. The results – which are the Manning’s $n$ and the modified rating curve – estimated from the proposed method were validated for the simulation using the deterministic model.

4.2.1 Likelihood calculation

The Gaussian likelihood of each particle (Eq. (2-25)) was calculated against the observed water stage to reduce the variations resulting from the interaction between parameters and state variables. The standard deviation is determined by 0.1 m. Then, the normalised weight was calculated by the likelihood as Eq. (2-26). Each particle was resampled depending on its own normalised weight using the systematic resampling method, and noise was added to duplicated particles. This sequential updating procedure made it possible to consider the time-variant state variables and parameters with some constraints.

4.2.2 Perturbation equation of the method

During the initial stage, the noise drawn from the uniform distribution on $n$ was added to inflow and Manning’s $n$. In terms of inflow, the errors were determined as -20% and 20% of a given discharge in considering the maximum error rate derived from Fig. 4-2, respectively.
Figure 4-2 Comparison between the discharge converted from a rating curve and the observed discharge at Hazukashi station within the Katsura river located in Kyoto, Japan.

Figure 4-3 Area classification of the study area from the aerial photo.
In terms of Manning’s $n$, the study area was separated into 3 categories, which were main channel, flood plain, and the area densely colonised by trees (see Fig. 4-3). On each area, were determined as 0.02 and 0.05, 0.04 and 0.1, and 0.08 and 0.14 based on DEFRA/EA (2003), respectively.

In the sequential updating stage, the perturbation method and the variance of the particles directly affect the accuracy of the results. Thus, the efficiency of the methodology is also related to parameters. Reflecting previous experience of the changed pattern to improve accuracy and efficiency would be ideal. However, the pattern of Manning’s $n$ is variable based on the river channel situation, and we can assume that the Manning’s $n$ is determined by the certain fixed value in each section (Fig. 4-3). In addition, we assume that the discharge transformed from a rating curve with the water stage has a certain pattern. We considered these assumptions in designing the perturbation step. Because the large variances of Manning’s $n$ and the inflow cause equifinality problems against matching the water stage at every time step, the variance reduction factor was introduced in tracking the Manning’s $n$, and the correction factor was introduced in tracking the discharge.

In total, five variables – which are water stage at outlet, inflow, and Manning’s $n$ in each separated zone – were evolved independently in the perturbation step. Water stage at outlet was disturbed with normal distribution, considering the observational errors as Eq. (3-5)

Concerning the inflow involving some uncertainties obtained from the existing rating curve, the perturbation method for the inflow was defined as follows:

$$Q_i' = Q_{i-1} + a_i (q(H_{i}^{obs,up}) - q(H_{i-1}^{obs,up})) + \varepsilon_{Q_i},$$  \hspace{1cm} (4-1)

$$\varepsilon_{Q_i} \sim N(0, 0.1q(H_{i}^{obs,up}))^2)$$
\[
a_t = (\hat{Q}_{t-1}^i / q(H_t^{obs,up}) + \hat{Q}_t^i / q(H_t^{obs,up})) / 2
\]

where, \(Q_t^i\) is the inflow of particle \(i\) at the time step \(t\); \(q(H_t^{obs,up})\) is the inflow converted from the rating curve and water stage at the time step \(t\); \(a_t^i\) is the recursive correction factor for the correction of \(q(H_t^{obs,up})\), and \(\hat{Q}_t^i\) is the average inflow according to weight. \(a_t^i\) indicates the noise drawn from the normal distribution.

The input data (inflow) are continuously corrected with a correction factor \((a_t^i)\). The first term \((Q_{t-1}^i)\) of the right hand side of the Eq. (4-1) maintains the distribution of the particles. The discrepancy between the 2nd and 3rd terms include the errors of the existing rating curve, so it was corrected by \(a_t^i\) because the ratio of the weighted averaged discharge and the converted discharge at previous time showed a pattern of errors. However, the error pattern of a rating curve using the rating curve has a different pattern between a rising limb and a decreasing limb.

\(a_t^i\) is only applied when the signals of \(q(H_t^{obs,up}) - q(H_{t-1}^{obs,up})\) and \((q(H_t^{obs,up}) - q(H_{t-1}^{obs,up})) - (q(H_{t-1}^{obs,up}) - q(H_{t-2}^{obs,up}))\) are the same. If the signal was different, Eq. (4-1) was applied without \(a_t\) for the artificial evolution.

In terms of Manning’s \(n\), we utilized two methods for each separated zone: For the main channel, we used a variance reduction method according to the variance of the previous time step as follows:

\[
\text{In the case } Var_{t-1}^n \geq (0.001^2): \quad n_t^i = n_{t-1}^i + (\hat{n}_{t-1} - \hat{n}_{t-2}) + \epsilon_{n,t}^i, \quad (4-2)
\]

\[
\epsilon_{n,t}^i \sim N(0, s^2 Var_{t-1}^n)
\]

Another method maintained the variance of Manning’s \(n\) to consider the uncertainties of Manning’s \(n\) as follows:
In the case $Var^{n}_{t-1} \geq (0.001^2)$: 
\[ n^i_t = n^e_{t-1} + \varepsilon_{n,t}^i, \varepsilon_{n,t}^i \sim N(0,0.001^2) \] (4-3)

where, $n^i_t$ is Manning’s $n$ of particle $i$ at the $t$ time step, $\varepsilon_{n,t}^i$ represents noise drawn from the normal distribution, $n^e_{t-1}$ is the resampled value at the $t$ time step, $\epsilon_{t-1}$ is the tuning factor introduced by Moradkhani et al. (2005) to reduce the variance of the particles, and $Var^{n}_{t-1}$ is the variance of Manning’s $n$ of main channel at the $t-1$ time step.

For flood plain and the area colonised by trees, the same method was utilized.

### 4.3 Verification and applications

The proposed method was applied to the Kastura River located in Kyoto, Japan (Fig. 3-2). The reach length was about 2.5 km from the Hazukashi water stage station (inlet) to the Nosou water stage station (outlet). The flow of the study area was inclined to be affected by vegetation, but the type of vegetation varied from grass to tall trees, and the density of the vegetation was also different, according to the location. Thus, the predetermined Manning’s $n$ included many uncertainties to represent the channel resistance. In terms of calculation domain, river channel was composed of 500 grids: The number of the cross-section point was 20, and the number of the cross-section was 25.

The experiments were designed to verify and confirm the reproducibility of the proposed method. Although the experimental results in the laboratory are generally utilized to verify hydraulic problems, it cannot consider the effect of the uncertainties of the natural river channel. In addition, it was not certain that the verification using the experimental results would assure the applicability to the natural river channel because channel roughness coefficient is related to the various anonymous factors. Therefore, the verification step was based on the comparison to the observed discharge. The proposed method was performed with various boundary conditions, which were the
downstream water stage observed at the Nosou station and the upstream inflow discharge converted from a rating curve with observed water stage, perturbed through the perturbation step. Using the observed water stage of the inlet, the state variables – including the inflow and the Manning’s $n$ – were continuously updated. Finally, the estimated Manning’s $n$ was tested with another event to confirm the reproducibility of the results estimated from the proposed method.

4.4 Simultaneous estimation of Manning’s $n$ and inflow and verification of the method

Manning’s $n$ and inflow were simultaneously estimated by the proposed method. The five parameters – three roughness values, inflow, and downstream water stage, which were essential and sensitive factors for hydraulic modeling – construct one particle. Each particle was disturbed with some errors through the perturbation step. With various particles, the simulations were implemented. For the verification, the flood event from 6:00 on October 20 to 14:00 on October 21, 2004, was utilized. The simulation was implemented with 300 particles, as 300 particles are enough to present the stabilised results.

Fig. 4-4 shows the estimated result of Manning’s $n$, inflow, and upstream water stage. The weight averaged values are identified by a black line, and the red points indicate the value of particles. The cyan-coloured area and the yellow-coloured area indicate the 90% and 70% interval, respectively. In addition, the black points indicate the observed water stage or observed discharge.
(a) Water Stage at Inlet

(b) Discharge at inlet.
(c) Manning’s $n$ on the main channel.

(d) Manning’s $n$ on the flood plain.
In Fig. 4-4 (a), the estimated water stage is compared with the observed water stage. We judged that estimated water stage was higher than the observed water stage at the initial stage because a rating curve included uncertainties more than initial assumptions, 20% of a given discharge. This discrepancy was sequentially corrected by updating procedure. Excepting the initial stage, the water stage at upstream showed good agreement with the observed water stage. The method provided enough tracking ability of the water stage as reference data.

In terms of discharge at inlet (Fig. 4-4 (b)), the discharge converted from a rating curve marked by white point was higher than the estimated result in the initial part as with the graph of the water stage. Around peak time, an observed discharge marked by black points was compared with the estimated discharge and the converted discharge.
The comparison between the observed and converted ones is shown in Fig. 4-2 and 4-4(b); the converted one included many uncertainties. The simulation of incorporating errors can reflect the current flow state in dealing with flow magnitude. In addition, almost observed discharge was within the 90% interval, and the pattern of the observed discharge was reflected in the weight averaged discharge.

The Manning’s \( n \) was estimated for each separated zone as shown in Fig. 4-4 (c)–(e). From the initial range, the variance was sequentially reduced by the variance reduction factor described in the perturbation method. During the proceedings, the estimated values were gradually approaching the converged value in each separated zone. In Fig. 4-4 (d) and (e), the beginning of the time series was the low flow period, which was not related to the Manning’s \( n \) of the flood plain and the area colonised by trees. In other words, it did not update because it was not related to the flow calculation.

The verification step was confirmed with the measured discharge and the observed water stage upstream. Then it showed that the method was able to provide the ability to search the proper Manning’s \( n \) and corrected the inflow for this event.

### 4.5 Evaluation of reproducibility of the proposed method through application to the other event

This evaluation was implemented with another event to confirm the validity of the estimated Manning’s \( n \) and discharge by the proposed method. The weight averaged Manning’s \( n \) at the final step of the previous experiment was utilized by the Manning’s \( n \) of this simulation. They were 0.03680 (main channel), 0.08972 (flood plain), and 0.12222 (the area colonised by trees) for each separated zone. This simulation was implemented without updating, so it was the simulation using a deterministic 2D model. The evaluations were performed with 5 cases. Three cases utilized the same event of the previous experiment, and the others utilized the event from 16:00 on September 29 to
24:00 on September 30, 2004. The three cases using the same event from the previous experiment utilized a different inflow discharge. Each case utilized the discharge converted from an existing rating curve, the discharge converted from the modified rating curve obtained from the previous experiment results, and the time series discharge estimated from the proposed method, respectively. The relationship between the estimated discharge and the water stage is shown in Fig. 4-5. We introduced the modified rating curve with power function to compare the existing rating curve. Two cases using the event of September 2004 also utilized two different input discharges converted from the existing rating curve and the modified rating curve.

In the application of the event of October 2004, the estimated upstream water stage of each case was compared to the observed water stage in Fig. 4-6. The green line indicates the simulation result using the discharge converted from an existing rating curve as an upstream boundary condition. The red line indicates the simulation result using the discharge converted from the modified rating curve as an upstream boundary condition. Finally, the black line indicates the simulation result using the discharge estimated from the proposed method. The estimated upstream water stage of the second and third cases showed good agreement with the observed water stage. The performance of the method was also evaluated using the root mean square error (RMSE), which is included in Fig. 4-6. It means the proposed method provided the proper function to estimate the Manning’s $n$ and the inflow simultaneously.

$$\text{RMSE} = \sqrt{\frac{\sum_{t=1}^{N} (H_{t}^{\text{obs}} - H_{t}^{\text{ext}})^2}{N}}$$  \hspace{1cm} (4-4)

To confirm the reproducibility of another event, the procedure was applied to another event of September 2004. Fig. 4-7 shows the results of the application. As we have seen from the result and the RMSE against the observed water stage, using the Manning’s $n$ and the modified rating curve obtained from the proposed method improved the estimated water stage using the existing rating curve.
Figure 4-5 Modified rating curve using the discharge estimated from the proposed method.

Figure 4-6 Comparison of the water stage at Hazukashi station from each deterministic simulation using the event in Oct., 2004.
4.6 Summary

The two problems in chapter 3 are improved, and the availability to other events of the estimated inflow and Manning roughness coefficient from the proposed method is confirmed. One is the consideration of Manning roughness coefficient by a unique value all over the calculation domain. It degrades the predictability of water stage. As an alternative, the spatial distribution of Manning roughness coefficient is considered, and it is classified by the aerial photo. Another problem is large variation of the Manning roughness coefficient to track the Manning’s n changed according to the water level. It induced too many uncertainties in the estimated water level and discharge. Thus a variation reduction factor is considered together with considering the spatial distribution of Manning’s n. Then equifinality problems, which were induced by the combination of the Manning’s n and the inflow in the resampling step, were solved by considering the variance reduction factor and the correction factor, an adequate number of particles and proper classification of the study area.
The proposed method was verified through an observed water stage and discharge data set. The proposed method enables the estimation of the inflow and the Manning’s $n$ simultaneously. Using the provided results from the method, the relationship between the water stage and the discharge at the water stage station can be constructed. The modified rating curve and Manning’s $n$ of each separated zone obtained from the proposed method was applied to another event to confirm the reproducibility. Through these verifications and application of the method, we confirm that it is a feasible alternative to the traditional method, in which the Manning’s $n$ estimated empirically and the discharge converted from an existing curve are utilized.
Chapter 5. Estimation of the partially gauged 2011 largest flood discharge at the Kumano River using particle filters

In this chapter, the ensemble estimation method is proposed to estimate the unmeasured largest flood event. The contents are based on Kim et al. (2013).

The largest-ever flood event was recorded at the Kumano River in the Kii peninsula of Japan from August 31 to September 4, 2011. Water level data exceeded the observation range in many places except in the Ouga water stage station at downstream. This study aimed to estimate the peak discharge of the event by using the estimation method, which is a 2D dynamic wave model combined with particle filters, and by considering the water level observed at the Hitari and Ouga stations and a river discharge estimated by a hydrological model. The estimation method was applied to the three historic flood events for quantifying the uncertainties of the Manning roughness coefficient (Manning’s n) of the subject river channel. Based on the optimized range of Manning’s n, the filtering method was applied to estimate the largest peak discharge of the 2011 flood using the discharge estimated by a hydrological model. The possible range of the largest peak discharge was successfully evaluated through the comparison of the observed flood marks. Finally, a rating curve established by the estimation results at the Ouga station is examined.
5.1 Introduction

From August 31 to September 4, 2011, the largest ever flood event occurred in the Kii peninsula, Japan due to the 12th typhoon in 2011. Although the peak discharge was able to be estimated using a rating curve or a hydrological model (Meno et al., 2012), its accuracy is controversial because of the uncertainties in the rating curve at the Ouga station, and prediction uncertainties of a hydrologic model for the largest flood we have ever experienced. Historic flood events utilized in the hydrologic model calibration (Meno et al., 2012) are all located in the extrapolation ranges in the rating curve.

Prediction uncertainties of discharge come from the various characteristics of the open channel flow such as channel geomorphology, channel roughness, initial and boundary conditions and so on. Considering such factors properly, it makes sense that a hydraulic model and a hydrologic model should be fully utilized to estimate river discharge combined with filtering techniques and all available observed information.

To estimate river discharge using the hydraulic model, one essential prerequisite is the boundary condition such as inflow from the upper reach. The upper boundary inflow is possible to estimate using a hydrologic model; however, the uncertainty included in the estimated boundary inflow should be treated properly with filtering techniques. To consider the uncertainties of the boundary conditions, Tachikawa, et al. (2011) and Kim, et al.(2012(a)) introduced particle filters (PFs) into 1-dimensional and 2-dimensional hydraulic models, respectively, and successfully provided reliable river stages and discharges within the uncertain upstream inflow data. In the estimation methods to deal with the uncertainties of the discharge, available information such as water level was used as reference data to evaluate the uncertainties and update the state variables. Kim, et al.(2012(a)) adopted a 2D hydraulic model to consider the channel geomorphology more precisely, which incorporated reference water level data more effectively than a 1D model.
Simultaneous estimation of two variables such as channel roughness and upper boundary inflow discharge is a delicate problem because their combination can be almost unlimited for a given observed water level. Thus Hsu, et al.(2006), Ding, et al.(2006), and Kim, et al.(1995) only focused on one of two factors: either channel roughness or boundary inflow. However, the boundary inflow and the channel roughness should be estimated simultaneously considering that the channel roughness is affected continuously by the evolving channel geomorphology and the vegetation distribution of the flood plain.

In our previous study (Kim, et al., 2012(b)), it was shown that boundary inflow and channel roughness were able to be estimated simultaneously in a reasonable range using a 2-D hydraulic model combined with particle filters. Based on several historic flood events, the uncertain ranges of channel roughness can be identified and the most reasonable boundary inflow can be estimated. By utilizing this information, it is possible to estimate the proper river discharge of the following event, even though it has the largest ever flood peak.

In September 2011, the largest flood happened at the Kumano River basin resulting in an exceeded observation range at various water stage stations with the exception of the Ouga station. The rating curve at the Ouga station could have large uncertainties because the observed water level in the 2011 flood far exceeds the applicable range of the existing rating curve.

Therefore, this chapter aimed to estimate the discharge of the flood event in September, 2011 by fully utilizing a 2D hydraulic model, a distributed hydrologic model and filtering techniques with all available information. A sequential uncertainties analysis based on the previous study (Kim, et al., 2012(b)) is applied first to quantify a proper range of channel roughness of the study river using the events occurring in August, 2003, August, 2004 and September, 2004. Based on the optimized model parameters, a distributed hydrologic model (Meno, et al., 2012) and a 2D hydraulic
model are fully utilized with limited water level information and flood marks to estimate the discharge of the largest flood in 2011.

5.2 Application process

As shown in Fig. 5-1, the whole process is composed of two parts: a 2D hydraulic model and particle filters. The connector “A” and “B” indicate reading boundary conditions and reading reference data, respectively. The basic frame shown in Fig. 5-1 is the method proposed by Kim et al.(2012(b)), which is used to estimate the spatial distribution of the channel roughness and the upper boundary inflow discharge at the same time. Kim et al.(2012(b)) applied the method to estimate channel roughness using discharge converted from a rating curve adding noise as the upper boundary condition. At the upper boundary of the channel reach in this subject area, the Hitari station, water level data is observed, although a rating curve is not established. Therefore, the upper boundary inflow discharge was estimated by a distributed hydrological model (Meno et al., 2012) as an alternative.

The initial range of Manning’s $n$ is sequentially updated as the process progresses. The analysis process consists of three applications for the different events in August 2003, August 2004, and September 2004, respectively. At the first application for the August 2003 flood, the initial range of Manning’s $n$ is set by certain values for the main channel, flood plain, and inundation area. Then, from the second application for the August 2004 flood, the initial range of Manning’s $n$ is set by the 90% interval estimated at the final step of the previous application.
Fig. 5-1 also shows the process to estimate the discharge of 2011 flood. The estimation method is the same as that applied to the three historic floods. However, the resampling step stops after the upstream water level used as the reference data does not exist due to exceed the observation range. In case of no data as a reference data of the estimation process, the process proceeds without resampling. The distribution of the inflow boundary discharge and Manning’s $n$ follow the distribution of the final step result when there is resampling.

For the application of the method to the largest flood in 2011, an upper boundary inflow is used as an averaged hydrograph estimated by a distributed hydrological model with different parameter sets optimized for different events (Meno, et al., 2012). A noise term is added to the inflow, and it is used for the upper boundary condition. Manning’s $n$ is used for the finally estimated value from the third event occurring in September 2004, which is used for the initial range of the channel roughness to estimate the discharge of the largest event in 2011.
5.3 Simultaneous estimation of discharge and channel roughness

5.3.1 Study area

The study area is the Kumano River located in the Kii peninsula, Japan. The total reach length is about 11km from the Hitari water stage station to the Ouga water stage station, which are located at upstream and downstream boundaries, respectively. The calculation domain is composed of 212 longitudinal points and 88 cross sectional points for a 2D hydraulic model (Fig. 5-2). The channel roughness is classified into three parts: main channel, flood plain, and inundation area. These parts are classified by the aerial photo. As upper boundary inflow conditions, the upstream discharge from the tributary (the Akagi River) and the main channel (the Kumano River) are considered. The lateral inflow to the channel reach is disregarded because the largest volume per second is smaller than 600m$^3$/s even in the largest flood in 2011 as estimated by the distributed hydrologic model.
Figure 5-2 Watershed area of the Kumano river located in Kii Peninsula, Japan.

Figure 5-3 Calculation domain of the 2D hydraulic model.
### 5.3.2 Perturbation equation of the method

PFs perform the Sequential Monte Carlo (SMC) estimation based on particle representations of probability densities within Bayesian theorem (Ristic et al., 2004). The main purpose of PFs is to track a target variable as it evolves over time, typically with a non-Gaussian and multi-modal probability density function (Rekleitis, 2004). Particularly, PFs have special advantages in dealing with non-linear systems. Among the various PFs, Sequential Importance Resampling (SIR) is introduced in this study (Ristic et al., 2004).

In general, PFs require a number of particles for estimation and prediction, which sometimes causes equifinality problems. Kim et al. (2012(b)) introduced the reduction factor and the variance tuition factor into the perturbation step to reduce the effect of the equifinality problems which are induced by the interaction of the variables (e.g., discharge and Manning’s $n$) when utilizing the water level data as reference data. The perturbation step consists of two steps: one is at the initial stage and another is at the updating stage. At the initial stage, the perturbation equations for each variable are as below:

\[ H_0^i = H_{0, obs, down}^i + \varepsilon_{H,0}^i, \quad \varepsilon_{H,0}^i \sim N(0,0.1^2) \]  \quad (5-1)

\[ Q_0^i = Q_{0, hydro, up}^i + \varepsilon_{Q,0}^i, \quad \varepsilon_{Q,0}^i \sim U(0.7Q_{0, hydro, up},1.3Q_{0, hydro, up}) \]  \quad (5-2)

\[ n_0^i = \varepsilon_{n,0}^i, \quad \varepsilon_{n,0}^i \sim U(\alpha, \beta) \]  \quad (5-3)

where $H_{0,1}^i$ and $H_{obs,down}^i$ are the downstream water level of each particle and the observed water level at downstream, respectively; $Q_0^i$ and $Q_{0, hydro, up}^i$ are the upstream discharge of particle $i$ and the discharge obtained from a hydrological model, respectively; $n_0^i$ is the Manning’s $n$ of particle $i$ at time $t$ for the main channel; and
\(\alpha\) and \(\beta\) are determined by 0.02 to 0.06, 0.02 to 0.08, and 0.04 to 0.1 to the main channel, flood plain, and inundation area, respectively.

At the updating stage the perturbation equations for each variable are as follows:

\[ H^i_t = H^{\text{obs,down}}_t + \varepsilon^i_{H,t}, \quad \varepsilon^i_{H,t} \sim \mathcal{N}(0, 0.1^2) \]  \hspace{1cm} (5-4)

\[ Q^i_t = Q^{\text{up,up}}_{t-1} + c^i_t(Q^{\text{hydro,up}}_{t-1} - Q^{\text{hydro,up}}_{t-2}) + \varepsilon^i_{Q,t}, \quad \varepsilon^i_{Q,t} \sim \mathcal{N}(0, (0.1Q^{\text{hydro,up}}_{t+1})^2) \]  \hspace{1cm} (5-5)

\[ c^i_t = \left(\frac{Q^{\text{in,up}}_{t-2}}{Q^{\text{hydro,up}}_{t-2}} + \frac{Q^{\text{in,up}}_{t-1}}{Q^{\text{hydro,up}}_{t-1}}\right) \times 0.5 \]

In case \(\text{Var}_{n,1}^t \geq 0.002^2\), \(n^i_t = n^i_{t-1} + \varepsilon^i_{n,t}, \quad \varepsilon^i_{n,t} \sim \mathcal{N}(0, s^2\text{Var}_{n}^t) \)  \hspace{1cm} (5-6)

In case \(\text{Var}_{n,1}^t < 0.002^2\), \(n^i_t = n^i_{t-1} + \varepsilon^i_{n,t}, \quad \varepsilon^i_{n,t} \sim \mathcal{N}(0, 0.002^2) \)  \hspace{1cm} (5-7)

where \(\mathcal{N}\) indicate normal distribution; \(s\) is the tuition factor for the variance reduction proposed by Moradkhani et al. (2005); and \(\text{Var}_{n,1}^t\) is the variance calculated at the current step for the weight averaged values; \(c^i_t\) is the recursive correction factor, which is determined by relationship between the weight averaged values of particle and the discharge obtained from a hydrologic model at time \(t-1\) and \(t-2\).

In case that \(\text{Var}_{n,1}^t\) is smaller than the 0.002^2, Eq. (5-6) is applied to maintain the minimum tracking ability and to consider the change of Manning’s \(n\) as the channel evolves. In addition, the same equation is applied to the flood plain and inundation area. Manning’s \(n\) for the specific area is excluded from the filtering target when the number of wetted grids is smaller than 10\% of the number of total grids of each classified zone.

At the resampling step, the likelihood of each particle against the observed water stage is calculated using the Gaussian function as Eq. (2-25). The standard deviation(\(\sigma\))
associated with the observed stage \((H_t^{\text{obs}})\) and determined by 0.2m. Then, the normalized weight \((W_t^i)\) is calculated by Eq. (2-26).

### 5.3.3 Estimation results

For the purpose of identifying the channel roughness of the river channel, the method was applied sequentially to the flood events in August 2003, August 2004, and September 2004. Through the sequential applications with 120 particles, Manning’s \(n\) is continuously quantified. Figs. 5-4, 5-5, 5-6 and 5-7 show estimated upstream water levels, upstream discharge, and Manning’s \(n\) for the main channel and flood plain, respectively. Figs. (a), (b), and (c) in each graph indicate the events occurring in August 2003, August 2004, and September 2004, respectively. In each figure, the cyan and the yellow color area indicate the 70% and 90% intervals of the particles. The black line means weight averaged values, and red points indicate the value of each particle. The black points in Fig. 5-4 are the observed water level used for reference data in the estimation process to calculate the weight of each particle. The estimated water level follows the observed water level as the process progresses as shown in Fig. 5-4.

In terms of Manning’s \(n\), the initial range at main channel, flood plain and inundation area is set at 0.02 to 0.06, 0.02 to 0.08 and 0.04 to 0.1, respectively. From the second application, the initial range of Manning’s \(n\) is set by the 90% interval of the final step in the previous application (Fig. 5-5 and 5-6). As shown in Fig. 5-6 and 5-7, the variation of Manning’s \(n\) is continuously reduced, but the minimum errors are maintained to keep the tracking ability.
Figure 5-4 The comparison between the estimated water level and the observed water level at upstream.

Figure 5-5 Estimated discharge from the proposed method.
Figure 5-6 The estimated Manning's $n$ at the main channel.

Figure 5-7 The estimated Manning's $n$ at the flood plain.
5.4 Estimating 2011 flood discharge

The method shown in Fig. 5-1 is applied to estimate the discharge of the event occurring in September, 2011. The observed water level at upstream exists until 5am on September 3, which is roughly 24 hours before flood peak. Then the water level at upstream exceeds the measurable range of the station. Therefore the estimation process is proceeding by the method proposed by Kim et al., (2012(b)) before 5am September 3. The initial range of Manning’s $n$ is set by the values, which are 0.021~0.033, 0.040~0.047, and 0.057~0.08 at the main channel, flood plain, and inundation area, respectively, from the previous analysis process. After 6am on September 3, there is no reference data, so the weight of each particle is fixed by the values at the last time step of the update estimation, and is maintained for the subsequent simulation.

In terms of an upstream boundary condition, an averaged hydrograph for the main channel and the tributary (the Akagi River) from the hydrological model with different optimized model parameters (Meno et al., 2012) are considered. The difference between each hydrograph is smaller than 15% of the given discharge at each time step.

The estimated discharge at Ouga is plotted in Fig. 5-8. The updating procedure is implemented in the section where the percentile interval is located. For the verification of the peak discharge in 2011 flood, we utilized the observed flood marks provided by Wakayama prefecture. The flood marks are compared with the highest water level in each particle of the estimation process in Fig. 5-9. As shown in Fig. 5-9, almost all of the flood marks are within the lower parts of the highest water level of particles. This tendency is induced by the effect of the hydrological model outputs because there is a limitation to predicting discharge uncertainties from the time without updating. The level of flood marks at the Hitari station is about 41.4m, and the particles including the highest water level within 0.5m from 41.4m are tracked. From the corresponding particles, the peak discharge at the Ouga station is estimated in the range from
22500 m³/s to 25500 m³/s when considering errors by ±0.5m from the flood marks (Fig. 5-8). Then the inundation areas estimated by the 2D hydraulic model to have the highest water surface profile similar with flood marks in Fig. 5-9 are compared with the inundation map provided by Wakayama prefecture. The red broken line indicates the inundation area, and it shows good agreement with the simulated results (Fig. 5-10).

In addition, the discharge estimated from the estimation process and the observed water level at downstream are utilized to examine the rating curve at Ouga station. The rating curve is treated as the following power function:

\[ Q = a(H_{i}^{up,obs} - H_{0})^{b} \]  

(5-8)

where \( a \) and \( H_{0} \) are the constants, and \( b \) is an exponent. They define the unique relation between discharge and water level of the open channel.

The rating curves ((1), (2) and (3) in Fig. 5-11) are established from the estimated results of the three events. Then the rating curve considering the estimated results of 2011 flood and the three events, the old rating curve and the current rating curve developed by MLIT are compared. Through the comparison, it is confirmed that the rating curve established from the estimated results is similar to the currently used rating curve. It shows that sequential applications of the estimation process are able to establish a rating curve comparable with the current rating curve. Using the established rating curve and the observed water level, the peak discharge at Ouga station is estimated by about 25,300 m³/s.
Figure 5-8 Discharge estimated from the estimation process at the Ouga station.

Figure 5-9 Comparison between the flood marks and the highest water level estimated from the estimation method.
Figure 5-10 Comparison of an inundation area, which is the upper part of the study area (as shown in Fig. 2 by a blue line) and is marked by a red broken line to compare a simulated inundation area with an observed inundation area (bottom right).

Figure 5-11 Comparison between an established rating curve and the existing rating curve at the Ouga station.
5.5 Summary

An estimation method using a 2D dynamic wave model and particles filters are introduced to estimate the discharge of the event occurring in September, 2011. Before estimating the discharge of the event, the uncertainties of the channel roughness for the main channel, flood plain, and inundation area are quantified by the sequential application of the method. With the quantified channel roughness, inflow to the upper boundary is also estimated from distributed hydrological model outputs. The discharge of the largest event is estimated by considering the uncertainties of roughness coefficients and upper boundary inflows. For the verification of the peak discharge, the highest water level of each particle is compared with flood marks. By the comparison to the flood marks, the peak discharge is estimated in the range from 22500m$^3$/s to 25500m$^3$/s. In addition, the rating curve established from the estimation process is compared to the currently updated rating curve.

In further research, the estimation process would be combined with a hydrological model to improve the predictability of the water stage and the uncertainties of the hydrologic parameters.
Chapter 6. Establishing a rating curve with consideration of uncertain characteristics of river channel using particle filters and smoothing without discharge measurement

This chapter enhances the treatments of the upper boundary conditions used in the previous chapters. An upstream boundary condition is generated from an existing uncertain rating curve in chapters 3 and 4 and from a hydrologic model in chapter 5. The former method is only available at the locations where both of discharge and water stage are available. Then the latter one has the limitations in dealing with unexpected errors caused by a hydrologic model.

For the sake of improving the above mentioned problems, the linearized power function is introduced in the resampling process. Moreover, to avoid degeneracy caused by SIS and impoverishment caused by SIR, generic particle filters are introduced. Using the filtering, the approximate distributions of the Manning’s $n$ and index of the power function are estimated. Then to estimate the reasonable reference values from the filtering results for the practical use, smoothing is implemented based on trajectory tracking in reverse time direction. The method is applied to the Katsura River located in Kyoto, Japan. The river reach is about 5.4km from Tenryuji water stage gauging station to Katsura water stage gauging station. To verify the method, the estimated results are compared with the discharge observed at the upstream gauging stations.
6.1 Introduction

Stage-discharge relations using a power function or quadratic equation have been utilized for a century due to their efficiency and availability when using the one-to-one relationship between stage and discharge. They are generally established based on finite measured samples composed of discharge and water stage. Thus, their one-to-one relationships include a number of uncertainties, as pointed out by Pelletier (1987) and Di Baldassarre and Montanari (2009), as they do not reflect the unsteadiness of flood flow. The discharge data, which is converted from the relationship equation with the continuously observed water stage, is often utilized because of its simplicity in calibrating the parameters of hydrologic models and utilizing it by the boundary conditions of a hydraulic model. Thus, their uncertainties are propagated to the results of hydrologic and hydraulic simulation (Tillaart, 2010).

To improve or quantify the discharge uncertainties, field investigations are mainly performed. Although the direct measurement of discharge is the best way to deal with uncertainties, the accuracy of discharge measurement changes according to the observers’ competence, and requires a great deal of efforts and a large budget. As an alternative, several indirect approaches are taken to improve the uncertainties of a rating curve using the continuously measured water stage contrary to the rarely measured discharge.

First, the simple slope-area method based on Manning equation enables the calculation of the discharge roughly from the bed slope, channel roughness, and cross section of the river reach. The method estimates the discharge based on the uniform flow assumption, so it can not consider backwater effect or geomorphological effect.

Then, the one dimensional dynamic wave model (1D model), which solves Saint Venant’s equation, is introduced to consider the unsteadiness of the flood and its geomorphologic effect (Schaffranek et al., 1981; Rantz, 1982). These methods have
improved the discharge using simulation, but the simulations are generally affected from the sets of boundary conditions and parameters. Thus it is necessary to consider all feasible potential conditions, as pointed out by Schmidt (2002). In the various conditions, errors are caused from inputs, parameters, and system such as numerical stability, accuracy, diffusion, and dissipation (Schmidt, 2002; Gonzalez-Castro and Yen, 2000), and these have to be considered together because they are able to result in unpredictable errors.

Next, studies about boundary conditions using a dynamic wave model are performed to reconstruct the flood hydrograph at both ends of the river reach (Onda et al., 2006; Hosoda et al., 2008; Hosoda et al., 2010). They introduced the quadratic equation driven from the method of characteristics (MOC). The parameters of the equation were calibrated against the time series water stage of the gauging station located in the middle of the river reach. Their reconstructed hydrographs at both ends of the river reach show good agreements with the observed hydrographs. It shows that a dynamic wave model can be used to estimate boundary conditions with several assumptions. However, the time term coefficient included in the equation to generate boundary conditions limited the applications because the parameters varied according to the change in time.

After that, studies dealing with the discharge uncertainties are implemented. Thirel et al. (2010(a)) and Thirel et al. (2010(b)) proposed a method to estimate the discharge using a coupled model (hydrologic model and hydraulic model) with a satellite image. To deal with the uncertainties of image and discharge, Best Linear Uncertainties Estimation (BLUE) method is utilized. In addition, Particle Filters (PFs) are applied to a one-dimensional hydraulic model (Montanari et al., 2009; Matgen et al., 2010; Giustarini et al., 2011), and show that PFs can reduce the uncertainties of the discharge and water stage by updating the water stage using satellite imagery. However, Manning’s $n$ was determined using the trial-and-error method with a certain discharge. In other words, the uncertainties of Manning’s $n$ were not considered.
Finally, Tachikawa et al. (2011), Kim et al. (2012(a)), Kim et al. (2012(b)), and Kim et al. (2013) combined the particle filters with a dynamic wave model to incorporate the errors into parameters and inflow. The one-dimensional dynamic wave model showed limitations in estimating inflow using the water stage (Tachikawa et al., 2011; Di Baldassarre and Montanari, 2009). Thus, the approaches using a 2D dynamic wave model are implemented to enhance the availability of the water stage as an observation data considering the geomorphologic effects of a river reach (Kim et al., 2012(a); Kim et al., 2012(b); Kim et al., 2013). These methods have limitations in that they require the reference discharge for an estimation.

Therefore, this chapter focused on dealing with the results approximated by the particle filters to estimate the inflow and Manning’s roughness coefficient, which is appropriate for the whole time history. Smoothing is implemented on the basis of trajectory tracking in a time-reversed direction to estimate a reasonable range for the targeted values, and to evaluate their uncertainties. The results are verified with the observed discharge at the upstream end.

### 6.2 Method

The key idea of the proposed method is to estimate discharge and channel roughness from the approximated distributions of them obtained from particle filters using a smoothing. Particle filters are rigorously validated as tools for tracking the distribution of, and estimating the values of a hidden state as time progresses. Smoothing focused on obtaining sample realizations from the entire smoothing density (Godsill et al., 2004). The proposed method is largely composed of a series of filtering step and smoothing step combinations. At the filtering step, the distributions of Manning’s $n$ and the index exponent of the rating curve following power function are approximated using particle filters and a 2D dynamic wave model. The simulation conditions for the 2D dynamic wave model are set by the given information, such as channel geomorphology, aerial...
photo, and time-series water stage. The aerial photo is used to identify the conditions of a river channel such as their vegetation distribution and a hydraulic structure, and the measured cross sections of the river channel and time series water stage are utilized to confirm the volumetric capacity of the river channel using a 2D dynamic wave model.

As boundary conditions of 2D dynamic wave model, upstream discharge and downstream water stage were used. The simulations were only implemented after the water stage is available at both ends of the river reach. Using the upstream water stage, an upstream discharge is generated from the simple simultaneous equation derived from the artificial relationship between the water stage and discharge. Then we assume that the lateral inflow within the channel reach is proportional to the ratio of the watershed at the gauging station by 10% of upstream inflow.

Based on the filtering results, the trajectories of the particles are tracked in time reversed direction and smoothing is implemented to confirm whether the results are fitted for the whole time series water stage or not. Finally, to verify the method, the rating curve established from the results of smoothing is compared with observed data.

### 6.2.1 Particle filters

Among various particle filters, generic particle filters are introduced. In this section, the generic particle filters, noise scale, and perturbation equations will be explained.

#### (1) Generic particle filters

Fig. 6-1 shows the flow chart of generic particle filters (Ristic et al., 2004), which is composed of Sequential Importance Sampling(SIS) and SIR(Sequential Importance Resampling), is introduced to avoid the effect of degeneracy, which means that one particle has negligible weight after several recursive steps, caused by SIS and the sample impoverishment, which leads to a loss of diversity of particles caused from SIR. Then the implementation of SIS or SIR is determined by the number of effective
particles, which in turn is calculated from the weight at the updating step, such as in Eq. (6-1).

\[
\hat{N}_{\text{eff}}^t = \frac{1}{\sum_{i=1}^{N} (w_t^i)^2}
\]  

(6-1)

where, \( \hat{N}_{\text{eff}}^t \) is the number of effective particle; \( w_t^i \) is the normalized weight at time \( t \) of particle \( i \).

Figure 6-1 Flow chart of the method using 2D dynamic wave model and generic particle filters.
Although Kim, et al. (2012(a)) and Kim, et al. (2012(b)) showed that SIR provides reasonable results in estimating Manning’s $n$ and inflow simultaneously, their study area is only influenced by the channel control. Unlike these study areas, the method of this chapter is applied to the area influenced by section control and channel control at low flows and high flows, respectively. Thus rapidly reduced diversities of particles by introducing SIR induced the failures of tracking the targeted values in simulations.

(2) Determination of noise scale

The noise scale is important factors to determine the variations of particles and the tracking ability. Thus the noise scale of inflow, Manning’s $n$, and water stage will be described in this section.

At first, observational errors($\epsilon_{H}$) of water stage are assumed to be results of gauging errors, channel measurement errors, grid generation errors, and independence from each other. Then the measurement error of the pressure gauging station is set by the normal distribution drawn from $N(0,0.05^2)$ (Boiten, 2000). Next, channel geomorphologic errors in surveying is determined by the normal distribution drawn from $N(0,0.045^2)$, which is calculated by the equation ($\sigma_{\epsilon_{H}} = s\sqrt{L(km)}$) and $s$ is utilized in leveling by 2~5mm per kilometer in level and $L$ is the measured distance. Finally, the grid generation error is determined by the normal distribution drawn from $N(0,0.123^2)$, which is calculated by the comparison between the investigated cross section at Tenryuji station and Katsura station and the generated cross section for both cross sections. Therefore, the variation of errors at the water stage can be determined by the law of error propagation as follows:

$$\sigma_{H}^2 = (\sigma_{\epsilon_{H}}^1)^2 + (\sigma_{\epsilon_{H}}^2)^2 + (\sigma_{\epsilon_{H}}^3)^2 \approx (0.14m)^2 \quad (6-2)$$
Second, the discharge errors ($\varepsilon_Q$) converted from a rating curve and water stage are determined by 10% (Boiten, 2000) and by 45.8% at 95% confidence interval (Di Baldassarre and Montanari, 2009). Then according to some studies (Henderson, 1966), the effect of slope term at the equation of motion is dominant, and the effect of local acceleration term, convective acceleration term, and pressure term is less than 10% of the discharge. It is very complex to consider the terms described above, so the discharge errors are determined by the uncertainties of an index of the power function. At the initial stage, the error range of the index is determined by the index supposed by Reitan and Petersen-Øverleir, 2008.

Finally, Manning’s $n$ is continuously changed according to the change of vegetation, evolution of channel geomorphology and so on. In this method, the application target is just one event, so Manning’s $n$ is considered by a fixed parameter for each section classified by a main channel, flood plain, vegetated area. Thus the minimum errors are determined by the normal distributions drawn by $N(0,0.001^2)$.

(3) Perturbation equation of particle filters

The basic concept of the sampling is already introduced by Fig. 2-2. Then magnitude of error of each variable is also determined already. Thus in this part, we will describe how to generated noise to evolve the particles when resampling in the initial and updating stage.

At first, resampling is based on the calculation of the particle’s weight. The calculated upstream water stage of each particle is compared against the observed one. The likelihood is calculated by the equation (Eq. 2-25). Then the normalized weight was calculated by the likelihood as Eq. (2-26). Each particle was resampled depending on its own normalized weight using the systematic resampling method (Kitagawa, 1996; Ristic, et al., 2004).

According to the calculated weight, three parameters, which are Manning’s $n$ of main
channel, flood plain, and vegetated area, and two input variables, which are upstream inflow and lateral inflow, are perturbed. These are based on two assumptions: upstream inflow is generated from the artificial rating curve, and lateral inflow is proportional to upstream inflow with the ratio of the watershed area.

The perturbation method consists of two methods: one at the initial stage is based on the errors drawn from the uniform distribution, and another one at the updating stage is based on the errors drawn from normal distribution.

At the initial stage, upstream discharge, lateral inflow, and Manning’s $n$ for each section are perturbed with uniform distribution because of no prior information. Then the downstream water stage is disturbed by the noise drawn from the normal distribution.

$$H_{0,\text{down}} = H_{0,\text{obs,down}} + \varepsilon_{H,0}^i \quad \varepsilon_{H,0}^i \sim \text{N}(0, 0.05 \text{m}^2) \quad (6-3)$$

$$Q_{0,\text{in}}^i = q_0(H_{0,\text{obs}}) + \varepsilon_{Q,0}^i \quad \varepsilon_{Q,0}^i \sim \text{U}(0.5q_0(H_{0,\text{obs}}), 1.5q_0(H_{0,\text{obs}})) \quad (6-4)$$

$$Q_{0,\text{lateral}}^i = 0.1q_0(H_{0,\text{obs}}) + \varepsilon_{\text{lateral},0}^i \quad \varepsilon_{\text{lateral},0}^i \sim \text{U}(0.05q_0(H_{0,\text{obs}}), 0.15q_0(H_{0,\text{obs}})) \quad (6-5)$$

$$n_i^0 = \varepsilon_{n,0}^i \quad \varepsilon_{n,0}^i \sim \text{U}(\alpha, \beta) \quad (6-6)$$

where, $H_{0,\text{down}}^i$ is water stage at downstream of $i$ th particle at time $t = 0$; $H_{0,\text{obs,down}}$ is observed water stage at downstream at time $t = 0$; $\varepsilon_{H,0}^i$ is the noise drawn from normal distribution; $Q_{0,\text{in}}^i$ is upstream discharge of $i$ th particle at time $t = 0$; $q_0$ indicates the discharge calculated from the simple Manning equation by the uniform flow assumption where Manning’s $n$ is determined by 0.03 and the factors like slope and hydraulic radius are calculated from channel geomorphology at initial upstream water stage($H_{0,\text{obs}}^0$); $\varepsilon_{Q,0}^i$ is the drawn from uniform distribution, of which upper limit($1.5q_0(H_{0,\text{obs}})$) and lower limit($0.5q_0(H_{0,\text{obs}})$) is determined by that Manning’s $n$ is
0.02 and 0.06, respectively. \( Q_{lat,0}^i \) is lateral inflow which is assumed proportional to upstream discharge by the ratio of watershed area; \( \varepsilon_{lat,0}^i \) is the noise of lateral inflow drawn from uniform distribution. The limit of noise is determined by 5% and 15% of inflow. \( n_0^i \) is Manning’s \( n \) of \( i \) th particle at time \( t=0 \); article, \( \alpha \) and \( \beta \) are determined by 0.02 to 0.04, 0.02 to 0.06 and 0.05 to 0.1 for main channel, flood plain, and vegetated area, respectively.

At the updating stage, Manning’s \( n \) is evolved with the Eqs. (4-2) and (4-3). Then, downstream is disturbed with Eq. (6-7).

\[
H_{down}^i = H_{obs,down}^i + \varepsilon_{H,i}^j \quad \varepsilon_{H,i}^j \sim N(0, 0.05^2) \quad (6-7)
\]

Next, the lateral inflow is disturbed with Eqs.(6-8) and (6-9) to consider the assumptions that the lateral flow is proportional to the inflow.

\[
Q_{t,i}^{lateral} = a_i^j + \varepsilon_{Q,i}^j \quad \varepsilon_{Q,i}^j \sim N(0, (0.2a_i^j)^2) \quad (6-8)
\]

\[
a_i^j = Q_{t-1,i}^{lateral} Q_{t-1,i}^m \quad (6-9)
\]

where, \( N \) indicates normal distribution; \( Q_{t-1,i}^{lateral} \) is the lateral inflow at time \( t \) of particle \( i \).

To evolve the discharge, the concept of rating curve following the power function is introduced. Until time \( t \) reaches 3 at the low flow, the inflow is generated by the \( q_t (H_t^{obs}) \) as below:

\[
Q_t^j = q_t (H_t^{obs}) \frac{Q_{t-1}^i}{q_{t-1}(H_{t-1}^{obs})} + \varepsilon_{Q,i}^j, \varepsilon_{Q,i}^j \sim N(0, (0.1Q_t^i)^2) \quad (6-10)
\]
After generating reference discharge to establish an artificial rating curve for each particle, $C_t^{i,1}$ and $C_t^{i,2}$ of Eq. (6-11) are set as the initial values using the least square method of the 3 particles obtained from $t=1$ to $t=3$. Thus the inflow of the particles are generated with the Eq. (6-11) and the evolutions of the index and the coefficient as shown in Eq. (6-12).

$$Q_{i}^{\text{in}} = a_i^i (H_i^{\text{obs}} - H_0^{\text{cease}}) b_i^i$$ (6-11)

$$a_i^i = a_{i-1}^i + \epsilon_{a,i}^i \quad \epsilon_{a,i}^i \sim N(0, 0.1^2)$$ (6-12)

$$b_i^i = b_{i-1}^i + \epsilon_{b,i}^i \quad \epsilon_{b,i}^i \sim N(0, 0.1^2)$$ (6-13)

where, $H_0^{\text{cease}}$ is cease-to-flow level; $a_i^i$ and $b_i^i$ are the coefficient and index of the rating curve at time $t$ of particle $i$.

### 6.2.2 Particle smoothing

Then particle smoothing is introduced to draw the samples from the whole history of the particles. Then sample realizations from the entire smoothing density $p(x_{1:t} | y_{1:T})$ are obtained by following factorization:

$$p(x_{1:T} | y_{1:T}) = p(x_T | y_{1:T}) \prod_{t=1}^{T-1} p(x_t | x_{t+1}, y_{1:T})$$ (6-14)

where, $p(x_t | x_{t+1:T}, y_{1:T})$ is proportional to $p(x_t | x_{1:t})f(x_{t+1} | x_t)$ using Markovian assumptions of the model. Then the equation is approximate by $\sum_{i=1}^{N} w_{t+1}^i \delta(x_i - x_i^i)$. Then the modified weights ($w_{t+1}^i$) are
\[
    w'_{t+1} = \frac{w'_t f(x_{t+1} | x'_t)}{\sum_{j=1}^{N} w'_j f(x_{t+1} | x'_j)}
\]  

(6-15)

The modified weight is able to be used to generate states successively in the reverse-time direction. The algorithm proceeds as follows:

**Table 6-1 Sample realizations**

1. Choose \( \tilde{x}_T = x^{(i)}_T \) with probability \( w^{(i)}_T \)

2. For \( t = T - 1 \) to 1:

   - Calculate \( w^{(i)}_{t|t+1} \propto w^{(i)}_t f(\tilde{x}_{t+1} | x^{(i)}_t) \) for each \( i = 1, \ldots, N \)

   - Choose \( \tilde{x}_t = x^{(i)}_t \) with probability \( w^{(i)}_{t|t+1} \)

3. \( \tilde{x}_{1:T} = (\tilde{x}_1, \tilde{x}_2, \ldots, \tilde{x}_T) \) is an approximate realization from \( p(x_{1:T} | y_{1:T}) \)
6.3 Application results

6.3.1 Study area

Figure 6-2 Study area and the objective channel reach, which is marked by red thick line.

The study area is the Katsura River located in Kyoto, Japan with the event occurred from 13:00 20th to 17:00 21st of October in 2004. Then the reach length is about 5.4km from Tentyuji station to Katsura station, and its calculation domain consists of 91 cross sections and 37 points on the each cross section as shown in Fig. 6-3. Water stage is continuously measured at both ends of the reach, and the channel geomorphology and aerial photo is measured at the interval of several years. Thus we could distinguish the distribution of the vegetation and hydraulic structure, and they are considered like Fig. 6-4.
Figure 6-3 Calculation domain and bed level.

Figure 6-4 Classification of channel roughness in the calculation domain.
6.3.2 The results of PFs

For the simulations, 512 particles are utilized. The ratio of the number of the effective particles to the number of all particles is the criteria for the implementation of the resampling, and it is set by 0.8 in this application. In case that the ratio is lower than 0.8, resampling is implemented. Fig. 6-5 shows the comparison results between calculated water stage and observed water stage at the upstream end. As shown in the graph, the weight averaged water stage marked by “Est” is matched well with the observed water stage marked by “Obs”. The graph shows that the variation of water stage is quite large in comparison with the results of Chapter 3 to 5 because of the generic filters and the effect of the complex channel geomorphology, but we confirm that the variation of the water stage is reduced continuously and the performance is improved as process progresses. Thus smoothing is implemented to estimate the reasonable values for the whole time history based on the approximated distribution from the particles.

Figure 6-5 Comparison between the estimated and observed water at upstream.
Fig. 6-6 shows the comparison results between calculated upstream discharge and observed discharge. As shown in the graph, almost observed discharge data located within 90% interval, but the gap at the peak time is increased in comparison with the front part. The phenomenon is interpreted by the effect of the method to generate the inflow from the simple rating curve because there is a limitation to consider the unsteadiness of the river flow and the effect of the channel geomorphology.

The upstream discharge is generated from the artificial rating curve evolved with according to time. The index of the artificial rating curve following the power function is estimated, and the distributions at the certain time step are plotted in Fig. 6-7. Then the estimated coefficient of the rating curve is plotted also in Fig. 6-8. The index and coefficient represent the characteristics of the river channel in the rating curve. Thus only the distribution of the values is compared with results of Reitan and Petersen-Øverleir(2008). The distributions of the index of Figs. 6-7 shows similar pattern with Reitan and Petersen-Øverleir(2008), but the distributions of the coefficient
in Figs. 6-8 show the differences because of small noise to the coefficient.

Figure 6-7 Estimated index of power function.
Fig. 6-9 shows the estimated Manning’s $n$ at the main channel. As described above, the purpose of the filtering step is to obtain the approximated distribution of the targeted values. With Fig. 6-9, we simply confirmed the estimated range, but it is difficult to identify the distribution of the particles. Thus Fig. 6-10 is plotted to understand the distributions of the variation of Manning’s $n$ at the main channel.

Fig. 6-11 shows the estimated results of Manning’s $n$ at the floodplain. The large uncertainties of Manning’s $n$ at the initial stage are maintained. Then unlike the distribution of Manning’s $n$ at the main channel shown in Fig. 6-10, Fig. 6-11 shows that the distribution of Manning’s $n$ is widely distributed. One of the reason is the
targeted variables are correlated closely. In previous studies (Kim et al., 2012(a); Kim et al., 2012(b); Kim et al., 2013), the flow of the study reach is only influenced by channel control, so continuous resampling could draw the reasonable distribution of the targeted values. However, this study reach is influenced by section control from the weir at the low flow and is influenced by channel control from the whole channel at the high flow. Thus it is very difficult to reflect in the proposed method with the form of simple rating curve. As a solution, we maintain the distribution of the particles and introduce the smoothing to consider the joint probability to estimate Manning’s $n$ and the index and the coefficient of an artificial rating curve, which are appropriate for the whole time series water stage.
Figure 6-9 Estimated Manning’s $n$ at main channel.

Figure 6-10 Change of distribution of Manning’s $n$ at main channel
Figure 6-11 Estimated Manning’s $n$ at floodplain.

Figure 6-12 Change of distribution of Manning’s $n$ at floodplain
6.3.3 Results of trajectory tracking and smoothing

Original purpose of particle filters is to approximate the distribution of particle. Then particle smoothing is introduced for the estimation of the Manning’s $n$ and the index and the coefficient of a rating curve from the approximated distribution from the results of particle filters. The estimated values are able to be utilized for the practical use such as a design of the river management plan.

Although from Chapter 3 to Chapter 5, the river geomorphology is so simple that the estimated values with small variance can be utilized for practical use, the river geomorphology of the study area in Chapter 6 is so complex that only the approximated distribution of the particle can be obtained with the large variance because the river flow is governed by channel control or/and section control. To estimate them from the filtering results, two methods are able to be utilized. One is the sequential applications of the method as shown in Chapter 5. Then another is considering the whole time history to estimate the optimized values from the filtering results.

In this section, the whole time history is considered by introducing a smoothing density. Manning’s $n$ at floodplain and main channel and the index and the coefficient of the rating curve are estimated using particle smoothing, as shown in the section 6.2.2, based on trajectory tracking in the reverse time direction. Fig. 6-13 shows the results of trajectory tracking for 32 particles, which is selected by the systematic resampling at the last time step, in reverse time direction at the left side, and the estimated result considering the joint probability for the whole time history, smoothing density, at the right side.

The trajectories of 10 particles among the tracked 32 particles are plotted to check the movement of the particles more apparently at the left side of Fig. 6-13. The graphs at left side show the trajectories of the index of the artificial rating curve, the coefficient of the artificial rating curve, Manning’s $n$ at the main channel, and Manning’s $n$ at the floodplain in an order, respectively. As shown in the graphs, several particles are merged with other particles because the whole time history is considered in the reverse
time direction. In addition, the coefficient of the artificial rating curve is not disturbed so much, so the movement of the particle is limited because of small noise of the particle in comparison with the targeted values. Then in the third and fourth graph, the pattern is similar with the approximate distributions as shown in Fig. 6.11 and 6.12, so it shows that the trajectories can represent the distribution.

Based on the tracked trajectories and smoothing density, the figures at right side of Fig. 6-3 are plotted. In the figures, ‘Smoothing’ marked by a red line indicates the values considering the smoothing density, ‘Filtering’ marked by a blue line indicates the values estimated from the particle filters. Then ‘Reverse’ marked by a black line means that the values estimated from the smoothing density until current time step from the last time step of the simulation. At all figures at the right side of Fig. 6.13, the results of ‘Smoothing’ show the most consistent pattern for the whole time series, so it can be utilized for the practical use in establishing a simple rating curve in section 6.4. Then through the time varied pattern of ‘Reverse’, it is necessary to consider the multi-segment rating curve to represent the complex effect of channel geomorphology and river flow.

In addition, through the particle smoothing, the targeted values are determined. The index for the whole time series by smoothing is estimated by about 1.67, and its standard deviation is determined by about 0.17. Then, the coefficient is estimated by 228.92, and the standard deviation is determined by 32.98. They are utilized for establishing a rating curve at the next section. Next, the smoothed Manning’s n for the main channel and the floodplain are 0.032 and 0.042, respectively. Finally, their standard deviations are determined by 0.0049 and 0.012, respectively.
Figure 6-13 32 realizations of particle by trajectory tracking and smoothed values.
6.4 Establishment of rating curve based on filtering and smoothing

According to simulation, a rating curve is established as shown in Fig. 6-14. The black points indicate the observed discharge at the gauging station, upstream end of the river reach. Then the red points are the resampled particles at the filtering step. To establish the rating curve, the mean and the standard deviation of the index and the coefficient obtained from the particle smoothing is utilized. The distribution of the coefficient and the index is similar to the normal distribution as shown in Reitan and Petersen-Øverleir (2008). Thus the uncertain range of the rating curve is plotted by the line using the index and coefficient as $\mu - 2\sigma$, $\mu - \sigma$, $\mu$, $\mu + \sigma$, $\mu + 2\sigma$, respectively. $\mu \pm 2\sigma$ line is plotted by a broken line, and $\mu \pm \sigma$ line is plotted by a dotted line in Fig. 6-14. In addition, the black line is plotted by the $\mu$ of the coefficient and the index. The maximum absolute percentile error of the black line is 24% and the almost observed discharge data is within the black dotted lines. Moreover, the resampled particles are mainly located within the black dotted line, so we confirmed the simulations are implemented within the reasonable range.

Although the rating curve is not exactly matched with the observed values, we could provide the reasonable range of the discharge corresponding to the water stage without the discharge measurements.
Figure 6-14 Established rating curve
6.5 Summary

The method to estimate the inflow without measuring discharge considering the uncertain characteristics of river channel is proposed. To estimate the uncertain characteristics of river channel and unknown inflow, particle filters are introduced into 2D dynamic wave model. The method is applied to complex geomorphology influenced by channel control or/and section control according to the water level. Thus to avoid the convergence to abnormal values due to the complex geomorphology, generic particle filters are introduced among the various particle filters. First, the distributions of particles are approximated by the particle filters, and the particle smoothing is implemented to estimate the Manning’s n and the index and coefficient of the artificial rating curve. Using the index and the coefficient, the rating curve is established. The observed discharges are located within the estimated $\mu \pm \sigma$ line, and the resampled particles are mainly located within the range. Although the method does not use the measured discharge in establishing the rating curve, we could generate the reference discharge within a reasonable range of the rating curve.
Chapter 7. Concluding remarks

The findings from these experiments suggest that the stochastic approaches to a 2D dynamic wave model may improve the uncertain characteristics of the river channel. The point mass representations in particle filters make it possible to consider all feasible conditions together. Then the achievements of this thesis are as below:

1) Development of the stochastic approach to a 2D dynamic wave model to estimate inflow and the Manning roughness coefficient simultaneously.

2) Establishment of the alternative to construct and to improve a rating curve at certain cross sections within river’s reach.

3) Construction of the basis to improve the hydrologic parameters and to enhance the water stage predictability.

Although the update of the water stage at upstream is generally utilized to enhance the estimation capability of discharge or Manning roughness coefficient in a hydraulic simulation, both of them are rarely considered together. Moreover, the applicable river reach was extremely limited, but it is also improved in this thesis.

In chapter 3, stochastic approaches are introduced to the 2D dynamic wave model to incorporate errors to consider the uncertainties of inflow and Manning roughness coefficient. As a stochastic approach, particle filters are utilized to deal with non-linear and non-Gaussian problems. In addition, the point mass representations in particle filters make it possible to consider all feasible conditions together. First, the proposed method is verified with the synthetic experiment to prevent unexpected exogenous disturbances. The estimated inflow and Manning roughness coefficient show good agreements with the artificial true value generated in the synthetic experiment. The availability as a water stage prediction model for a real event is checked. The estimated inflow show consistency with the observed discharge, but the gap between the predicted
water stage and observed value becomes larger according to the increase in leading time. Although the method showed good estimation capability, the consideration of Manning roughness coefficient as an uniform value limit the water stage predictability. In addition, the large variation of Manning’s $n$ in tracking the Manning’s $n$ changed according to the change of water depth induce the large variation in estimated water stage and upstream inflow.

In chapter 4, the two problems in chapter 3 are improved, and the availability to other events of the estimated inflow and Manning roughness coefficient from the proposed method is confirmed. One is the consideration of Manning roughness coefficient by a unique value all over the calculation domain. It degrades the predictability of water stage. As an alternative, the spatial distribution of Manning roughness coefficient is considered, and it is classified by the aerial photo. Another problem is large variation of the Manning roughness coefficient to track the Manning’s $n$ changed according to the water level. It induced too many uncertainties in the estimated water level and discharge. Thus a variation reduction factor is considered together with considering the spatial distribution of Manning’s $n$. Then equifinality problems, which were induced by the combination of the Manning’s $n$ and the inflow in the resampling step, were solved by considering the variance reduction factor and the correction factor, an adequate number of particles and proper classification of the study area.

The proposed method was verified through an observed water stage and discharge data set. The proposed method enables the estimation of the inflow and the Manning’s $n$ simultaneously. Using the provided results from the method, the relationship between the water stage and the discharge at the water stage station can be constructed. The modified rating curve and Manning’s $n$ of each separated zone obtained from the proposed method was applied to another event to confirm the reproducibility. Through these verifications and application of the method, we confirm that it is a feasible alternative to the traditional method, in which the Manning’s $n$ estimated empirically
and the discharge converted from an existing curve are utilized.

In chapter 5, an estimation method using a 2D dynamic wave model and particles filters is introduced to estimate the discharge of the event occurring in September, 2011. Before estimating the discharge of the event, the uncertainties of the channel roughness for the main channel, flood plain, and inundation area are quantified by the sequential application of the method. With the quantified channel roughness, inflow to the upper boundary is also estimated from distributed hydrological model outputs. The discharge of the largest event is estimated by considering the uncertainties of roughness coefficients and upper boundary inflows. For the verification of the peak discharge, the highest water level of each particle is compared with flood marks. By the comparison with the flood marks, the peak discharge is estimated in the range from $22500\text{m}^3/\text{s}$ to $25500\text{m}^3/\text{s}$. In addition, the rating curve established from the estimation process is compared to the currently updated rating curve.

In chapter 6, the method to estimate the inflow without measuring discharge considering the uncertain characteristics of river channel is proposed. To estimate the uncertain characteristics of river channel and unknown inflow, 2D dynamic wave model and particle filters are introduced. The method is applied to complex geomorphology influenced by channel control or section control according to the water level. To avoid the convergence to abnormal values due to the complex geomorphology, generic particle filters are introduced among the various particle filters. To estimate the reasonable inflow and Manning roughness coefficient from the results approximated by the particle filters, smoothing is implemented based on trajectory tracking in reverse time direction. Through smoothing, the index of the artificial rating curve and channel roughness was estimated. Using the index and the coefficient, the rating curve is established. The observed discharges are located within the estimated uncertain range, and the resampled particles are mainly located within the uncertain range. Although the method does not use the measured discharge in establishing the rating curve, we could provide the reasonable discharge within certain range by the rating curve.
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