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Chapter 1

Introduction

1.1 Thesis objective

The objective of this thesis is to develop methods and techniques to better understand and tailor optical forces between photonic waveguides by studying the relationship between the behavior of such forces and the morphology of the photonic system. In practice this implies an increased ability to control the position and vibrational modes of nano-mechanical systems via optical forces. This is not only an important step toward the development of simple MEMS devices based on such interaction but the increased flexibility of such effect should allow the realization of novel all optical photonic devices.

1.2 Background

All optical devices are a long standing dream of photonics [1, 2]. Ideally these should allow the realization of faster and more energy efficient technologies than electronic devices. The later require the transport of electric charge though transistors and diodes, which is done at sub relativistic speeds. This gives an inherent limitation to the working speed of electronic devices: the faster the electron moves the more energy it will carry and the harder it will be to control it so that, in order to increase the device speed, manufacturers are forced towards extreme miniaturization which in turn leads to lower energy efficiency and closer to quantistic effects. Instead, photons are the fastest thing in nature and have been used for information transmission for several decades in the form of omnipresent optic-fibers. Not surprisingly these devices are mainly limited by how fast we can transfer an optical signal to an electronic signal and vice versa. This has driven the production of smaller and
more integrated electro/opto transducers, which transform electronic signals into optical pulses, all the way up to on-chip integration of electronic and optic elements. Of course, it would be possible (at least in theory) to progressively supplant electronic components with optical ones. However this is not imaginable unless we are able to modify the path of light with light. Electric devices function via transistors and other similar components that control the flow of information, electrons packages, by applying voltages and currents in specific ways. Similarly, an all optical device should control the flow of light via smaller optical signals that control the state of the system in which light is traveling through, which can be done by taking advantage of non-linear effects [3]. Unfortunately this solution is less than optimal due to the significant loss induced by such methods which have to be compensated for, making the system more complex and less energy efficient [4]. Another important issue of optical circuits is the lack optical diodes [5] as well as optical memories.

### 1.2.1 Stable optical memories

While most optical memories require the presence of optically active layers like quantum wells [7]. A recent proposal demonstrated that passive, all-optical memories can be developed via the use of gradient optical forces [6]. This implementation, schematically shown in Figure 1.1 is based on the optical force that a Silicon waveguide experiences in proximity to a Silicon dioxide substrate. This force is usually called gradient optical-force (or simply gradient-force) and

Figure 1.1: (a): Cross sectional representation of the system used in [6], (b-c): Up and Down state of the same device.
it is directed normally to the wavevector of the optical signal. In this specific example an attractive force between the waveguide and the substrate appears due to gradient forces and, by making use of the mechanical Euler instability, once a sufficient amount of force is applied, the beam can be driven to a stable buckling point as shown in Figure 1.1(b) and (c). In this figure we assume that light travels along the waveguide's axis (parallel to the x-axis), and can be used to drive the beam into the stable Up or Down state. Due to the presence of the substrate these two have slightly different resonant transmission frequencies, which can be measured once such state is “impressed” into the system. Optomechanical memories are stable at room temperature and under reasonable using conditions. One of the limitations of such device is its complex usability. In [6], in order to “erase” the memory state, they make use of a complex optomechanical cooling technique; mainly because of the lack of repulsive interaction between waveguide and substrate. In [8] they considered the case where the optical force was induced by the interaction between two parallel waveguides, as shown in the second row of Figure 1.1. In this case the Up and Down states are exchanged for Open and Closed states. They observed that, even in the presence of repulsive interaction, in vacuum, which offers the best working conditions for moving micro-mechanical devices, an optomechanical trapping effect would be required for optimal operation. These are indeed limitations that modern optomechanic devices must deal with if we ever wish to integrate such system in MEMS or electronic devices.

1.2.2 Optomechanical devices

Optomechanical memories are an example of integration with MEMS devices, which are formed by a moving mechanical part plus and actuation system. In optomechanics we “simply” change the capacitive, piezoelectric or magnetic actuators, just to name a few, with an optical one [10]. A significant advantage of such interaction for all optical devices is the lack of loss [11]. This type of devices can be operated statically or dynamically. In the static regime the device operation is quite simple: the system is modified by constant optical forces or by an externally applied force, which deforms the initial geometry of the system changing its resonant frequency. The frequency shift from the unperturbed state gives a measurement of the total deformation and the applied force. Many optomechanic systems based on this principle perform better than their classical counterparts as pressure sensors [12], switches [9] or interferometers [13].

Excellent performance is given by the optomechanical switch proposed by [9] and described in Figure 6.1. In this case the device is formed by a
Figure 1.2: (a): Schematic of an optomechanical switching device described in [9], (b): Representation of the mechanical force acting on the ring resonator shown in (a), (c): optical characterization of the switch. Figures were taken from [9].

ring resonator, which interacts optomechanically with the substrate, as shown in Figure 6.1(b). One waveguide is used to load the optical control pulse in the ring-resonator that induces the optical force and the other waveguide contains the signal to be modulated. As a result, once a force is applied, the suspended ring resonator will be deformed, changing its resonance frequency, shown in Figure 6.1(c), so that the probe signal goes on and off resonance with the resonator and the transmissivity of the system at the control signal wavelength can be changed. This system shows no residual vibration or switching overshoot and it is also an order of magnitude faster than thermally tuned switches [14].

Dynamically operated optomechanical-devices, instead, can be used for wavelength conversion [15, 16], with ideally no absorption loss, unlike alternative methods like other ultra-fast modulation techniques based on optical hot carrier injection [17]. Of course, this can only be done in the presence of high Q-factor cavities where the lifetime of the photon is on the order of magnitude
of the mechanical oscillation period so that the photon can “sense” the mechanical vibration which allows the mechanical energy to be transferred from the mechanical to the optical resonance and vice versa [18]. This devices are some between the most sensitive motion sensors with more than sub-atomic displacement sensitivity [19].

Figure 1.3: Schematic outline of the content of each chapter of this thesis.

1.3 Thesis outline

In this thesis we develop simple and intuitive methods that can be used to describe and predict both magnitude and direction of optical forces between parallel waveguides. We will use this method to increase our ability to control the forces acting between (but not limited to) parallel dielectric waveguides.
As we will show in Chapter 2, optical forces can be described as a surface integral along the interface between two different media, its magnitude is approximately equal to the square of the electric field along the such surface and directed normally to it. Such simple formulation of optical forces allows us, in Chapter 3, to elaborate a semi-empirical method to tailor such forces between two parallel waveguides and to demonstrate the effect of periodicity on the forces, which is a direct consequence of the field distribution. In Chapter 4 we extend our study to a more complex, less symmetric system, formed by three parallel waveguides, where the central one is free to move and the external ones are fixed. While the dynamics of fields and forces are described via the methodology developed in Chapter 3, such system demonstrates an increased ability to manipulate the free beam in the whole space normal to the direction of propagation of light. In Chapter 5 we demonstrate, using the same configuration studied in Chapter 4, that optical forces can also be tailor along the direction of propagation of light, albeit the forces remain normal to it.

In Chapter 2 we introduce the methods and theory that will be used throughout this thesis. We begin by briefly describing the computational methods used (a plane-wave basis eigensolver and FDTD solver), we then discuss and derive two different, but equivalent, formulations of optical force: The Maxwell stress tensor and a surface integral formulation based on perturbation theory. Two different ways to modulate the refractive index of Silicon in a controllable and not permanent manner are introduced. Also we give a short introduction to the eigenmode-dynamics of a single doubly-clamped nano-beam in the Euler-Bernoulli approximation.

Chapter 3 is mainly focused on the formulation of a set of principles and a methodology useful to tailor and enhance optical forces between parallel, dielectric waveguides by molding the eigenmode field distribution via the combined effects of highly symmetric slow light modes and waveguide morphology. The proposed technique can be used to predict the field distribution of complex, but axis-symmetric structures so that the direction and amplitude of the force might be inferred from them. We also demonstrate that band edge modes can not only be used to enhance the magnitude of the force but that, since they induce unique symmetry-constrains on the field distribution, with an appropriate choice of geometry, they can also be used to tailor optical forces. This way we are able to control the direction of the optical force at very short separations with geometries that are amenable to standard lithographic techniques.

The principles formulated in Chapter 3 are used in Chapter 4 to investigate the optical forces induced by localized optical modes propagating along
three parallel waveguides, of which only the central one is free to move. In this configuration, when all three waveguides are identical, the components of the optical-force acting on the free beam are decoupled along the axis of symmetry. As a result, two dimensional optomechanical control of the central waveguide, like single-mode optical trapping, can be achieved. We also study non symmetric configurations that can be used, for example, to tailor the position of the optical trap.

The three parallel waveguides configuration presented in the previous chapter is now used in Chapter 5 in order to selective and efficiently excite high frequency vibrational eigenmodes of micro-mechanical double clamped beams. This technique is based on an optomechanical system formed by three parallel waveguides, where the central one is free to move and the refractive index of the external ones in modulated via optical, free-carrier injection. This configuration allows us to obtain forces of opposite sign along the free beam and thus, with an appropriate refractive index modulation, optical forces can be tailored to match the amplitude profile of, possibly, any selected mechanical mode. The technique here presented offers an alternative to resonant excitation, which might be difficult to achieve for higher frequencies, and, we believe, might be of significant importance in the realization of future all optical devices. We also study a static modulation of the refractive index, by simply modulating the thickness of the plates, which offers stronger forces since a much larger perturbation is possible.

In Chapter 6 we quickly summarize our results and reach a conclusion on the goals of this thesis as well as discussing the future developments of our work.
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Chapter 2

Optical forces in photonic system

2.1 Introduction

The mechanical interaction between light and matter has been a topic of theoretical interests for the last century but, until recently, the discussion has mainly been focused on the Abraham-Minkowski dilemma [1–4] and, in general, over the correct formulation of the electromagnetic stress tensor in both classical and relativistic systems [5]. The first applications of optical forces date back to more than a decade [6–8], however, this first attempts, lack of the fine fabrication capabilities [9], simulation tools [10,11] and precise spatial control of electromagnetic radiation [12] that it is now available. While fabrication and simulation tools were slowly improved year after year, our ability of controlling light has been boosted by the development of photonic crystals [13]. This structures, which are formed by adding periodic perturbations to otherwise smooth systems, are well suited to an Eigenvalue description, at least as long as non lossy materials are considered [14]. The Eigenvalue formulation of electromagnetism [15] is at the base of the recent developments in optomechanics where forces are induced by localized-evanescent fields [16] rather than free propagating photons. Moreover, the improved resolution of nanofabrication techniques allows the fabrication of small, suspended, mechanical structures [17] that can be deformed with relative ease, which is important since the magnitude of optical forces is quite small compared to mechanical ones [18]. Finally, due to the ever growing and cheaper availability of computational power, it has become easier to run high resolution full-electromagnetic and mechanical simulations; especially important in electromagnetic related
problems which depend on the exact distribution of the electromagnetic fields as we will demonstrate along this thesis.

In this chapter we review the basic theoretical concepts and numerical methods that will be used throughout the thesis. In section 2.2.1 the basic eigenmode formulation of Maxwell equations will be introduced with an accent on the relationship between eigenfrequency, group velocity and field distribution. We make use of mainly two numerical tools: MPB and MEEP [10, 11]. The first one is a Block iterative eigensolver in a planewave basis, while the second is and FDTD solver. Eigenmode solvers are especially useful when well defined periodic systems are under study, while FDTD is a versatile technique well suited for more complex studies where the finite dimensionality of the photonic systems or added non-periodic elements need to be taken into account. Both methods will be introduced in section 2.3. The link between optical forces and field distribution will be discussed in section 2.4, where the coupling to specific mechanical deformations will be investigated. Methods useful to modulate the refractive index of dielectric materials will be presented in section 2.6. Instead, in section 2.7 we will describe some mechanical and mathematical properties of mechanical modes and in section 2.8 we look at more detailed properties of mechanical excitation and nonlinear properties or solids. In this chapter, as in the following ones, we use Lorentz-Heaviside units, for which the speed of light, the vacuum permittivity and permeability are all equal to 1 [5] and, where possible, we prefer using non-dimensional quantities.

2.2 Nanophotonic waveguides

An example of photonic crystal are dielectric waveguides which are, in fact, one dimensional photonic systems [15]. Even smooth waveguides can be thought as periodic waveguides with zero length unit-cells and, as such, can still be described as a periodic Bloch system. This is important since designing single mode waveguides is relatively simple and, as a result, a modal simulation is enough to investigate the light flow through the waveguide itself. In the next few section we will discuss such eigenmode expansion of light in photonic systems by closely following the discussion found in [15].

2.2.1 Eigenmode solution of Maxwell equations

In here we assume that the systems under study are composed by linear, non-lossy materials and that the electromagnetic fields are harmonic in time. This
allows us to split the electric (or magnetic) field distribution into spatial and time varying parts as:

\[ E(r, t) = E(r) e^{i\omega t} \]
\[ H(r, t) = H(r) e^{i\omega t}. \]  

(2.1)

This, once inserted into Maxwell equations, leads to decoupling the electric and magnetic fields into two independent equations. For example, for \( E \) we can write:

\[ \frac{1}{\sqrt{\varepsilon(r)}} \nabla \times \nabla \times E(r) = \left( \frac{\omega}{c} \right)^2 \sqrt{\varepsilon(r)} E(r). \]  

(2.2)

This equations is at the basis of the eigenvalue problem, where an operator \( \Theta = \frac{1}{\sqrt{\varepsilon(r)}} \nabla \times \nabla \times \frac{1}{\sqrt{\varepsilon(r)}} \) acts on an eigenfunction, \( \sqrt{\varepsilon(r)} E \), and the results is the eigenfunction itself multiplied by a eigenvalue \( (\omega/c)^2 \). It can be also demonstrated that \( \Theta \) possesses some important properties as linearity and hermiticity and, as a consequence of the later, all its eigenvalues are real and eigenfunctions associated to non-identical eigenvalues are orthogonal. The hermiticity of Equation 2.2 can be demonstrated by showing that \( (A, \Theta B) = (A \Theta B) \).

(2.3)

We can now show that \( \Theta \) is Hermitian in few simple steps:

\[ (A, \Theta B) = \int A^*(r) \cdot B(r) dr. \]  

(2.3)

\[ (A, \Theta B) = \int A^* \frac{1}{\sqrt{\varepsilon}} \cdot \nabla \times \nabla \times \frac{B}{\sqrt{\varepsilon}} dr \]
\[ = -\int \nabla \times \left( \frac{1}{\sqrt{\varepsilon}} A \right)^* \cdot \nabla \times \frac{B}{\sqrt{\varepsilon}} dr \]  

(2.4)

\[ = \int \frac{1}{\sqrt{\varepsilon}} \left( \nabla \times \nabla \times \frac{A}{\sqrt{\varepsilon}} \right)^* \cdot B \ dr = (\Theta A, B). \]

It is important to notice that in Equation 2.4 the surface integrals were disregarded since we are only interested in localized modes whose fields decay to zero at large enough separations from the photonic system. Now that the hermiticity has been demonstrated we can try to gain more information about the distribution of the fields. To do so it is convenient to use the Variational theorem that states that the lowest eigenvalue corresponds to the eigenfunction (that is to say field distribution) that minimizes the following functional:

\[ \left( \frac{\omega}{c} \right)^2 = \min_E \frac{(\sqrt{\varepsilon} E, \Theta \sqrt{\varepsilon} E)}{(\sqrt{\varepsilon} E, \sqrt{\varepsilon} E)} = \min_E \frac{\int |\nabla \times E|^2 \ dr}{\int \varepsilon |E|^2 \ dr}. \]  

(2.5)
Much information can be extracted out of this simple function and will be at the foundation of Chapter 3. However, here, we limit ourselves to discuss the difference between the eigenvalue \((\omega/e)^2\) and the total energy of the electromagnetic field and the amplitude of the fields. As can be seen from Equation 2.5 \(\omega\) is independent on the amplitude of the fields, while, classically, the energy of the fields depends quadratically on their amplitude. Thus, as expected from a parallelism to quantum mechanics, the energy stored should be expressed as the number of electromagnetic quanta \((U_{EM} = N\hbar\omega)\) stored inside the system rather than as the field amplitude, which now becomes an arbitrary parameter of the system. As a result we can use a convenient normalization of the electric and magnetic fields where

\[
(\sqrt{\varepsilon}\mathbf{E}, \sqrt{\varepsilon}\mathbf{E}) = 1, \quad (\mathbf{H}, \mathbf{H}) = 1.
\]

(2.6)

This is relevant when we want to find the electromagnetic force in a photonic system since, \(F = -dU/d\zeta\), where \(\zeta\) is a parameter that describes the virtual mechanical deformation. Before describing the nature of the electromagnetic forces we will, first of all, explain the effect of periodicity on the fields and their description.

### 2.2.2 Dielectric waveguides and slow-light modes

The description of electromagnetic fields can be significantly “simplified” by the presence of symmetries and periodicity. In order to do so, in a similar fashion to what is commonly done in crystallography, it is necessary to first define an irreducible unit cell of the photonic-crystal structure: that is to say the smallest element that can be used to remap the entire crystal base on a defined set of symmetries. This is not only a geometrical process but has direct consequences on the form of the eigenfunction \(\mathbf{E}\) which can be re written as:

\[
\mathbf{E}(r) = \mathbf{E}_k(r')P(k,r).
\]

(2.7)

Where \(\mathbf{E}_k(r')\) is the vector field defined over the unit cell space \(r'\), \(P(k,r)\) is a function that propagates \(\mathbf{E}_k(r')\) over the entire space \(r\) and it is usually formed by a phase and a rotation, and \(k\) is a wave-vector. In this thesis, since we are only considering one dimensional structures we will only be concerned with translational symmetry and mirror symmetries, which, in principle, is a sub-case of translational symmetry, where the phase of the translation is \(\pm 1\). We start by looking at this case and the information that adds to the eigenvalue problem. For example, imagine that we are studying a smooth waveguide. The waveguide is translationally identical along its axis, parallel to the \(x\)-axis
in Cartesian coordinates, while the cross-section of the waveguides is assume to be mirror symmetric respect to the y or z axis. As a result we expect, from simple intuition, that the electromagnetic field should also be y or z axis symmetric. For the z coordinate we express this in a short form as:

\[
\begin{align*}
E(z) &= \mathcal{M} \cdot E_0 (\text{Abs}(z)) \\
H(z) &= (\mathcal{M} \times \text{sig}(z)) \cdot H_0 (\text{Abs}(z)).
\end{align*}
\]  

(2.8)

Where the \text{sig} function extracts the sign of the z coordinate, \( E_0 \) and \( H_0 \) is a function of the fields that do not depends on the sign of z and \( \mathcal{M} \) is the following unitary matrix:

\[
\mathcal{M} = \begin{pmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & \text{sig}(z)
\end{pmatrix}.
\]

(2.9)

It is now obvious, from the concepts developed in section 2.2.1, that \( \mathcal{M} \) can also be interpreted as the eigenvalue of an eigenfunction "S", that changes the sign of z and measures the eigenfunction \( E \) as \( \mathbf{S} \mathbf{E} (-z) = \mathcal{M} (-z) \mathbf{E} (z) \). Now, assume that the waveguide we have been looking at it is periodically modulated with a period \( \Delta x \). Obviously, if we were to shift the waveguide of a length equal to its period (or a multiple of it) the geometry will not be changed and so should the fields, except for, possibly, a phase. This is the basic concept behind Bloch theorem, which states that any periodic system can be written as the product of a periodic function and a plane-wave, envelope function. In our case, where only translations along the x-axis are considered, the block theorem translates to:

\[
\mathbf{E}(k, r) = \mathbf{E}_{nk}(x', y, z) e^{ikx}
\]

(2.10)

Where \( x' \) runs between \(-a/2\) and \( a/2\), \( k \) is the wavevector, \( n \) is the band index and \( x = n \Delta x + x' \). Obviously, if \( \Delta x = 0 \) we reduce ourselves to the smooth waveguide case where the periodic function is only a function of y and z. The band index ranks, from low to high, each eigenfunction according to its associated eigenvalue. An example of different bands are those determined by the mirror symmetries defined by the matrix \( \mathcal{M} \). In Equation 2.8 we have defined the eigenvalue \( \mathcal{M} \) associated to the \( E \) and \( \mathcal{M} \times \text{sig}(z) \) to \( B \). None the less it is easy to demonstrate that the opposite is also true. As a result, we expect that at least two bands, should exist, with orthogonal fields and associated to the even \( \mathcal{M} \) or odd \( \mathcal{M} \times \text{sig}(z) \) symmetry operator. Of course we can build an ideally infinite number of bands with progressively higher energy.
Figure 2.1: Dispersion diagram for the four first modes, in order frequency $\omega$, of the two geometries shown in inset. We use smooth line for 2D dielectric waveguide with constant rectangular cross-section ($a \times 0.4a$) and dashed lines for the periodic waveguide with identical cross-section to the 2D case and periodically perforated by air-made cylinders of radius $0.25a$.

However, at a given $k$, modes can only be considered localized if $(\omega/c)^2 < |k|^2$. If such condition is broken, that is to say the band crosses what is usually called light line $(\omega/c)^2 = |k|^2$, the modes become radiative or leaky mode, characterized by complex values of $\omega$. It follows that the whole discussion section 2.2.1 is no longer valid since, obviously, the operators associated to such modes are no longer Hermitian [19]. In Figure 2.1 we show an example of dispersion diagram for the fundamental modes associated to each of the four possible mirror symmetries of the geometries shown in inset. We consider both a smooth waveguide with rectangular cross-section and a periodically perforated one with identical cross-section. Since the characteristic of the fields are going to be analyzed in great detail in the following chapters here we
limit to observe the main difference in the dispersion of both cases. There are three main features that we need to highlight. First, in a smooth waveguide can run freely from \( k = 0 \) to \( k = \infty \), even if in Figure 2.1 we only show the dispersion diagram up to \( k = \pi/a \) for convenience. In this case increasing \( k \) is equivalent to a proportionally increase of the dimension of the waveguide. However for the periodic dielectric waveguides \( k \) is usually defined between 0 and \( \pi/a \) due to the Bloch theorem in combination with the time-reversal invariance, which states that \( \omega^*(k) = \omega(-k) \). We also notice that, at the band edge \( (k = \pi/a) \), \( v_g = \partial\omega/\partial k \), which represents the speed of energy flow through the waveguide, goes to 0. This phenomenon is called slow light [20] and implies that the amount of electromagnetic energy per unit-length inside the waveguide for non-zero input-power \( (P) \) increases as \( v_g \) decreases following the relation:

\[
U = Pa/v_g. \tag{2.11}
\]

None the less, in a finite systems, 0 group velocity means no energy flow since, because of the perfect match between the periodicity of electromagnetic signal and the system itself, all input power will be reflected. In fact, in the next chapter we will demonstrate that it is more convenient to work close rather than at the band-edge. Demonstrating that, at the band edge, \( v_g = 0 \) is quite straightforward. We do so by letting \( k \) range from \( -\infty \) to \( \infty \) by writing \( k = mG + k' \), where \( k' \) is defined between \( -\pi/a \) and \( \pi/a \) and \( G = 2\pi/a \). If we expand \( E(k, r) \) we will now find:

\[
E(mG + k', x) = E_{mG+k'}(r)e^{imGx}e^{ik'x} = E_{k'}(r)e^{ik'x}. \tag{2.12}
\]

The last step is possible because, in order to satisfy the Bloch theorem, \( E_k(r) \) needs to be a periodic function along the direction of propagation \( x \), which also satisfied by \( E_{mG+k'}(r)e^{imGx} \). Since \( E(k, x) \) is periodic along \( x \) as well as \( k \), we can look at the \( \omega \) as we approach from \( k^+ = \pi/a + \Delta k \) and \( k^- = \pi/a - \Delta k \). It is obvious that, as a consequence of the periodicity and time-reversal invariance, \( \omega(k^+) = \omega(k^+ - G) = \omega(-k^+) = \omega(k^-) \), which implies that:

\[
\lim_{x \to 0} \Delta\omega/\Delta k = \lim_{x \to 0} (\omega(k^+) - \omega(k^+))/(k^+ - k^-) = 0. \tag{2.13}
\]

### 2.2.3 \( k \cdot p \) theory for electromagnetism

While these insights give us some information about the basic characteristics of optical forces it would be quite useful if we had a more intuitive relation between the eigenmode field distribution \( E \) and group velocity. A relatively
simple formula is given in [15, 21], where the group is found to be related to
the electric and magnetic field as:

\[ v_g = \frac{Re \left( \int_V E^* \times B \, dV \right)}{\frac{1}{2} \int_V |H|^2 \, dV + \frac{1}{2} \int_V |E|^2 \, dV}. \tag{2.14} \]

The denominator is the classical electromagnetic energy of the system, which
according to Equation 2.6 is usually set to unity. As a consequence we find that
the group velocity is the electromagnetic energy flowing (integral of the point-
ing vector) inside the unit cell per unit energy. However, even if Equation 2.14
allows us to measure the group velocity once the electric and magnetic fields
are known, it tells us very little about the relation between field distribution
and group velocity. A step forward can be done via \( k \cdot p \)-theory applied to
electromagnetism, although we find it useful only in two dimensional systems.

\( k \cdot p \)-theory is very popular perturbative method, usually used to calculate
the band dispersion and effective masses as well as extrapolating the band
structure over the entire Brillouin zone of crystalline solids [22]. In photon-
ics, however, it is not commonly used. Following perturbation theory applied
to \( k \) and \( \omega \) applied to Equation 2.2 and using Equation 2.10 to describe the
wave-function, we can write:

\[ \nabla \times \nabla \times E_{k'}(r)e^{ik'r} = -\varepsilon(r) \left( \frac{\omega'}{c} \right)^2 E_{k'}(r)e^{ik'r}. \tag{2.15} \]

Which, since \( \nabla \times \nabla \times = \nabla(\nabla \cdot) - \nabla^2 \), \( k' = k + dk \) and \( \omega' = \omega + d\omega \), at the
first order becomes:

\[ (\nabla^2 + 2i \mathbf{k} \cdot \nabla + |\mathbf{k}|^2)E_k(r) = -\varepsilon(r) \left( \frac{\omega}{c} \right)^2 E_k(r) \]

\[ (2id\mathbf{k} \cdot \nabla + 2|\mathbf{k}||d\mathbf{k}|)E_k(r) = -\varepsilon(r) \frac{2\omega d\omega}{c^2} E_k(r). \tag{2.16} \]

Where we used the fact that, according to perturbation theory, just as the
eigenvalues, the wave-function \( E_{k+dk}(r) = E_k(r) + dE_k(r) \). By remembering
that for two dimensional system \( \mathbf{k} = \{k_x, 0, 0\} \) and \( E_k(r) = E_k(y, z) \) we obtain:

\[ \frac{d\omega}{dk_x} = v_g = \frac{k_x c^2}{\omega} \frac{\int_V |\mathbf{E}(\mathbf{k}, \mathbf{r})|^2 \, dV}{\int_V \varepsilon(r)|\mathbf{E}(\mathbf{k}, \mathbf{r})|^2 \, dV}. \tag{2.17} \]

Where \( |\mathbf{E}(\mathbf{k}, \mathbf{r})| = |\mathbf{E}_k(\mathbf{r})| \) by definition. Equation 2.17 can be interpreted as
a measurement of the amount of field distributed inside or outside the high
refractive index regions \( (\varepsilon_2) \). In fact, if we assume that none of the fields
penetrate the waveguides, \( v_g = c/n_1 \), where \( n_1 \) is the refractive index of media surrounding the waveguides. That is to say the fields are not localized and the group velocity is equal to the phase velocity of the surrounding media. On the contrary, if the fields (or most of them) are localized inside the waveguides, we find that \( v_g \approx c/n_2 \). This also gives us some useful insight about the lower limit value of the group velocity: in two dimensional systems the group velocity can only be as low as the phase velocity in the media with the largest refractive index. This usually happens for large enough wave-vectors where the wavelength of light becomes much smaller than the features of the waveguides themselves so that, for all intents and purposes, the light behaves as if it were propagating inside an infinite media with refractive index \( n_2 \). This is a simple and useful tool that will be used in Chapter 3 to explain the behavior of the group velocity for different separations between two parallel waveguides.

### 2.3 Numeric tools

#### 2.3.1 Plane wave basis Eigensolver - MPB

Now that we have described the basic mathematical properties of the eigenvalue formulation of Maxwell equations, we can move forward to consider some method to solve such equations in both periodic and non-periodic systems. The most used numeric tool thought out this thesis is MPB, a freely available block-iterative eigensolver on a plane-wave basis. While, so far, we have used the electric field only, MPB works by using the magnetic field \( \mathbf{H} \) instead. This is quite useful in photonics, where most of the materials used for fabrication of such structures are pure dielectrics and, as a result, \( \mathbf{H} \) is continuous over all boundaries. In a similar procedure to what was done for \( \mathbf{E} \) we can rewrite the eigenvalue problem for \( \mathbf{H} \) as:

\[
\nabla \times \frac{1}{\varepsilon(r)^{-1}} \nabla \times \mathbf{H}(r) = \left(\frac{\omega}{c}\right)^2 \mathbf{H}(r). \tag{2.18}
\]

The choice of a plane-wave expansion is justified by the fact that such base can be computed quite quickly by making use of FFT (Fast Fourier Transformed) algorithm and, most importantly because it intrinsically satisfies the transversality of the fields, which is imposed by the lack of free magnetic charge \( \nabla \cdot \mathbf{H} = 0 \). In order to better understand the core conceptual decomposition of the electromagnetic eigenproblem, let’s take a look at the properties of the Fourier transformed of a periodic function such as the periodic part of
Equation 2.18.

\[ H_k(r) = \int c_k(q)e^{iq\cdot r}d^3q, \quad (2.19) \]

where \( c(q) \) are the coefficients of the Fourier transformed on a plane-wave basis with wavevector \( q \). Moreover, Equation 2.19, is required to be periodic on a lattice, so that:

\[ H_k(r + R) = \int c_k(q)e^{iq\cdot (r+R)}d^3q = H_k(r) = \int c_k(q)e^{iq\cdot r}d^3q. \quad (2.20) \]

It follows that, in order for Equation 2.20 to be valid, either \( c_k(q) = 0 \) or \( e^{iq\cdot R} = 1 \) and the former is a sub-case of the later, which implies that Equation 2.20 is true if \( e^{iq\cdot R} = 1 \): that is to say for those wave-vectors such as \( q = 2m\pi/R \) (\( m \) is an integer) usually called reciprocal lattice vectors. Since \( G \) vectors form a lattice of their own, we can express the periodic part of the electric field as a weighted sum over the reciprocal lattice vector space

\[ H_k(r) = \sum_G c_G(k)e^{iG\cdot r}. \quad (2.21) \]

By applying the transversality constrain to Equation 2.21 we find the simple constrain: \((k + G) \cdot c_G(k) = 0\). It is obvious that not only will the sum of two vectors \( c_G^1 \) and \( c_G^2 \) still respect the transversality constrain, but any field distribution formed by a sum of transverse plane waves will still be transverse. As a consequence we can proceed disregarding the transversality condition which becomes an intrinsic property of the chosen basis. In order to project Equation 2.18 on a plane-wave basis we simply take its Fourier transform and substitute the periodic par of \( H \) with Equation 2.21, which yields:

\[ \sum_G \left[ -\varepsilon^{-1}_{G'\rightarrow G} \cdot (k + G') \times (k + G) \times \right] c_G = \frac{\omega^2}{c^2} c_{G'}. \quad (2.22) \]

This equation can now be solved by approximating \( \varepsilon^{-1}_{G'\rightarrow G} \) via the Discrete Fourier Transform. Finally we have reduced Equation 2.18 to a simple linear-matrix, eignevalue problem, which can be solved in several ways. MPB, as we have previously mentioned uses a block-iterative method [23], that is to say, it finds the lowest order eigenmode first, and then, by requiring orthogonality, if finds the remaining ones one by one. In general MPB is a very reliable, versatile and efficient computational tool for calculating photonic bands of dielectric photonic systems.
Figure 2.2: Representation of the Yee grid for a single voxel. As can be seen electric and magnetic fields are sampled in different Cartesian coordinates: the \( \mathbf{E} \)-field is sampled along the edges of the voxel while the \( \mathbf{H} \) is sampled at the center and normally to its faces.

2.3.2 FDTD method

In the last chapter of this thesis we have also made use of FDTD techniques. The Finite Difference Time Domain (FDTD) is the workhorse of computational photonics since it is extremely malleable and reliable computational method for solving Maxwell equations [24]. This method is well suited for treating nearly any known material, like non-isotropic, lossy and non-linear materials as well as moving objects, non-homogeneous structures and other effects like Casimir forces or quasi crystalline structures. Both periodic and absorbing boundary conditions are allowed. The major drawback of the FDTD method, albeit its strength too, is the regular Yee grid over which Maxwell equations are solved. A regular grid is a powerful tool that allows all the features we have previously mentioned, whoever, it quickly scales in memory requirements and computational time. This is especially true when studying structures with features that are significantly smaller than the average wavelength of the spectral region of interest, like is often the case when using metals, or large structures like random photonic systems. For all this cases a rather high resolution is often required since the increased resolution will not be shape specific but will be homogeneously distributed so that the computational time required increases roughly with the fourth power of the resolution. On the upside FDTD is a time-domain technique and it is best suited for time-dependent simulations or when a large range of frequencies are of interest. In this case a
single broad band pulse can be used and all the spectral information can be extracted with a single simulation. FDTDs, just like any other finite different method, works by meshing the simulations space in order to solve the spatial derivative of Maxwell equations. If we took a look at them, we could see that, at a given point, a change of the \( E \)-field in time depends on the curl of \( H \) at the same point and vice versa. While a time stepping procedure with such work flow might seem simple to implement, in higher dimensions the implementation of the numerical curl on a regular grid is problematic. The solution of this problem was proposed by Kane Yee in 1966 \cite{25} by sampling different components of the electric and magnetic field at different points in the Cartesian space, like shown in Figure 2.2, which allows for second order accuracy in homogeneous regions. However, only first order accuracy can be obtained in non-homogeneous regions and special smoothing or multi graded mesh might be required to gain back second order accuracy. For such purpose several techniques like sub-meshing or sub-pixel smoothing can be used in order to improve accuracy.

2.4 Optical forces as a surface integral

In this section we will describe the fundamental nature of optical forces. At first, we will describe the classical Maxwell stress tensor formulation of optical forces \cite{5} and then, we will consider a formulation based of perturbation theory for Maxwell equations and thermodynamics.

2.4.1 Maxwell stress tensor

The Maxwell stress tensor is by far the best know formulation of optical forces although not the only one. However, this is unimportant for our porpoise since, as we will do in the following chapters, we only consider non deformable dielectric media immersed in air or, at least, we require that the actual geometrical deformation does not significantly changes the refractive index of the system under study. The Maxwell stress tensor is derived from the Lorentz force which is usually written as:

\[
F = \int_V (\rho \mathbf{E} + \mathbf{J} \times \mathbf{E}) \, dV = \int_V f \, dV. \tag{2.23}
\]

Where \( \rho \) is the charge density and \( \mathbf{J} \) is the current density. Of course this two are measurable quantities, however, we would like to look for a functional form of the force that depends on \( \varepsilon \) and some more familiar elements like energy
Figure 2.3: Representation of the optical forces acting on an unit element with charge $q$ and current $J$.

and flux. To do so we rewrite the charge and current density via Gauss and Ampere’s law so that Equation 2.23 becomes:

$$ f = (\nabla \cdot \mathbf{E})\mathbf{E} + \nabla \times \mathbf{B} \times \mathbf{B} - \frac{\partial \mathbf{E}}{\partial t} \times \mathbf{B}. \quad (2.24) $$

By expanding the time derivative with the product rule and using Faraday’s induction law we can get:

$$ f = [(\nabla \cdot \mathbf{E})\mathbf{E} + \mathbf{E} \times \nabla \times \mathbf{E}] + [(\nabla \cdot \mathbf{B})\mathbf{B} + \mathbf{B} \times \nabla \times \mathbf{B}] - \frac{\partial}{\partial t} (\mathbf{E} \times \mathbf{B}). \quad (2.25) $$

Where we added the $(\nabla \cdot \mathbf{B})\mathbf{B}$ to obtain a symmetry between $\mathbf{E}$ and $\mathbf{B}$. Finally by using, in order, the vector calculus identity $\frac{1}{2} \nabla (\mathbf{A} \cdot \mathbf{A}) = \mathbf{A} \times (\nabla \times \mathbf{A}) + (\mathbf{A} \cdot \nabla)\mathbf{A}$ and $\nabla (\mathbf{A} \otimes \mathbf{B}) = (\mathbf{A} \cdot \nabla)\mathbf{B} + (\nabla \cdot \mathbf{B})\mathbf{A}$ we obtain:

$$ f = \nabla \cdot \mathbf{T} - \frac{\partial \mathbf{S}}{\partial t}. \quad (2.26) $$

Where $T_{ij} = E_i E_j + B_i B_j - \frac{1}{2}(|\mathbf{E}|^2 + |\mathbf{B}|^2)\delta_{ij}$ commonly known as the Maxwell Stress tensor and $\mathbf{S}$ is the Poynting vector. If we try to obtain the total force acting over an object, as shown in Figure 2.3, where we plotted an object of arbitrary shape and refractive index $\varepsilon_1$, immersed in a media with refractive index $\varepsilon_2$, we find that the total force will be given by a surface integral over a surface (S in Figure 2.3) surrounding the object and the space integral of the
time derivative of the pointing vector. However, in the frequency domain, the time derivative of the Poynting vector will add an $i\omega$ term to the space integral so that, when the time averaged force is measured, the electromagnetic power flow will give no net contribution to optical forces and the only contribution to the force arises from the surface integral of $\mathbf{T}$. While we have assumed that $\varepsilon_2 \geq 1$, Equation 2.26 is in fact only really correct when $\varepsilon_2 = 1$. For $\varepsilon_2 > 1$ the Maxwell stress tensor is only a component of the force and the mechanical interaction of the light with the system cannot be disregarded [4].

### 2.4.2 Optical Torque

Optical force can also induce Torque [26]. This should be at least possible when the geometric disposition of the dielectric masses is not mirror symmetric. The derivation of the optical torque via Maxwell stress tensor can be derived easily as:

$$f = \nabla \cdot \mathbf{T} \times \mathbf{r}.$$  \hspace{1cm} (2.27)

Where $\mathbf{r}$, by definition of torque, is the vector that joins every point to the center of mass. We can rewrite Equation 2.27 in index notation as:

$$l_k = (\nabla \cdot T_j) r_i \epsilon_{ijk} e_k.$$  \hspace{1cm} (2.28)

Since $T_j$ is a vector and $r_i$ is a scalar, we make use of the following property of the divergence $\nabla \cdot (A B) = (\nabla A) \cdot B + A \nabla \cdot B$.

$$l_k = \nabla \cdot (T_j r_i \epsilon_{ijk} e_k) - (\nabla r_i \cdot T_j) \epsilon_{ijk} e_k.$$  \hspace{1cm} (2.29)

Now, by remembering that $\mathbf{T}$ is a symmetric matrix and noticing that $\nabla r_i = \{1, 1, 1\} \delta_{ji}$, we find that $(\nabla r_i \cdot T_j) \epsilon_{ijk} e_k = 0$. So that, by integrating on a volume the total torque becomes:

$$L = \int_S \mathbf{T} \cdot (\mathbf{r} \times \mathbf{n}) dS.$$  \hspace{1cm} (2.30)

This is a pleasant but expected surprise. In fact, since Equation 2.26, when integrated over a volume, tells us that, in the steady state, all the forces inside such volume will cancel themselves out only leaving their contribution at the surface of the volume, it is reasonable to assume that also the torque, which is generated by such forces will only have non zero contributions only at its surface.
2.4.3 Surface integral formulation of optical forces

While the Maxwell stress tensor is a solution to our problem it gives little or no information about the characteristic of the forces because of the complexity of its functional form. Here we demonstrate that an alternative formulation (indeed one of many [27]) of optical forces, with a more clear meaning, can be derived with few, simple steps. In fact, while this formulation is derived from perturbation theory and the concepts developed in section 2.2.1, an identical result can be reached from Equation 2.23 as we will show in Chapter 5. For non-deformable objects and assuming translations along the \( z \)-axis the mechanical force can be written as:

\[
F = -\frac{dU}{dz}.
\]  

(2.31)

Where \( U \) is the potential energy of the system. In electrodynamics and non-lossy media the only source of energy is of electromagnetic origin so that \( U \) is the energy of the fields \( N \bar{\omega} \). By substituting this into Equation 2.31 we obtain [28]:

\[
F = -\frac{1}{\omega} \frac{d\omega}{dz} U.
\]  

(2.32)

This simple equation, at first, would seem better suited to the analysis of optical forces in photonic crystal structures since, as we have shown in section 2.2.1, most of the theoretical framework of such field has been developed to deal with entities like \( \omega, k \) and \( v_g \) rather than the electromagnetic field distribution. However, after some thought, we realize that Equation 2.32 is as obscure as Equation 2.26 was. Obviously, \( \omega \) can only be calculated (except for few elementary cases) via numeric solvers so that we are still clueless on the relation between the geometry of the specific geometry of the system. Fortunately, Equation 2.32, can be rewritten via perturbation theory for electromagnetism [29] as a surface integral that only depends on \( \varepsilon \) and \( \mathbf{E} \).

By applying classical perturbation theory to Equation 2.2, at the first order, in the limit of infinitesimal displacements, we can obtain:

\[
\frac{d\omega}{d\zeta} = \frac{\omega}{2} \frac{\int_V \mathbf{E}^* \frac{d\varepsilon}{d\zeta} \mathbf{E} dV}{\int_V \mathbf{E}^* \varepsilon \mathbf{E} dV}.
\]  

(2.33)

Where \( \zeta \) is a parametrization of the deformation of the system. In fact, we will now drop the constrain of rigid deformations and assume that the system can be deformed freely, as long as the refractive index does not change. We show an example of this in Figure 2.4, where the interface between two materials is shifted by \( h(\zeta) \). Obviously, the denominator of Equation 2.33, according to
section 2.2.1, can be set equal to 1 as this is the normalization of the fields we have agreed upon. Integrating the numerators it is not that easy. In fact, $\frac{ds}{d\zeta}$ can only be non 0 at the interface between both materials, where according to classical electrodynamics the value of $E$ is undetermined: the valued of the electric field component normal to the surface is doubly valued, according to where the $E_{\text{perp}}$ is measured: inside $\varepsilon_1(E_{\text{perp}}^1)$ or inside $\varepsilon_2(E_{\text{perp}}^2)$. In order to solve this problem, instead of sharp transitions from $\varepsilon_1$ to $\varepsilon_2$, we assume a smooth variation of $\varepsilon_1$ into $\varepsilon_2$. As a consequence, at each point on the boundary surface, the contribution to $d\omega$ will be given by a line integral that crosses the interface from $x$ to $x + dx$ and, by choosing a correct smoothing function $[30]$, even if not unique, we can obtain $[29]$:

$$
\frac{d\omega}{d\zeta} = \frac{\omega}{2} \int_A \frac{\Delta \varepsilon}{2} \frac{dh}{d\zeta} \left( |E_{\parallel}|^2 + \frac{1}{\varepsilon_1\varepsilon_2} |D_{\perp}|^2 \right) dA.
$$

(2.34)

Where $\Delta \varepsilon = (\varepsilon_1 - \varepsilon_2)$, $E_{\parallel}$ and $D_{\perp}$ represent the electric and electric-displacement fields parallel and normal to $A$, which is the surface of integration and $n$ is a vector, directed into $\varepsilon_2$, and normal to $A$. Equation 2.32 now becomes:

$$
\frac{F}{U} = \frac{\Delta \varepsilon}{2} \left( |E_{\parallel}|^2 + \frac{1}{\varepsilon_1\varepsilon_2} |D_{\perp}|^2 \right) n dA.
$$

(2.35)

Where we impose back the condition of rigid translations by setting $\frac{dh}{d\zeta} = n$. As we can notice from Equation 2.33 and Equation 2.35, this derivation is more of an a posteriori description of the force rather than an actual measurement.
of it. In fact, the measured quantity, is the change of eigenfrequency, which is a scalar value unlike $\mathbf{F}$, which is a vector. For rigid translations along the axis this is not a problem since a displacement of an object in a group is equivalent to an opposite displacement of the group itself. For example, if we had two parallel waveguides, and moved one of them of a quantity $dz$ along the $z$-axis, this would be equivalent to moving the remaining waveguide by $-dz$ or moving both of them of a quantity $dz/2$ and $-dz/2$ respectively. This is no longer true if we consider another rigid deformation of the system: rotations. Rotating one of the waveguides of an angle $\theta$ is not necessarily equivalent to a rotation of the other waveguide of an angle $\pm \theta$ (unless the two are identical) or to a rotations of both of half the angle. Even more if we also consider non rigid deformations, the force, according to Equation 2.34, should depend on the deformation itself. This is clearly not right when very slow mechanical deformations are considered since the instantaneous optical force, although it might not be decouple from its mechanical counterpart, should only be a function of the instantaneous field distribution. In fact, a correct interpretation of Equation 2.34, is as a measure of the work done on the electromagnetic fields by an external force which deforms the geometry arbitrarily so that, in order to obtain the correct value of the force, that is to say to measure how will the system deform due to the optical force, we have to guess the correct deformation to apply to the system first. Obviously, in case of rigid translations, this is straight forward. In Chapter 3 we will discuss the advantages of Equation 2.35 over Equation 2.32 and Equation 2.26 for the case of rigid translations. Moreover, in Chapter 5 we will demonstrate that this equation can be derived directly from Equation 2.23, which extends its use to non-dielectric media and not periodic structures.

2.5 Normalized units and optical forces

As we have previously mentioned, here we use the Lorentz-Heaviside unit system as applies to MPB and MEEP [10, 11]. While dimensionally both programs share the same unit system they do not share normalization, which can make them slightly difficult to compare in a direct analysis. However, when we get to use Meep for force measurements as in Chapter 5, we are more interested in a proof of concept than the actual magnitude so that we prefer using arbitrary units. However, it is useful for the reader to understand the link between the normalized forces that we commonly use and the actual magnitude of the force. A fast and simple derivation can be obtained from
Equation 2.32 and Equation 2.11 so that we can obtain:

\[
\frac{F}{P} = \frac{L}{\omega v_g} \frac{d\omega}{ds}.
\]  

(2.36)

Since we almost always use normalized units, which allow us not using specified sizes since Maxwell equations are scalable [15], we will usually express length and group velocity in S.I. as \( s/a = s^m \) and \( v_g/c = v_g^m \), where \( s^m \) and \( v_g^m \) are the normalized units commonly used along this paper. For commodity we also assume that \( L = a \) so that Equation 2.36 becomes:

\[
F = \frac{a}{\omega v_g^m} \frac{d\omega}{ds^m} P. \quad \text{(2.37)}
\]

This equation clearly states the relation between the normalized unit system we use and the magnitude of the force in Newtons. The only thing we have left is finding the actual length of \( a \) at a given frequency. In Equation 2.37 the frequency is “self-normalized” by \( d\omega/\omega \), however in Lorentz-Heaviside units, frequency and wavelength are normalized too. Since the speed of light in vacuum is fixed to 1, we can write:

\[
\frac{\lambda_0 \omega_0}{\lambda \omega} = 1. \quad \text{(2.38)}
\]

Where we simply assume a reference wavelength (\( \lambda_0 \) and \( \omega_0 \) in S.I.) and frequency that satisfy this equation. It is then straightforward to define \( \lambda^m = \lambda_0/\lambda \) and \( \omega^m = \omega_0/\omega \) so that:

\[
\lambda^m = \frac{\lambda_0}{\lambda} = \frac{\omega}{\omega_0} = \frac{1}{\omega^m}. \quad \text{(2.39)}
\]

Since the wavelength \( \lambda \) is effectively an unit of length, we can set \( \lambda^m = a^m \) and \( \lambda = a \). The actual relation between length in international units and frequency or wavelength of light will be given by the refractive index used. In fact, for dispersive media, epsilon is a function of frequency so that the value of \( \omega \) is in S.I. is given by \( \epsilon(\lambda) \), where we conveniently substitute frequency with wavelength since both of them are free space quantities and thus invariant for any system taken into consideration. Once this is known we have that

\[
\frac{\lambda}{\omega^m} = a, \quad \text{(2.40)}
\]

which links the normalized frequency to the length in S.I. Normalized units are very convenient to handle numerically, not only because it simplifies the unit system, but because it allows us to focus on the geometrical proportions of each geometry rather than on its absolute dimensions.
2.6 Refractive index modulation techniques

While most of our studies will be concern with tailoring forces via specific geometries, we also consider the possibility of using changes in the refractive index to manipulate the amplitude and direction of the forces. This is particularly useful since most of these methods are reversible: after some time the system will return to its unperturbed state and a new type of perturbation might be chosen. In this thesis we will make use of free carrier injection [31] because, it was conceptually more familiar to us, however other techniques might be used to modulate the refractive index of dielectric materials temporarily like the Thermo-optic effect [32], the Electro-optic effect [33] or acoustic waves [34].

2.6.1 Free carrier injection

Free carrier injection allows us to change the refractive index of media by modifying its free carrier density by adding free electrons above the conduction band. This is usually done by removing electrons from the valence band via optical excitation. Such process is nearly instantaneous and the effect will last until all the electrons have decayed to their initial state [35]. It is also relatively simple to implement since it can be done by simply focusing a laser on the region of interest without need for fabrication of heaters or electric contacts. On the down side such a variation of the refractive index is not painless: after the absorption process has finished, the induced free carriers will recombine, mostly non-radiatively, producing heat that will itself modify the refractive index and, in our case, possibly produce unwanted mechanical stress on the system. The free carrier lifetime and the amount of heat generated changes significantly according to the materials used. In order to describe the effect of carrier injection in the conduction band we use the Drude model where free electrons are modeled via a driven harmonic oscillation:

\[
m_{el} \frac{d^2 x(t)}{dt^2} - \frac{m_{el}}{\tau_{el}} \frac{dx(t)}{dt} = -eE(t, \omega) . \tag{2.41}
\]

Where \( x(t) \) is the amplitude response of the oscillator, \( e \) is the electric charge, \( \tau_{el} \) is the relaxation time of the free electrons and \( m_{el} \) is the effective mass. For a time harmonic driving force \( eE(t, \omega) \) of frequency \( \omega \), \( x(t) \) has the following solution:

\[
x(t, \omega) = \frac{e}{m_{el} \omega^2 + i\omega/\tau_{el}} \frac{E(t, \omega)}{} . \tag{2.42}
\]

As the oscillator is driven by the \( E(t) \), the moving charge generates its own electric field usually denominated as polarization \( P = -eN_{el}x(t) \), where \( N_{el} \)
is the carrier density. The total electric field becomes \( D(t) = P(t, \omega) + \varepsilon_0 \varepsilon_d E(t, \omega) = \varepsilon_0 \varepsilon'_d(\omega) E(t, \omega) \), where \( \varepsilon_d \) is the unexcited dielectric function and

\[
\varepsilon'_d(\omega) = \varepsilon_d - \frac{e N_e}{m_{eff}^* \omega^2 + i\omega/\tau_{el}}
\]  

(2.43)

is the dielectric function after carrier injection. Also, since we excite the medium optically, for each electron exited to conduction band we generate an equal number of hole in the valence band so that the effective mass will be given by the sum of the inverse of the holes and free carrier effective masses \( m_{h}^* \) and \( m_{e}^* \) respectively. As it can be seen from Equation 2.43, via carrier injection we only can reduce the initial dielectric function and, in addition, a certain amount of loss will be added to the system. In other words, as free carriers are injected dielectric materials will become "slightly" metallic and, since metals are usually characterized by negative refractive index, it makes sense that the resulting effect of both contributions is a reduction of the initial dielectric function and loss. However, we also notice that the added loss is quite small, and only significant if in the presence of slow light or cavity modes. Fortunately, for the system used in Chapter 5, the induced loss has negligible effects.

### 2.6.2 Thermo optical effect

In this case it might be more reasonable to use other techniques such as the thermo-optic effect. The thermo-optic effect should induce no losses since temperature effects mainly reduce the density of the material while no free charge is induced. However, unlike free carrier injection, heat transfer is slow and dissipation of heat in the system can take up to few microseconds, depending on the dimensions and temperature gradient of the system. We should also mention than the thermo-optic change of the refractive index is also a byproduct of free carrier injection, as we have mentioned before, due to the heat produced by the carrier recombination. In optomechanical systems, thought, heat induced deformations as well as heat transfer should be taken into consideration since the moving parts are suspended and not in direct contact with the heat treated region. An efficient evaluation of such effect is quite challenging and still an area of open research [36]. On the positive side the thermo-optical effect induces larger changes to the refractive index compared to free-carrier injection, and thus, it should be more effective for our porpoises.
2.7 Partial differential equations of motion

So far we have treated optical forces and the basic properties of photonic structures since our main interest lays on the photon management via optomechanics. However, a proper description of such effect would not be complete without, at least, a basic description of the mechanical properties, both physical and mathematical, of the system we will focus on. In this section we will introduce the partial differential equation that describes the time and space depended motion of a double clamped beam and discuss its most simple solution. Our discussion closely follows [37].

2.7.1 Beam deformation

For commodity, and since our major interest lays on the manipulation of optical forces rather than on the characteristic of the mechanical reaction induced by them, we will only consider the most simple description that still gives us the information we required. Throughout our work we only consider beams or plates which, mechanically, can be described by the same partial differential equation. The simplest description of the dynamics of a beam is schematically described in Figure 2.5. This description basically approximates the beam or plate to a infinite number of non-deformable “blocks” with infinitesimal thickness $dx$. The actual geometrical characteristics, cross sectional geometry for a beam and thickness for plates, is described via a parameter called flexural stiffness $EI(x)$, where $E$ is the Young modulus of the material and $I(x)$ is an exclusive function of the cross-sectional shape of the object at a given value of $x$. Another important parameter is $p(x,t)$, which in this case represents the load over the structure. In this approximation the non-deformable “blocks” are subjected to the forces shown in the inset of Figure 2.5. The equation of motion for such system can be readily found by considering the balance of the forces acting on a “block”.

$$V + p\ dx - (V + \frac{\partial V}{\partial x}\ dx) - f\ dx = 0 \quad (2.44)$$

In which $f$ is the inertial force, simple given by the product of the cross-sectional mass $m(x)$ and the local acceleration as $f = m(x)\partial^2 v(x)/\partial t^2$. The second equilibrium relation can be found by adding the momentum about the elastic axis:

$$M + V\ dx - (M\ \frac{\partial M}{\partial x}\ dx) = 0. \quad (2.45)$$
Where it can be demonstrated that the distributed lateral forces only provide a second order contribution to the total moment. Finally, combining these two equations we obtain:

$$
\frac{\partial^2}{\partial x^2} \left( EI \frac{\partial^2 v}{\partial x^2} \right) + m \frac{\partial^2 v}{\partial t^2} = p.
$$

Where \( v \) is the local displacement of the structure and we have imposed that \( M = \frac{\partial^2 v}{\partial x^2} \), which is the basic relation between curvature and moment of elementary beam theory [37]. This partial differential equation is the simplest description of the mechanical dynamics of a nanobeam under time and space dependent loads, Young modulus, geometry and mass. Obviously, in Chapter 5 we will only take into account beams or plates with constant cross section and material composition. Other parameters can be added to this equation in order to improve its accuracy, like an axial contribution to the momentum of the force, shear deformations, rotatory inertia and, of course, damping, which can be either viscous, thermo-elastic or piezo-elastic.

### 2.7.2 Free vibration

We start by looking at the simpler case of free vibrations, that is to say solutions for which \( p(x, t) = 0 \), rather than directly looking for a general solution to Equation 2.46. Such solution can be obtained via a separation of variables.
in which case \( v(x,t) \) can be given as: \( v(x,t) = \phi(x)Y(t) \). This is obviously an appropriate solution if we are looking for harmonic oscillations, moreover much like in section 2.2.1, any other generic function of time can be represented as the sum of harmonic ones. Equation 2.46, with some simple manipulations, now becomes:

\[
\frac{1}{\phi(x)} \frac{\partial^4 \phi(x)}{\partial x^4} + \frac{m}{EI Y(t)} \left( EI \frac{\partial^2 Y(t)}{\partial t^2} \right) = 0 \tag{2.47}
\]

Where \( E, I \) and \( m \) are constant along \( x \). Since the two terms in Equation 2.47 depend on different variables, this equation can be satisfied by independent values of \( x \) and \( t \) as long as both parts are equal to a constant \( K \) so that:

\[
\frac{1}{\phi(x)} \frac{\partial^4 \phi(x)}{\partial x^4} = K = -\frac{m}{EI Y(t)} \left( EI \frac{\partial^2 Y(t)}{\partial t^2} \right). \tag{2.48}
\]

This equation can now be split in two independent functions of \( t \) and \( x \) as:

\[
\frac{\partial^2 Y(t)}{\partial t^2} - \omega^2 Y(t) = 0 \tag{2.49}
\]

\[
\frac{\partial^4 \phi(x)}{\partial x^4} - a^4 \phi(x) = 0.
\]

Where:

\[
\omega^2 = \frac{a^4 EI}{m} \quad \text{&} \quad K = a^4 \tag{2.50}
\]

The first row of Equation 2.49 is the familiar description of the undamped free harmonic oscillator and has the solution of the type:

\[
Y(t) = A \sin(\omega t) + B \cos(\omega t). \tag{2.51}
\]

The second row can be solved by assuming a solution of the type \( \phi(x) = Ce^{lx} \), so that Equation 2.51 now becomes:

\[
(l^4 + a^4)Ce^{lx} = 0. \tag{2.52}
\]

The roots of the fourth order polynomial give us the values of \( l = \pm a \) and \( \pm ia \), which, by substituting in Equation 2.51, leads to:

\[
\phi(x) = A_1 \sin(ax) + A_2 \cos(ax) + A_3 \sinh(ax) + A_4 \cosh(ax). \tag{2.53}
\]

In which we have substituted the exponential terms with \( \cosh(ax) \) and \( \sinh(ax) \) and complex exponential ones with \( \cos(ax) \) and \( \sin(ax) \).
Now that we finally have a proper solution of $\phi(x)$ and $Y(t)$ we need to find the values of $A$, $B$ and $A_j$. While we obviously cannot find all the parameters in the system since the value of some of them will be a function of the amplitude and phase of the oscillation, which are a function of the initial conditions of the beam, we can impose the fixed boundary conditions of the problem in order to reduce the remaining ones to a more suitable form. In Figure 2.5 the beam or plate is connected to the rigid holders (blue triangles) through a line so that, at the borders of the beam, $x = 0$ and $x = L$, the forces must be 0 and there should be no deformation at such point:

\begin{align}
\phi(0) &= 0 \\
M(0) &= EI \frac{\partial^2 \phi(0)}{\partial x^2} = 0 \\
\phi(L) &= 0 \\
M(L) &= EI \frac{\partial^2 \phi(L)}{\partial x^2} = 0
\end{align}

(2.54)

By substituting Equation 2.53 into Equation 2.54 the following conditions are derived:

\begin{align}
A_4 + A_2 &= 0 \\
A_4 - A_2 &= 0 \\
A_1 \sin(al) + A_3 \sinh(al) &= 0 \\
A_1 \sin(al) - A_3 \sinh(al) &= 0
\end{align}

(2.55)

In which every condition its ordered as Equation 2.54. This leads to the conclusion that $A_2 = A_4 = 0$ and $A_1 \sin(al) = A_3 \sinh(al) = 0$. However, since $\sinh(al)$ cannot be 0, this implies that $A_3 = 0$. The remaining condition, $\phi(L) = A_1 \sin(aL) = 0$, can only be true if $\sin(al) = 0$ and excluding the trivial condition $A_1 = 0$. Obviously, this only happens if $aL = n \times \pi$, where $n$ is a positive integer. We can now obtain the oscillation frequency of each $n$ since $a^4 = \omega^2 m/EI$ so that:

$$\omega_n = n^2 \pi^2 \sqrt{\frac{EI}{mL^4}}.$$  

(2.56)

Instead the vibrational shape; spatial part of the solution of Equation 2.46, for the system shown in Figure 2.5 is:

$$\phi_n(x) = A_1 \sin \left( \frac{n\pi}{L} \right).$$

(2.57)

This simple equation is a good representation of the transverse oscillation modes.
### 2.7.3 Orthogonality of modal shapes

Just as we have demonstrated for non-lossy optical modes in section 2.2.1 mechanical modes are orthogonal to each order; which implies that no mechanical mode can excite another mechanical mode without an external perturbation and, ideally, that each mechanical mode could be exited independently from each other. A straightforward application of this concept can be found via Betti’s law, which states that: the work done by one set of loads on the deflection due to a second set of loads is equal to the work of the second set of loads acting on the deflections due to the first [37]. In other words the inertia forces of a given mode $m$ that create a load on the mode $n$, must be equal to the work done by the inertial force of the mode $n$ acting on the mode $m$, so that:

\[
\int_0^L v_m(x)f_{In}(x)dx = \int_0^L v_n(x)f_{Im}(x)dx \tag{2.58}
\]

Where $v_i(x,t)$ is the displacement of the $i^{th}$ mode, its derivative is $v_i(x,t) = \omega_i\phi_i(x)Y_i(t,\omega)$ and the inertial forces are $f_i = m(x)\omega_i^2\phi_i(x)Y_i(t,\omega)$, according to the solution proposed in the previous section so that Equation 2.58 can be rewritten as:

\[
Y_mY_n\omega_n^2\int_0^L \phi_m(x)m(x)\phi_n(x)dx = Y_nY_m\omega_m^2\int_0^L \phi_n(x)m(x)\phi_m(x)dx. \tag{2.59}
\]

We would like to notice that in this section we allow the beam to have varying stiffness and mass along its length as well as arbitrary boundary conditions. Equation 2.59 can be simplified so that we obtain:

\[
(\omega_n^2 - \omega_m^2)\int_0^L \phi_m(x)m(x)\phi_n(x)dx = 0. \tag{2.60}
\]

Since by construction $(\omega_n^2 - \omega_m^2) \neq 0$, we obtain the orthogonality condition:

\[
\frac{1}{N}\int_0^L \phi_m(x)m(x)\phi_n(x)dx = \delta_{mn}. \tag{2.61}
\]

Where $N$ is a normalization constant. A second orthogonality condition can be obtained by multiplying Equation 2.46 by $\phi_m$ and setting $p(x,y) = 0$:

\[
\int_0^L \phi_m(x)\frac{\partial^2}{\partial x^2} \left( EI(x)\frac{\partial^2 v_n(x,t)}{\partial x^2} \right) dx = -\int_0^L \phi_m(x)m(x)\frac{\partial^2 v_n(x,t)}{\partial t^2} dx \tag{2.62}
\]
and, by remembering that the time derivative of \( v(x,t) \) is equal to \( \omega_n \phi_n(x)Y(\omega, t) \), Equation 2.62 becomes:

\[
\int_{0}^{L} \phi_m(x) \frac{\partial^2}{\partial x^2} \left( EI(x) \frac{\partial^2 \phi_n(x)}{\partial x^2} \right) dx = 0, \tag{2.63}
\]

which can be integrated by parts twice gives:

\[
\phi_m(x)Y_n|_0^L - \frac{d\phi_m(x)}{dx}M_m|_0^L + \int_{0}^{L} \frac{d^2 \phi_m(x)}{dx^2} \frac{d^2 \phi_n(x)}{dx^2} EI(x) dx = 0 \tag{2.64}
\]

Where the first term of Equation 2.64 represents the work done at the extremities by the shear forces and moments of the mode \( m \) on the displacements and rotations of the mode \( n \). For rigid boundaries like the ones represent in Figure 2.5 or free ones this terms vanish, however, for beams with discontinuous momentum of inertial, such as when a lumped mass is present at one end or elastic supports are used, this terms contribute to Equation 2.64.

### 2.7.4 Mechanical mode basis and uncoupled equations of motion

The orthogonality conditions presented in the previous chapter can be used to create an orthogonal basis in \( \phi_m(x) \) and \( Y_m(t) \), since an infinite number of vibrational modes exits, so that an arbitrary displacement of a beam can be transformed into a superposition of modal vibrations as:

\[
v(x,t) = \sum_{i=1}^{\infty} \phi_i(x)Y_i(t). \tag{2.65}\]

We notice that our basis, while orthogonal, it is not normalized. In fact, we have not yet found a proper normalization of either of the orthogonality conditions. Finding a normalization term for Equation 2.61 is easy. However, by looking and the left side of Equation 2.62, we notice that Equation 2.61 and Equation 2.64 do not share the same normalization and we find the very useful relation:

\[
\omega^2 = \frac{\int_{0}^{L} \phi_m(x) \frac{\partial^2}{\partial x^2} \left( EI(x) \frac{\partial^2 \phi_m(x)}{\partial x^2} \right) dx}{\int_{0}^{L} \phi_m(x) m(x) \phi_n(x,t) dx}, \tag{2.66}
\]

which is a formulation equivalent to Equation 2.5 form mechanical modes, where the wave function is defined as \( \Phi_n(x) = \phi_n(x)\sqrt{m(x)} \) and operator \( \theta = \frac{d^2}{dx^2}(EI(x)\frac{d^2}{dx^2}) \). Moreover, it is straight forward to notice that Equation 2.64,
in this framework, is in fact the requirement for hermiticity of the operator \( \theta \). So that Equation 2.65 can be rewritten as

\[
v(x, t) = \sum_{i=1}^{\infty} A_i \phi_i(x) Y_i(t).
\]  

(2.67)

Where \( A_i \) represents the magnitude of the mechanical vibration and is defined as:

\[
A_m Y_m(t) = \int_0^L \phi_m(x)m(x)v(x, t)dx.
\]  

(2.68)

Now, we finally want to study the effect of load on Equation 2.46 by substituting Equation 2.67 into it.

\[
\sum_{i=1}^{\infty} A_i \left( \frac{\partial^2}{\partial x^2} (EI(x) \frac{\partial^2 \phi_i(x)}{\partial x^2}) \right) Y_i(t) + \phi_i(x)m(x) \frac{\partial^2 Y(x)}{\partial t^2} = p(x, t).
\]  

(2.69)

Which, can be rearranged via Equation 2.62, Equation 2.68 and projected on the basis formed by \( \phi_n(x) \) so that Equation 2.69 leads to

\[
\omega_n^2 A_n Y_n(t) + A_n \frac{\partial^2 Y_n(x)}{\partial t^2} = p_n(t).
\]  

(2.70)

Where \( p_n(t) = \int_0^L \phi_m(x)p(x, t)dx \) is the generalized load associated with the mode shape \( \phi_n(x) \). Equation 2.70 is the familiar differential equation associated to an undamped harmonic oscillator where \( A_n \) is a participation factor of the \( n^{th} \) mode. Since for realistic systems damping is always present, but it is usually small, we can introduce it phenomenologically so that we obtain:

\[
\frac{\partial^2 Y_n(x)}{\partial t^2} + \gamma(x, \omega) \frac{\partial Y_n(x)}{\partial t} + \omega_n^2 Y_n(t) = \frac{p_n(t)}{A_n},
\]  

(2.71)

where \( \gamma(x, \omega) \) is a damping term that depends on the inner (strain) damping and external (viscous) damping and the frequency of the frequency of oscillation.

### 2.8 Driving forces and mechanical non-linearities

So far we have paid little attention to load \( p(x, t) \) and its effects. While the deformation considered in Chapter 3 and 4 are static, in Chapter 5 we will look
at dynamic loads and their description. In fact, is the load $p$ that starts, damps and/or maintains the oscillation of the nanobeam. In fact, for the purpose of driving the mechanical oscillator, the actual characteristic of the mechanical mode displacement is “nearly irrelevant”. Once the load has been properly matched to a given mode or modes, the most relevant characteristics is its time dependence. And harmonically oscillating load can be used to induce resonant or parametric driving [38]. Resonant driving is described by Equation 2.71. The solution is a characteristic Lorentzian distribution, function of $\omega^2$ and proportional to the amplitude of $p(t)$. So that, at resonance, the amplitude of the oscillation is larger and it diminishes as the frequency of the load moves away from the resonance. Instead, parametric driving is a different effect where the load not only changes in time and along the beam ($x$), but also along the direction of displacement $y$, so that Equation 2.71 [39] can be rewritten as:

$$\frac{\partial^2 Y_n(x)}{\partial t^2} + \gamma(x, \omega) \frac{\partial Y_n(x)}{\partial t} + (\omega_n^2 + h(t))Y_n(t) = \frac{p_n(t)}{A_n}. \quad (2.72)$$

Where the load has been written as $h(t)Y(t) + p(t)$. For this kind of load the characteristic response of the system to an harmonic load is much sharper than in the resonant excitation case and, this time, it is centered around $2\omega_n$. Parametric amplification can also lead to an exponential amplification of the resonance for appropriate parameters, although other mechanical non-linearities will have to be added to Equation 2.72 like the Duffing and Van der Pol ones [39] or other effects like the Euler instability [40].

2.9 Summary

In conclusion we have reviewed the basic theory of periodic, photonic, dielectric structures. With specific focus on 1D periodic waveguides and the computation and properties of their field-distribution via eigenmode and FDTD solvers. We have also derived the Maxwell stress tensor formulation of optical forces as well as a surface integral formulation based on perturbation theory. This concepts will mainly be used in a more conceptual rather than analytical form in the next chapter where we will discuss how to predict the field distribution between two parallel waveguides and its immediate consequence on the forces. We discussed methodologies useful to tune the refractive index of dielectric media such as free-carrier injection and the thermo-optic effect which will be of use in Chapter 5. We also looked at the vibrational properties of suspended beams as to give the reader a clear insight over the basic dynamics of solids. All this tools are useful to understand the characteristics of optical forces in photonic system.
as well as tailor its behavior. Further studies would require a larger focus on the force matter interaction, in the form of energy transfer between optical and mechanical oscillations as well as the forces induced in metallic media where optical forces are expected to be orders of magnitude larger than in dielectric media. While a general theory has already been developed a couple of decades ago, this concepts are not of common use in the scientific community. Further insight should not only allow a more careful understanding of the mechanical interaction between light and matter, but also open the door to new interesting applications.
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Chapter 3

Ab-initio design of nanophotonic waveguides for tunable, bidirectional optical forces

3.1 Introduction

In this chapter we introduce a semi-empirical methodology to predict and tailor optical forces between two parallel nanophotonic waveguides. Our method is based on the use of symmetries in relation with the variational theorem (Equation 2.5) and the surface formulation of optical forces (Equation 2.35) to find a proper geometry that allows us to change the sign and magnitude of the optical force, in relation to a selected optical eigenmode. At first we develop such methodology by studying the behavior of the electric-field distribution on a cross-section of dielectric waveguides, later we demonstrate that the same method can be adapted to study the field distribution and force of periodically modulated waveguides, where the fields have to be studied over a three dimensional unit cell.

In this chapter, our main goal is to find structures that exhibit forces whose sign is constant as the distance between the waveguides is changed. We are able to do this in both three dimensional structures (periodically modulate waveguides) and two dimensional structures (waveguides with no modulation). While in the second case, as we will see, the proposed geometry is a consequence of the geometrical properties of the system only, in three dimensional systems the slow light effect can be used to manipulate the field distribution...
as well as its magnitude. Most importantly, due to the further degree of freedom available in three dimensional structures, we obtain single signed forces using structures that are amenable to fabrication with common lithographic techniques.

In summary, we will first study the characteristics of the optical-force between two parallel dielectric waveguides with constant square cross-section along its axis, induced by the four, symmetry-defined fundamental eigenmodes. The different choices of normalization, power and energy, will be considered. Afterwards we will demonstrate that the sign of the optical forces between parallel waveguides with semi-cylindrical cross-section is constant for all separations. We will use this structure and its eigenmode field-distribution to develop our semi empirical method, formed by five principles applied in three recursive steps, and demonstrate that a similar procedure can be applied to waveguides with square cross section. When we take into account three dimensional structures we discuss the effect of the slow-light band-edge modes on the electric-field distribution and demonstrate that such effect can be used to manipulate the field distribution via a specific choice of the morphology of the waveguides without modification of our methodology. The chapter is closed by discussing a few structures that behave as required. The field-distribution of each structure is discussed and shown to be consistent with the method we proposed.

3.2 Forces between parallel photonic waveguides

As we have previously mentioned in Chapter 1, one of the first examples of optical forces in microphotonic system was given by [1]. In this article Povinelli et al. discusses the optical forces between parallel photonic waveguides induced by localized modal fields propagating along two parallel waveguides with square cross section. They identify two basic operational-modes of such system which are commonly known as bonding as antibonding forces. This is an obvious heritage of basic molecular-bond theory where the wavefunctions of the electron-orbitals are combined in-and out of phase as two atoms come in contact crating new states at higher (antibonding, out of phase orbitals) energy or lower (bonding, in phase orbitals) energy. The former state is unstable, and thus repulsive forces between the two atoms are created, while the latter is stable, creating an attraction between both atoms which forms the molecular-bond. The same concepts can be extended to photonics without so much effort
since most theory behind photonic structures, just as we have described at the beginning of Chapter 2, has been “borrowed” from crystallography [2]. In photonics the linear combination of isolated “atomic” (photonic wise) states is called coupled mode theory and, just like in molecular-bond theory, assumes that a field distribution between two photonic structures, divided by a finite (but not too small) distance, can be expressed as the linear combination of the uncoupled-fields of each waveguide [3]. As an example, we look at two parallel photonic waveguides with square cross-section that are initially separated by $ds = \infty$ (as defined in Figure 3.1). Both waveguides can allow the non lossy propagation of light along its axis and we assume that both are loaded with the fundamental propagative eigenmode supported at a given wavevector $k_x$. As a straightforward consequence of coupled mode theory, when the separation between both waveguides is slowly reduced, the modes will mix in an out of phase. Coincidentally, just as in molecular-bond theory, in phase mixing induces attractive forces (bonding) while repulsive force are obtained with out-of phase mixing (antibonding). Moreover, given the generic nature of coupled mode theory, we should expect similar behaviors for any structure or mode taken into consideration. However couple mode theory, while elegant and useful is limited to weak couplings, so that, as the waveguides come closer and closer together, it fails to give an appropriate description of the system since the final field distribution is not just a linear combination of the initial, uncoupled fields [4]. In fact, at short separation, that is to say when $ds$ is a fraction of $a$ (as defined in Figure 3.1), the forces are stronger or change sign from repulsive to attractive accordingly to the characteristics of the mode considered. It follows that a general method useful to deduce the magnitude and sign of the forces should be of outmost importance for the development and design of photonic structures that make use of optical forces. Here we chose to develop a heuristic method that should aid the researcher to design structures for optomechanical porpoises with an intelligible intuition on how and why the force behaves in the chosen structure. We prefer this to approximate analytic methods like the one presented in reference [4] which, while precise in its given approximation, it severely limits the design space to very simple geometries.

3.2.1 Forces between squared waveguides

Before proceeding forward we will simply describe the forces between suspended, parallel waveguides with square cross-section of side $a$, an arbitrary unit length (see section 2.5), shown in Figure 3.1, where we also show the dispersion diagram of the system at a separation $s = 0.25a$. As shown in this figure, the four lowest frequency modes are associated to the four mirror sym-
Figure 3.1: Optical force normalized by input power on the system formed by two parallel waveguides of side $a$ and separation $s$ as a function of the normalized separation $s/a$. In the inset we show a schematic representation of the waveguides and the coordinate system which is centered symmetrically. The other inset is the dispersion diagram of the same system at a separation $s = 0.25a$. Both the first and second order modes for each symmetry set is shown.

Symmetries of the system: $y$-even/$z$-even (EE), $y$-even/$z$-odd (EO), $y$-odd/$z$-even (OE), $y$-odd/$z$-odd (OO). The main graphics of Figure 3.1 plots the optical force normalized by input power for each mode. In general we define attractive forces as negative. These represent forces acting of each waveguide, of equal magnitude but opposite direction, that pull both waveguides towards each other, while repulsive forces push both waveguides away from each other. Moreover, because of the $y$-axis symmetry, we assume that there are no $y$-axis oriented forces so that the waveguides only move along the $z$-axis. Always due to symmetry considerations, no net torque is observed in the waveguides either.

As expected via coupled mode theory, approximately for $s > 0.25a$, the specific geometry used has no significant effect on the forces: these are reduced as the separation is increased but the orientation of the forces is constant for each
mode. The EE and OO modes are repulsive while the EO and OE modes are attractive. In addition, we observe that the repulsive forces induced by the EE mode are roughly an order of magnitude smaller than the force induced by the OO mode. However, when the two waveguides get closer together, roughly for $s < 0.25a$, the forces change considerably. Most noticeable, the forces induced by the EE and OO start saturating to reach a maximum at nearly $s \sim 0.1a$ after what the force varies rapidly until it becomes negative. Also the magnitude of the force associated to the EO mode grows rapidly as the separation is reduced more and more.

In Figure 3.2, we show the force per unit energy, $U$, instead of input power $P$, which is the prevalent normalization in literature: here we prefer using the per $U$ normalization which is an index of how efficiently we can use a unit of electromagnetic energy to create mechanical work. It can be seen that the expected behavior of the force is non-significantly altered by such normalization, except for an obvious change in magnitude, due to the fact that, in this case, the group velocity does not weight the force any longer. In fact, in the case of
per $P$ normalization, the force is proportional to $f/v_g$, where $f$ is the force per unit energy, so that, in order to correctly predict the forces, we should predict the magnitude of $v_g$ as well. As we have shown in section 2.2.3 it is not easy to guess the magnitude of the group velocity and in both two and three dimensional systems. Fortunately, for the kind of systems considered in this chapter the group velocity is “fairly constant” for all modes and geometries and only changes significantly if slow light band edge modes are considered. So, if the group velocity chances quickly, will the forces change quickly too? The answer is complex and will be made clear in the following sections.

### 3.2.2 Forces between semi-circular waveguides

Here we only focus on a simple question, is it possible to tailor optical forces? How? In fact, is the behavior shown in Figure 3.2 followed by every possible system. Obviously the possible variables are the dielectric function $\varepsilon$, the absolute size $a$, the geometry and the wave-vector. From section 2.5 it is

![Figure 3.3: Optical force per unit energy as a function of the normalized separation $s/a$ for the same system represented in Figure 3.4(a). In the inset we show the group velocity as a function of the separation between the waveguides for each mode.](image-url)
obvious that, in two dimensional systems, changing $a$ is proportional to a change of $k$ since $\delta k \propto \delta a$ and since $a = \omega^n \lambda = \omega^m 2\pi/k$. Moreover, changing $\varepsilon$ should decrease the localization of the fields in the high dielectric media, but there is no reason to expect that it should also change the behavior of the forces as separation between the waveguides is changed. A very good candidate is indeed the geometry. In fact, since according to Equation 2.32 the force depends on the variation of the eigenfrequency, which according to the variational theorem depends on the electric field distribution and since from coupled mode theory we expect that the field distribution depends on the mixing of the fields localized in both waveguides [3], it is reasonable to assume that geometry can be used to gain some degree of control on the characteristics of the fields as the separation between the waveguides is changed. A possible example is given in Figure 3.3, where we use waveguides with semi-circular cross section schematically shown in Figure 3.4(a). The salient features of this structure are the monotonically growing repulsive forces associated to the OO mode and the larger attractive forces associated to the EE mode. We notice from that the magnitude and features of the group velocity are roughly unchanged by the new geometry as shown in insets of Figure 3.1 and Figure 3.3. We attempt an explanation of this behavior with Equation 2.17.

3.3 Intuitive description of the electric field behavior

The electric-field distribution induced by this geometry are shown in Figure 3.4 at a separation of $s = 0.05a$. In this section, plots of the electric-field distribution, share the same normalization or colors and arrow length, except for inevitable small resizing due to the rendering software used and Latex image resizing procedure, however, the proportion to the nominative lengths of the geometries shown in every figure are constant. Before moving forward, it is worth to underline some properties of the electric field due to the geometrical symmetry of the structures we analyze: $E$ is symmetric with respect to mirror transformation about the $x$-$y$ plane ($z$-symmetry) and the $x$-$z$ plane ($z$-symmetry) and translationally symmetric along the $x$-axis as shown in Figure 3.4(a). We can now simplify Equation 2.35 from vectorial to scalar form, since its direction is known, by substituting $n$ with its projection along the $z$-axis as $(n \cdot z)$, where $z$ is the $z$-axis unit vector. Equation 2.35 shows that the sign of the force depends only on the field distribution along these two waveguide boundaries:
fields localized along the "inner" surfaces, along which the dot product $\mathbf{z} \cdot \mathbf{n}$ is negative, will contribute to an attractive force, while those along the "outer" ones (for which $\mathbf{z} \cdot \mathbf{n} > 0$) will be repulsive. In this section we present five principles based on the variational theorem, Equation 2.5, and Equation 2.35 that can be used to infer and tailor the direction and relative amplitude of optical forces via an educated guess of the field distribution for a given mode and geometry; enabling us to tailor optical forces in 2D and 3D systems. As we have previously mentioned, in order to consistently evaluate the force for different shapes, modes and group velocities, the force is normalized by $U$, instead of the mode power, that would bear a force inversely proportional to the group velocity ($v_g$) [1, 5]. So that, from the given definition of $\mathbf{E}$ and the
arbitrariness of $U$ (assumed constant and set to unity for all systems), the denominators on both sides of Equation 2.35 can be neglected without loss of generality. We will now postulate the five principles that form the basis of our semi empirical method.

**First,** we know from the variational theorem, as extensively discussed in literature [6], that a general tendency of the fundamental mode is to concentrate $E$ within the waveguides while trying to reduce its spatial variations [5]. It follows two competitive effects: the fields will tend to cross at normal incidence or parallel to the waveguide’s surface, and, at the same time, those components of $E$ localized in the air regions will tend to have a smaller magnitude compare to components localized inside the waveguides.

**Second,** when a given set of symmetries is applied, more stringent conditions need to be considered: any symmetry will repel those field’s components with a node over the mirror plane and localize the remaining ones along such plane. An example, in combination with the first principle, is the well-known slot-waveguide (SW) effect [7], which can arise if an odd-symmetry mirror is located between two high dielectric index regions separated by a small gap. This effect can be observed in Figure 3.4(c): the EO mode shows a large confinement of the $E_z$ component (large black arrows) in the narrow, void region separating the waveguides that induces a strong, attractive force.

**Third,** the chosen symmetries define the relative magnitude of each field component: most of the mode energy will be carried by the component of $E$ with the lesser number of symmetry-induced nodes over the unit cell. For example, the OE mode (Figure 3.4(d)) behavior is dominated by $E_y$ since the $y$-odd and $z$-even symmetries induce no nodes for that field component. As a result the field is mainly localized between the two waveguides inducing an attractive force. We would like to notice that accidental nodes (usually single points in 2D or lines in 3D) where one or more components have zero magnitudes do not have to be considered.

**Fourth,** at the same intensity, the force induced by the $E_\perp$ (measured inside the high dielectric index region) is $\varepsilon_1/\varepsilon_2$ times larger than the force induced by $E_\parallel$. The EE mode (Figure 3.4(b)) is attractive due to a marked localization of $E_x$ (third principle) between the waveguides, yet the force is smaller relatively to the EO mode as the attraction is offset by the repulsive contribution of the vertical $E_z$ component along the outer boundary which is enhance by a factor of $\varepsilon_1/\varepsilon_2$ even if the magnitude of $E_z$ (not even visible in Figure 3.4(b)) is much smaller that $E_x$.

**Fifth,** according to Equation 2.35, since we are only interested in the component of the force parallel to the $z$-axis, those regions where the surfaces
are mostly oriented toward the $y$-axis ($\mathbf{z} \cdot \mathbf{n} \approx 0$) have a reduced contribution to the total force proportional to $\mathbf{z} \cdot \mathbf{n}$ itself. For example the OO mode (Figure 3.4(e)) induces a repulsive force as the fields along the inner surfaces are mainly localized at the very tip of the semicircle, where $\mathbf{z} \cdot \mathbf{n}$ is small, while the fields along outer surfaces fully contribute to the force.

### 3.4 Predicting the electric field distribution

This principles are at the core of this chapter and represent a “map” of the most common features of the electric fields in relation to the geometry and its final effect on the forces. From our point of view, it should also be enough to allow the reader to predict the field distribution of other two dimensional structures. However we want to facilitate such procedure by also describing how and in which order such principles should be applied. Here we propose the following recursive recipe, ideally formed by three steps which however can be altered according to the readers’ commodity.

**Step one**, we choose a set of symmetries and, with no regard for the shape of the waveguide, we fix the global modal field distribution via the second principle. The main goal is to determine the position of each field component respect to the symmetry planes. We notice that, unless we change the symmetries, no geometry can change such distribution.

**Step two**, we superimpose the chosen geometry to the fields and, by following the third and first principle, we deduce the field pattern with respect to the waveguide and the relative magnitude of each $\mathbf{E}$ component. In fact, while in step one we consider no interaction between the fields and the waveguide’s geometry, via the first principle, if guided modes are considered, it is possible to pin the field distribution to the waveguide geometry. With the third principle, the relative magnitude between the different components of $\mathbf{E}$ is fixed. Once this is done we have to check the fields for consistency with the first principle. For example, if the mode’s dominant component were localized in air, according to the third principle other field components that are localized in the high dielectric index region might be enhanced instead. In addition, components that can induce a SW effect are often favored by the first principle, and, as a rule of thumb, we assume that the SW effect always dominates the mode’s behavior. In some cases, however, it is possible to suppress such effect by a proper choice of waveguide geometry. In Figure 3.4(e) rounded inner walls were used to increase the spatial variations of the SW effect as we move away from the origin (where SW is suppressed by the $y$-even symmetry), along the
For fairness we would like to mention that, while not necessary, it is useful to have an example where the exact $E$-field is known. This is particularly important when analyzing very different axial-wavevectors ($k_x$) and materials, since the mode confinement in the high dielectric index regions and the coupling between the two waveguides depends on the relation between the waveguide’s cross-sectional area, refractive index and and $k_z$.

**Step three**, we apply the fourth and fifth principles and evaluate direction and magnitude of the force. This step is essential to a proper choice of geometry and symmetry. While here, for simplicity, we only treat attractive and repulsive forces, this framework can be applied to complex mechanical vibrational modes [8], where a large superposition of the mechanical and electromagnetic modes can induce a significant increase in optomechanical coupling.

Finally, if the resulting force does not agree with our requirements, we can either change the symmetries and/or waveguide’s geometry in order to eliminate, as we will show later, those regions over which the force is applied, or change the field themselves [5]; repeating the procedure until a proper geometry and symmetries are found.

### 3.5 Forces and group velocity in 2D systems

In Figure 3.5 we show the field distribution of each of the four modes considered in this chapter at $s = 0.05a$ for waveguides with square cross section. Let’s start by taking a look at Figure 3.5(c) where the field distribution associated to the EO mode is shown. In this case, just like in the case of the waveguides with semicircular shape the mode is dominated by a strong slot waveguide effect, as dictated by the third principle. This is in fact an ideal example where $E_z$ component is trapped between two straight and parallel surfaces, although, as can be seen from Figure 3.3 and Figure 3.2 the attractive force induced by the EO mode in this geometry is smaller than the forces induced by the same mode between semicircular waveguides. A possible explanation can be found via the third and first principle: the $E_z$ is promoted by the $y$-axis symmetry even inside the waveguides where it is favored by the first principle to increase its magnitude. As a result, part of the energy that is taken away from the slot mode, which reduces the attractive force. The characteristic of the OE mode can easily be explained by the third principle since the mode is dominated, just as in the semi-circular waveguides, by the $E_y$ mode. Instead we now observe that the OO mode is attractive rather than repulsive. This is due to the fact that, unlike the semicircular waveguides where the slot waveguide effect was inhibited by its rounded walls in agreement with the first principle, flat
Figure 3.5: (a) Schematics of the geometry in use. From (b) to (e): In-plane $E_{yz}$ vector-field distribution (larger arrows mean more intense) with the total $|E|^2$ in the background (darker is more intense) for the four fundamental modes of parallel waveguides with squared cross section of side $a$ at an axial wave-vector of $\pi/a$ and a fixed distance $s = 0.05a$. All arrows lengths and color scales share the same normalization. The separation shown in (a) is not in scale with the geometry.
surfaces do not inhibit such process any longer inducing an attractive force at short separations between waveguides of rectangular cross section. The EE mode also behaves slightly different from the previous geometry. However, as expected by the very small induced forces, the changes are subtle and not always easy to individuate. In this case the difference is once more due to the first principle. In fact, given the larger area of the waveguide, much like in the case of the EO mode, the mode is dominated both the $E_x$ and $E_z$ component. The first is localized inside the waveguides, which induces a repulsive force due to the $z$-even symmetry, while the second, which is localized between the waveguides, induces an attractive force. As a result the attractive and repulsive effects are well balance inducing a very weak force.

Now that we have two different systems to compare to, we can also try to apply Equation 2.17 and see if we can describe the dynamics of the group velocity for reducing separations. Unfortunately the information required to the paragraph was shown a couple of pages before and for brevity, we do not propose it back in this section. Instead of focusing on the differences we focus on the similarities. In the inset of Figure 3.2 and Figure 3.3 we can see that the EO mode is the one with the most common features between both geometries. Since, as we have intuitively demonstrated in section 2.2.3, the value of the group velocity is roughly a function of the localization of the electric field inside or outside the waveguides, the behavior of the EO mode can also be explained by looking at its field distribution. As the two waveguides come closer together more field is expected to be in air due to the growing effect of the slot waveguide mode: inducing a constant grow of the group velocity. However, at short separations, the slot waveguide should saturate the amount of field localized in air; creating the saturation and reduction of the group velocity shown in Figure 3.2 and Figure 3.3. From this description, unlike what shown in the figures, we would expect a change in the group velocity at short separation for almost all modes. While this is mainly the case of Figure 3.2, for the remaining modes, the group velocity changes monotonically with separation in Figure 3.3. If we look at the OO mode we see that the group velocity initially decreases for large separation in both geometries. This can be interpreted as due to the $k_x/\omega$ term in Equation 2.17. In this case, the action of the $y$-axis symmetry, which repels the $E_y$ component, does not significantly changes the localization of the fields inside or outside the waveguides. However, since the forces are positive, a reduction of $s$ implies and increase in eigenfrequency, $\omega$, according to Equation 2.32 so that the group velocity is also reduced. Instead, at short separation, waveguides with squared cross-section shift a large part of their electromagnetic field to the gap between the waveguides due to the slot waveguide effect, increasing the group velocity, while, in
the semicircular waveguides, the group velocity keeps decreasing. We can also see that the for the EE mode in Figure 3.2 that the group velocity is constant for all separations. This is in line with a very small force which implies little change in the distribution of the electric field (according to Equation 2.32 and Equation 2.5) as the separation is changed, which, obviously, implies little change in the group velocity as well. For semicircular waveguides, instead, the group velocity grows. This is mostly due to the larger localization of the $E_x$ component in the air gap between both waveguides. Finally the reduction of the group velocity for a reduction of $s$ can be seen as due to a constantly growing $\omega$, although at a close look we notice that, in Figure 3.2 the group velocity is slightly larger at larger separations, due to the fields shifting to the air region between the waveguides, before it diminishes at short separations.

In conclusion, from the examples we have just shown, an a posteriori description of the relation between the electric field distribution and the group velocity seems possible, although complicated and clearly not free from interpretation. The complexity of such descriptions is a good example of why using the group velocity to weight the forces might not be an optimum choice.

### 3.6 Forces between periodic waveguides

We now want to extend our method to periodic, coupled waveguides, where the fields need to be considered over the full 3D unit cell. In this case our method would often (but not always) fail to describe the attractive or repulsive nature of the optical modes, since the field distribution along the propagation axis cannot be described with only two symmetry planes. If a third symmetry plane were to be found, the extension of our method to 3D is straightforward. We do so via slow light modes, that have been previously used to markedly enhance the magnitude of the force [5,9], as the field energy is inversely proportional to $v_g$ (via $U = LP/v_g$) [10]. In fact, at $k_x = \pi/a$ ($a$ is the length of the periodicity) the Bloch plane-wave, envelope function regains the symmetry along the $x$-axis; so does the Hermitian eigenproblem [11] and, as a consequence, the $E$-field becomes symmetric as well (if the geometry considered is symmetric along the $x$-axis). Moreover, for any given mode, once small enough values of $v_g$ have been reached (we observe no important changes for $v_g < 0.15c$, where $c$ is the speed of light in vacuum), further reductions of $v_g$ will not significantly alter such mode’s $E$-field distribution in the unit cell: in fact $v_g$ is given by $v_g = d\omega/dk_x$ and, as the Brillouin-zone boundary is approached, the eigenfrequency and by extension the eigenmode itself changes less and less (as they are inextricably linked through the variational theorem). This
Figure 3.6: Normalized force per unit energy as a function of the waveguide-separation distance $s/a$ for the four fundamental slow-light modes ($k_x = 0.98\pi/a$) of two parallel-waveguides shown in inset (periodicity $a$, diameter $d = 0.3a$). The inset also shows the dispersion diagram of the four modes studied. (b) Electric field distribution (at the cross-section $y = 0$ and $y = 0.45a$ from the bottom) of the $y$-even/$z$-even and $y$-odd/$z$-even modes at the wavevector $k_x = 0.9\pi/a$
therefore enables us to analyze the field profile of modes slightly offset from the band edge, which can be experimentally probed. As a first example we look at a commonly used 3D periodic waveguide with cylindrical, periodic holes. Forces, fields and schematic of the geometry are shown in Fig. 3.6 and 3.7. We can see from Figure 3.6(b) that the field distribution of the EE mode, at $v_g = 0.09c$, shows no change from $k_x = 0.90\pi/a$ to $k_x = 0.98\pi/a$ ($v_g = 0.02c$, shown in Figure 3.7(b)); while, the OE mode, associated to a larger $v_g$ at $k_x = 0.90\pi/a$ (inset of Figure 3.6(b)), shows visible (even if the general features remain) changes from the corresponding fields at $k_x = 0.98\pi/a$ and $v_g = 0.14c$ (Figure 3.7(d)).

From Figure 3.6 we notice that, for this particular geometry, none of the four modes exhibits strong repulsive forces. Such behavior is fully justified by the geometry in use: in fact, no matter what the parity of the $x$-mirror symme-
Figure 3.8: Normalized force per unit energy as a function of the waveguide-separation distance $s/a$ for the four fundamental slow-light modes ($k_x = 0.98\pi/a$) of two parallel-waveguides shown in inset (periodicity $a$, diameter $d = 0.6a$). The inset also shows the normalized force of the $y$-even/z-even mode for several different wavevectors.

...try might be, a fast analysis via the method discussed above will demonstrate that strong repulsive forces cannot appear. In Figure 3.7 we show the field distributions of each eigenmode in the middle and near the top of the unit cell (cross section in the $xz$-plane), which should be sufficient for revealing its main features as the fields vary continuously. While EO and OE modes behave similarly to their 2D counterparts, the OO and the EE modes deserve a more detailed explanation as both modes can be used to induce strong repulsive forces if a proper geometry is chosen. At short distances the OO mode is attractive due to the presence of a SW effect while is repulsive at large separations where $E_y$ dominates.

The field distribution of the EE mode is a consequence of the band-edge induced $x$-mirror. With our method we first study EE at large separations. From step one and the first part of step two we notice that $E_x$ is localized along the $z$-axis, where the low dielectric index air-hole is present, and $E_z$ (repelled by $z$-even and $x$-odd while promoter by $y$-even) is mainly localized inside the
lateral high dielectric index regions. From the last part of step two, we would at first expect $E_\text{x}$ to dominate, however from the third principle we would soon realize that, since $E_\text{x}$ is mainly localized in air, an enhancement of the magnitude of $E_\text{z}$ is expected. Moreover, we also expect $E_\text{x}$ to be localized along the small dielectric bridges around the air hole, with a preference for flat surfaces (through which $E_\text{x}$ can cross continuously). In conclusion, since the $E_\text{x}$ field is well balanced between inner and outer regions, the effect is dominated by the $E_\text{z}$ component; inducing a very weak repulsive force (Figure 3.6(a)). However, as the two waveguides come closer together (Figure 3.7(b)), the increasing amount of dielectric at the origin allows $E_\text{x}$ to increase its presence at the center of the unit cell, therefore inducing an extremely-weak, attractive force (negligible at $s/a = 0.05$).

3.7 Tailoring optical forces via morphology and slow light

In this section we demonstrate that repulsive optical forces at all separation can be obtained with geometries that are amenable to fabrication. In order to do so, we use the EE mode to ab initio tailor the field distribution of this mode via a proper choice of the geometry of the waveguide. In fact, we notice from step three that the attractive effect of $E_\text{x}$ is induced along the dielectric bridges closer to the $z$-symmetry plane. If we remove them (the new geometry is shown in Figure 3.8(b)), from step two, the EE mode should be dominated by $E_\text{x}$ because of the presence of a SW effect and the distribution of $E_\text{x}$ over the remaining dielectric bridge should be unchanged. By applying step three to this geometry we notice that, even if most of the energy is localized at the center of the unit cell, where no dielectric walls are present, no attractive force can be induced. As a consequence, the total force over the unit cell is repulsive. Our predictions are confirmed by Figure 3.8 where it can be observed that the EE mode exhibits a monotonically growing repulsive force as the distance between the two waveguides is reduced, while the behavior of the remaining modes is consistent with our model. The EO and OO modes, in fact, exhibits no significant change since the SW effect ($E_\text{z}$), as shown in Figure 3.7, was already pushed toward the edge of the unit cell by the $x$-odd symmetry, while the magnitude of the attractive force induced by OE mode is reduced roughly by half due to the reduced amount of dielectric at the center of the unit cell as shown in Figure 3.9(d). The EE’s attractive force is stronger when the two waveguides are in contact, however we only measure forces up
Figure 3.9: (a): Waveguide’s unit cell. From (b) to (e): In plane $E_{zx}$ vector-field distribution (larger arrows mean more intense) with the total $|E|^2$ in the background (darker is more intense) for the four fundamental modes of parallel waveguides (periodicity $a$, radius $0.3a$, separation $s/a = 0.05$) cut along $y = 0$ and $y = 0.47a$ at $k_x = 0.98\pi/a$. Arrows and colors of all the figures share the same normalization.

to a minimum separation of $s/a = 0.02$ since, at $s = 0$ Equation 2.35 it is not properly defined. At $s/a = 0.02$ the repulsive force induced by the EE mode shown in Figure 3.8 is 5.8 and 17.9 times larger compared to the strongest repulsive forces ($s/a = 0.34$) shown in Figure 3.6, calculated for the OO and EE modes, respectively. As separation is increased, the force of the EE mode in Figure 3.8 gradually decreases but, at $s/a = 0.34$, only a 40% reduction from its peak force is observed. In physical units this is equal to (per unit cell, with $n = 3.45$ at a wavelength $\lambda = 1.55\ \mu m$, assuming a realistic value of $v_g = 0.01c$, an input power of $P = 0.1\ W$ at $s/a = 0.34$) a repulsive and attractive force of $F = 4.5\ nN$ (EE mode) and $F = -7.6\ nN$ (EO mode), respectively. These values are similar to those we previously reported [5], where, for the same parameters, a repulsive and attractive force of $F = 4.8\ nN$ (OO mode) and $F = -3.9\ nN$ (OE mode) were observed, albeit with geometries not amenable to fabrication by simple lithographic techniques.
Figure 3.10: (a): Waveguide’s unit cell. From (b) to (e): In plane $E_{zx}$ vector-field distribution (larger arrows mean more intense) with the total $|E|^2$ in the background (darker is more intense) for the four fundamental modes of parallel waveguides (periodicity $a$, radius $0.3a$, separation $s/a = 0.05$) cut along $y = 0$ and $y = 0.47a$ at $k_x = 0.98\pi/a$. Arrows and colors of all the figures share the same normalization.

A similar procedure can also be applied to the OO mode of our initial structure (Figure 3.6(a)), by following the lesson learned with waveguides of semicircular, transverse cross-section but this time the semicircular structure is on the $xz$ plane as shown in Figure 3.10. Obviously, the same effect could be obtained by adding a periodic perturbation the semicircular waveguides shown in Figure 3.4 as we have already demonstrated in [5]. Although this geometry seems hard to fabricate as it should require the use of stereo-lithographic techniques [12] or aliment of nano-fabricated, tapered, optical-fibers [13]. In the case of Figure 3.10, the constant repulsive force for all separations should appear, either at the first or second order mode, at which time the $x$-symmetry plane should become odd symmetric, repelling the $E_z$ component, which as we has explained induced the slot waveguide effect and thus the attraction between the waveguides at short separation. Moreover, as we can see from the
Figure 3.11: (a): Waveguide’s unit cell. **From (b) to (e):** In plane $E_{zx}$ vector-field distribution (larger arrows mean more intense) with the total $|E|^2$ in the background (darker is more intense) for the four fundamental modes of parallel waveguides (periodicity $a$, radius $0.3a$, separation $s/a = 0.05$) cut along $y = 0$ and $y = 0.47a$ at $k_x = 0.98\pi/a$. Arrows and colors of all the figures share the same normalization.

Inset of Figure 3.10, the effect only appears for values of the wave-vector in proximity to the band-edge and, as the wave-vector is reduced, the behavior the OO mode becomes more and more “attractive” at short separations. In Figure 3.11 we show the field distribution for the four fundamental symmetric modes at an axis wave-vector, $k_x = 0.98\pi/a$, and the $xz$ cross-sections at $y = 0$ and $y = 0.47a$. This semi-cylindrical structure, although an uncommon structure, is still well suited to fabrication via 2D lithography. In fact, in order to add realism, the semi-cylinders are connected by a thin layer. Finally the hole that makes our structure look much like a half of a 5-Yen coin, helps increasing the magnitude of the attractive force at short separation.
3.8 Summary

In summary, by following the same principles here discussed we have found structures that, while always feasible to conventional fabrication processes, exhibit strong repulsive forces by, for example, suppressing the SW effect commonly associated with the OO mode. Moreover, in 3D systems, the same method can be easily extended to the four, fundamental modes (given by $x$-odd) or to the analysis of other resonant structures. In conclusion we have demonstrated and described a methodology to ab-initio tailor optical forces between nanophotonic waveguides via careful design of the waveguide morphology through specific symmetry constrains and, when periodicity is introduced, via band-edge modes. As a result the geometries considered exhibit strong repulsive and attractive forces while being amenable to fabrication via standard lithography techniques. While this method is no substitute of rigorous eigenmode calculations, it avoids blind optimization of the waveguide geometry and should help find geometries and tools to develop novel optomechanical applications.
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Chapter 4

In plane manipulation of a dielectric nanobeam with gradient optical forces

4.1 Introduction

While in the previous chapter we demonstrated how optical forces can be made repulsive even at very short separation, there are many other possibilities left to explore. For example, can the methodology proposed in the previous chapter be applied to non-axis symmetric systems? In fact, even if very few studies have taken into consideration non-axis symmetric geometries, these might yield useful properties and effects, like single-mode trapping. Moreover there is no real reason why we should only consider one dimensional forces (that is to say attractive or repulsive) acting on the plane where both waveguides lay but, intuitively, optical forces should exist also for displacements of the beam off such plane. As a matter of fact, while multi-mode trapping has already been demonstrated [1] it has significant limitations: first of all when more than one mode is considered the force along the waveguide will not be constant but, due to their non-identical group velocity, the modes will interfere inducing a time harmonic variation of the force; second the location of the potential it is hard to control, due to the characteristic dependence of the force on the separation between the waveguides.

In this chapter we do not only show that gradient forces can be used to induce trapping but also other effects such as levitation (a displacement along the $y$-axis as shown in Figure 4.1) and, in general, to actively control the position of a dielectric waveguide on the whole plane transverse to the direction
of propagation of light. To do so, we propose a system formed by three interacting modes (waveguides) rather than just two, where the two external waveguides are fixed to a substrate and only the central one is free to move, described in Figure 4.1. The force on the central beam (CB) can now be tailored by an appropriate choice of the cross sectional geometry of the waveguides, which can be done via the method developed in Chapter 3. Moreover, in order to guaranty predictability and intense forces among a large number of geometries and modes, we focus on the five lowest-energy, propagative eigen-modes. In fact, as discussed in chapter 2, according to the variational theorem, the eigenmode-field distribution should become more complex (more geometry sensitive) and less localized as the mode-frequency increases, inducing smaller forces with less predictable behaviors.

In order, we will first recall and summarize the procedure developed in Chapter 3. We will then apply it to a simple system formed by two parallel waveguides of rectangular cross-section, at a fixed separation along the $z$-axis, that are shifted along the $y$-axis, which gives as example of a system where forces are coupled along the axis. Then we investigate the behavior of the force induced on the CB in the 3WC by the modes considered; although the fifth mode in order of energy is considered separately, due to its distinctive properties. A short comparison with the two parallel waveguides system, studied in the previous chapter, is also carried out. Finally we quickly consider a simple method useful to tailor the position of the forces along the $y$ and $z$ axis independently via simple modifications of the cross-sectional shape of the waveguides.

Figure 4.1: Schematic of the system studied in which only the central waveguide is free to move. The height and thickness of the waveguides is $h = a$ and $t = 0.5a$. The thickness of the thin $SiO_2$ layers is $t_0 = 0.5a$. The waveguides are made of Silicon and the separation between the external beams is fixed to $2ds + t$, where $ds = 0.25a$. 

\[ \text{Figure 4.1: Schematic of the system studied in which only the central waveguide is free to move. The height and thickness of the waveguides is } h = a \text{ and } t = 0.5a. \text{ The thickness of the thin } SiO_2 \text{ layers is } t_0 = 0.5a. \text{ The waveguides are made of Silicon and the separation between the external beams is fixed to } 2ds + t, \text{ where } ds = 0.25a. \]

\[ \text{of propagation of light. To do so, we propose a system formed by three interacting modes (waveguides) rather than just two, where the two external waveguides are fixed to a substrate and only the central one is free to move, described in Figure 4.1. The force on the central beam (CB) can now be tailored by an appropriate choice of the cross sectional geometry of the waveguides, which can be done via the method developed in Chapter 3. Moreover, in order to guaranty predictability and intense forces among a large number of geometries and modes, we focus on the five lowest-energy, propagative eigen-modes. In fact, as discussed in chapter 2, according to the variational theorem, the eigenmode-field distribution should become more complex (more geometry sensitive) and less localized as the mode-frequency increases, inducing smaller forces with less predictable behaviors.} \]

\[ \text{In order, we will first recall and summarize the procedure developed in Chapter 3. We will then apply it to a simple system formed by two parallel waveguides of rectangular cross-section, at a fixed separation along the } z - \text{axis, that are shifted along the } y - \text{axis, which gives as example of a system where forces are coupled along the axis. Then we investigate the behavior of the force induced on the CB in the 3WC by the modes considered; although the fifth mode in order of energy is considered separately, due to its distinctive properties. A short comparison with the two parallel waveguides system, studied in the previous chapter, is also carried out. Finally we quickly consider a simple method useful to tailor the position of the forces along the } y \text{ and } z \text{ axis independently via simple modifications of the cross-sectional shape of the waveguides.} \]
4.2 Surface formulation of Gradient-Forces

Our discussion is once more based on Equation 2.35. In this chapter forces are defined positive if oriented toward positive directions of the coordinate system, shown in Figure 4.1, and vice versa. Hence, since Equation 2.35 depends exclusively on the field distribution $E$, just like we have done before, if we could predict the electric field distribution, we should be able to make and educated guess of the magnitude and direction of the force as well, even if in most cases the system considered will only have one plane of symmetry. Here we summarize the set of principles, described in the previous chapter.

First, the fields tend to be strongly localized, preferably in the high refractive index regions, and to have the least amount of spatial variations.

Second, those field components that have a node along any symmetry plane will be pushed away from it, and vice versa.

Third, the field component with the least number of nodes along the symmetries will dominate the direction and magnitude of the force.

Fourth, components of the field that are normal to the interface ($E_\perp$, measured inside the high dielectric index region) have a larger contribution to the force, proportional to $\varepsilon_1/\varepsilon_2$, respect to $E_\parallel$.

4.3 Optical forces in non-symmetric systems

In order gain a better understanding about the relation between symmetry breakage and its effect on the electromagnetic modes, in Figure 4.2 we use we plot the symmetries of the rigid-translations, according to the geometry of the waveguide. As we can see there are at least two ways of breaking the symmetry: the first is to change the geometry of the waveguide, the second is to translate on of the waveguides off its planes of symmetry. However, what kind of translation breaks the symmetry and how depend on the geometry of the waveguides. In fact, for cylindrical waveguides we see in Figure 4.2 that, no matter the translation the system is always axis symmetric. Instead, if we use rectangular waveguides, the entire geometry can be divided in four slices which are identical for mirror symmetries along the dashed lines. Of course, while keeping track of the force for different modes is easy in theory, in practice, as we will show in Chapter 3. However, since for now our objective is to map the optomechanical interaction for different deformation, we find such analysis quite useful. The lesson we learn is that, as long as the two waveguides lay on some plane of symmetry, shown in the gray thin line in Figure 4.2, the forces can be reduced to attraction/repulsion between the waveguides along
Figure 4.2: Symmetries of rigid translations according to the geometry of the waveguides

such planes.

4.3.1 y-direction displacements

When the waveguides are not located on such planes forces along both the $y$ and $z$ axis appear contemporarily and the system can not be reduced to the attractive/repulsive behavior. An example is given in Figure 4.3 where we plot the forces between two parallel waveguides and one of the waveguides is moved along the $y$-axis while the separation $dz$ is keep constant at $dz = 0.25a$. In this case, just as expected, forces along both axis appear. It is interesting to notice that there seem to be a certain correlation between the sign of the $F_y$ and $F_z$ force: repulsive forces along the $z$-axis induce unstable equilibrium forces along the $y$-axis while attractive force along the $z$-axis induce and stable equilibrium forces along the $y$-axis.

4.4 Gradient-Forces between three parallel identical waveguides

The system is shown in Figure 4.1 is formed by three identical waveguides with a thickness of $t = 0.5a$ and height of $h = a$; when the CB is at the origin, $\{dz, dy\} = \{0, 0\}$, the beams are evenly spaced along the $z$-axis with an initial separation of $ds = 0.25a$ and they all lay on the $xy$-plane. For now we assume that the thin $SiO_2$ ($n = 1.5$) layer, used to fix the two external waveguides, does not significantly influence the field distribution of the modes we study due
Figure 4.3: (a) $y$-Axis directed force per unit energy as a function of a displacement $dy/a$ for the four fundamental symmetry modes at $k = \pi/a$. (b) $y$-Axis directed force per unit energy as a function of $dy/a$ at the same $dz$. (c) Schematic of the geometry in use where $a$ the normalized unit length $h = a$ and $t = 0.5a$ respectively.

to the very large index contrast between such layer and the Silicon waveguides ($n = 3.45$) so that our system is $z$-axis symmetric; a more rigorous justification will be given when displacements along the $y$-axis are considered.

The dispersion diagram of the 3WC at $\{dz, dy\} = \{0, 0\}$ is shown in Figure 4.4(b), where each mode is labeled after its parity [2]. We notice that a different choice of $k_x$ will change the order of the modes as a function of frequency. However, this choice should not significantly affect the characteristic field distribution and forces of each mode since these are mainly defined by the symmetry of each mode and by the shape of the waveguides rather than by the mode’s frequency or wavevector. When the forces are measured, all
modes are computed at a constant axial wave-vector, $k_x = \pi/a$. This value is chosen arbitrarily: just large enough to guarantee that all the five modes considered are non-radiative. At $k_x = \pi/a$ and when the CB is at the origin of the coordinate system the four lowest-energy modes correspond to the following mirror-symmetries: $y$-even/$z$-odd (EO), $y$-odd/$z$-odd (OO) and two $y$-odd/$z$-even (OE) modes, namely OE(1) and OE(2). We notice that these modes do not match the four distinct sets of mirror-symmetries of the system since the $y$-even/$z$-even (EE) mode, whose characteristics will be considered separately, lays at higher frequency as shown in Figure 4.4(b).

In the 3WC we identify three remarkable features of the optical forces: **trapping**, **pulling** and **levitating**. **Trapping-forces** oppose displacements of the CB away from the point of equilibrium, where the forces are 0. These forces can be directed either along one (one dimensional trapping) or both axis (two dimensional trapping). **Pulling-forces** are directed along the $z$-axis and towards one of the external waveguides, which is analogue to attractive forces in the two waveguides configuration (2WC). **Levitating-forces** are oriented along the $y$-axis such as to pull the beam away from both the point of equilibrium and the external beams.

### 4.4.1 $z$-axis oriented forces

Let’s first consider the case in which the CB is free to move along the $z$-axis, as shown in Figure 4.4(a). In Figure 4.5 we also show $|E|^2$ and $E_{yz}$ for each mode at $\{dz, dy\} = \{0,0\}$ and $\{dz, dy\} = \{0.075a, 0\}$ respectively. All pictures share the same normalization of arrows length and color scale: darker colors and longer arrows indicate stronger fields.

**OE(1) mode**

We first consider the OE(1) mode shown in Figure 4.5, which induces a pulling force, as shown in Figure 4.4(a). We can use such mode to describe the characteristics of the first three principles described in Section 2, which are the most used ones throughout this paper. At the beginning we find the dominant component of the mode via the third principle, which in this case is $E_y$ as a result of the $y$-odd/$z$-even symmetry. This means that it is not necessary to consider other components in order to get an idea of the magnitude and direction of the optical force since most of the mode’s energy, $U$, will be carried by this component. Next we need to roughly guess the spatial distribution of $E_y$ in relation to the waveguides. By using the second principle we expect $E_y$ to be localized along the axis of symmetry since it is continuous along both of them as can be seen from Figure 4.5. Finally we need to find the phase of $E_y$.


Figure 4.4: (a) Force per unit energy as a function of a displacement $dz/a$ for the Yodd-Zeven(1), Yodd-Zodd, Yodd-Zeven(2) and Yeven-Zodd modes at a constant axial wave-vector $k_x = \pi/a$. In the inset we show a schematic of the geometry in use where $a$ is the unit length, $t_0$ is the thickness of the SiO$_2$ support layer equal to 0.5$a$ and the height and thickness of the waveguides is $h = a$ and $t = 0.5a$ respectively. (b) This figure shows the dispersion diagram for the five lowest frequency modes of the same geometry shown in (a) when all waveguides are evenly spaced. The field distribution of these modes at $k_x = \pi/a$ are shown in the first row of Figure 4.5 and in Figure 4.8(b). (c) Force per unit energy as a function of the displacement $dz/a$ for the Yodd-Zeven, Yeven-Zodd, Yodd-Zodd and Yeven-Zeven fundamental modes at a constant axial wave-vector $k_x = \pi/a$ between two parallel waveguides with identical parameters to those shown in (a).

between the CB and the external waveguides. Since OE(1) is the fundamental mode of the $y$-odd/ $z$-even symmetry-set we can expect $E_y$ to be in phase between all waveguides since this minimizes the spatial variations while localizing most of the fields in the high index media, as dictated by the first principle. Unfortunately, for $\{dz, dy\} \neq \{0,0\}$, our principles are not as useful. However we can still extrapolate their distribution from the known field-distribution at $\{dz, dy\} = \{0,0\}$. We do so, via the first principle, by finding a new distribution that maintains the salient characteristics of each mode while mainly
Figure 4.5: In-plane $\mathbf{E}_{yz}$ vector-field distribution (larger arrows mean more intense) with the total $|E|^2$ in the background (darker is more intense) for the $Y_{odd-Zeven}(1)$, $Y_{odd-Zodd}$, $Y_{odd-Zeven}(2)$ and $Y_{even-Zodd}$ modes at $k_x = \pi/a$. For the first row $dz = 0$ and for the second row $dz = 0.075a$. No displacement along the $y$-axis ($dy = 0$) is considered. All arrows lengths and color scales share the same normalization.
minimizing the spatial variations. In this case, for example, since $E_y$ is in phase between all waveguides, if the CB gets closer to the right most beam, the center of field distribution in the CB will shift to the right too in order to satisfy the first principle. This increases the localization of the fields in the high index media without substantially increasing the spatial field-variations because $E_y$ was originally in phase between all three waveguides. Altogether we observe a pulling force due to the increasing magnitude of the field between the two closer waveguides.

**OO mode**

Instead the OO mode induces a trapping-force. However this force is tiny: the maximum value of the dimensionless force is $F_z = \pm 0.001$ at $dz = \mp 0.1a$. This is due to the $z$-odd symmetry which forces $E_y$, the dominant component, outside the CB. As a result of a negligible magnitude of the fields on the central waveguide, as shown in Figure 4.5, a negligible force is formed.

**OE(2) mode**

The OE(2) mode is the second mode in order of energy associated to the OE symmetry set and, not surprisingly, characterized by $E_y$ out of phase between the CB and the external waveguides as shown in Figure 4.5. As a result, for example, as the CB moves closer to the right most waveguide, the fields in the CB will shift to the left to avoid the fast spatial variations at the right wall (first principle), therefore increasing the amplitude of the fields on the left most wall of the CB, inducing a one-dimensional trapping-force along the $z$-axis. This effect is also shown in Figure 4.4(a) where, for positive values of $dz$ the forces are negative and vice versa. On a section of the waveguide of length $a$ the magnitude of the trapping force is in line with previous reports [3]: for a 0.1 W input power, at $dz = 0.15a$, the maximum magnitude of the force is $\sim 0.4 \text{ nN}$; measured as in section 2.5. The group velocity of each mode has also been taken into account when the absolute force per input power is computed, though, for waveguides with constant cross-section, it is fairly constant through all modes.

**EO mode**

Finally, the EO mode induces large pulling forces, as shown in Figure 4.4(a). This mode is dominated by the $E_z$ component (third principle) as can be seen in Figure 4.5, which results in the formation of a slot-mode between parallel surfaces (first principle) and detailed described in the previous chapter. However, $E_z$ does not need to quickly decay inside the CB to ensure localization as it happens on the external beams, in accordance to the first principle. Most
Figure 4.6: (a) Normalize force per unit energy as a function of a displacement $dy/a$ for the $Y_{odd-Zeven}(1)$, $Y_{odd-Zodd}$, $Y_{odd-Zeven}(2)$ and $Y_{even-Zodd}$ modes at a constant axial wave-vector $k_x = \pi/a$. (b) Schematic of the geometry in use where $a$ is the height of the blocks and $t_0$ is the thickness of the $SiO_2$ support layer equal to $0.5a$ and the height and thickness of the waveguides is $h = a$ and $t = 0.5a$ respectively. (c) detail of (a), approximately of the box shown in clear green. (d) In-plane $E_{yz}$ vector-field distribution (larger arrows mean more intense) with the total $|E|^2$ in the background (darker is more intense) for the same geometry and modes described in (b). All arrows lengths and color scales share the same normalization.

notably, the large intensity of the $E_z$ component along the walls of the CB then translates into a very large pulling force, accordingly to the fourth principle. In fact, on a section of the waveguide of length $a$ and for an input power of $0.1\ W$, the attractive force between the two closest waveguides, at a minimum separation of $0.02a$ (which corresponds to $dz = \pm 0.23a$), is $\sim 4\ nN$. In comparison, the largest attractive force between two parallel waveguides (2WC), shown in Figure 4.4(c), with identical cross-sections, separation and wavevector to the ones considered in this work, is $\sim 2.5\ nN$. 
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Figure 4.7: (a) Normalize force per unit energy as a function of a displacement $dy/a$ for the Yodd-Zeven(1), Yodd-Zodd, Yodd-Zeven(2) and Yeven-Zodd modes at a constant axial wave-vector $k_x = \pi/a$. (b) Schematic of the geometry in use where $a$ is the height of the blocks and $t_0$ is the thickness of the $SiO_2$ support layer equal to $0.5a$ and the height and thickness of the waveguides is $h = a$ and $t = 0.5a$ respectively. (c) detail of (a), approximately of the box shown in clear green. (d) In-plane $E_{yz}$ vector-field distribution (larger arrows mean more intense) with the total $|E|^2$ in the background (darker is more intense) for the same geometry and modes described in (b). All arrows lengths and color scales share the same normalization.

4.4.2 $y$-axis oriented forces

In Figure 4.6(a) we show the behavior of the force for displacements along the $y$-axis and a detail of this figure is shown in Figure 4.6(c). We notice that for all modes the component of the optical force parallel to the $y$-axis is not 0 at $dy = 0$ but at $dy \approx 0.035a$. Such a small off-set justifies our initial assumption that, even in the presence of $SiO_2$ layers, we can assume the system to be optically $z$-axis symmetric. Also the presence of the $SiO_2$ is barely visible in the first row of Figure 4.5. As a result, since one of our objectives remains to illustrate the dynamic of the force via the field distribution of each mode, we conclude that our initial assumption was appropriate and that the $SiO_2$
plates only act as a mechanical support but has no significant impact on the
t field distribution of the modes considered.

As we have previously mentioned, the components of the force are decoupled along the axis of symmetry, so that induced displacements along the $y$-axis are independent on the forces along the $z$-axis, albeit related through their respective field distribution. From Figure 4.6(a) we observe that the OE(1), OO and EO induce trapping forces for displacements of the CB along the $y$-axis while only OE(2) induces levitation. As demonstrated in the previous section this behavior can be described by the field dynamics, shown in Figure 4.7.

OE(1), OO and EO modes
The trapping force induced by the EO and OE(1) are once more due to the first principle, since, in both cases, the dominant components are in phase through all three waveguides. As a consequence, for a displacement of the CB along the $y$-axis, the fields will tend to be centered close to $\{dz, dy\} = \{0, 0\}$, inducing a trapping force. A weak but now noticeable trapping force, due to the localization of the fields in the two external beams, is induced by the OO mode since, when CB moves, the fields stay localized along the $z$-axis.

OE(2) mode
Instead we observe a levitating force for the OE(2) mode. To better understand such behavior let’s consider the case where the CB moves towards the origin from large and positive values of $dy$ ($dy >> a$). In such condition the system can be thought as formed by two waveguides, one formed by the two external beams (that can now be thought as a single waveguide) and the CB, where the dominant field component of OE(2), $E_y$, is out of phase between the former and the later. As the separation between the waveguides is reduced, in order to satisfy the first-principle, the fields along the CB are expected to move towards its upper surface. The same behavior is observed when the CB penetrates the region between the two parallel waveguides, due to the fact that $E_y$ is still out of phase between the CB and the external waveguides, as shown in Figure 4.7. As a result OE(2) induces a levitating force along the $y$-axis as can be seen in Figure 4.6(a).

4.5 2D trapping, the EE mode
If we were to disregard the magnitude of the force we can notice that the OO mode can be used to trap the nanobeam along both the $y$ and $z$ axis. How-
Figure 4.8: (a) Normalized force per unit energy as a function of a displacement $dz/a$ and $dy/a$ for the $Y$ even-$Z$ even mode at a constant axial wave-vector $k_x = \pi/a$ for the same geometry shown in the inset of Figure 4.4(a). (b) In-plane $E_{yz}$ vector-field distribution (larger arrows mean more intense) with the total $|E|^2$ in the background (darker is more intense) of the $Y$ even-$Z$ even mode for three different displacements of the central beam. All arrows lengths and color scales share the same normalization.
ever, since trapping force along the $z$ direction is very small, two dimensional trapping does not seem feasible. A solution can be found by looking at higher frequency modes. In Figure 4.8(a) we plot the magnitude of the force along the $y$ and $z$ axis for the fifth mode in order of energy, which corresponds to the fundamental mode associated with the EE symmetry. From Figure 4.8(b) it can be seen that the mode is dominated by $E_z$, which is out of phase along the $z$-axis, but in phase along the $y$-axis. As a result the EE mode exhibits trapping force along both axis, even though the magnitude of the force is nearly two and five fold weaker compared to the trapping force induced by lower energy modes along the $y$ and $z$ axis respectively. However, since no optimization has been done on this system, it is reasonable to expect that larger values of the trapping force could be achieved.

A summary of the nature of the optical-force along both axis and for all the modes is illustrated in Table 4.1.

<table>
<thead>
<tr>
<th>Mode</th>
<th>$y$-axis</th>
<th>$z$-axis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yodd-Zeven(1)</td>
<td>trapping</td>
<td>trapping</td>
</tr>
<tr>
<td>Yodd-Zodd</td>
<td>trapping</td>
<td>trapping</td>
</tr>
<tr>
<td>Yodd-Zeven(2)</td>
<td>trapping</td>
<td>levitating</td>
</tr>
<tr>
<td>Yeven-Zodd</td>
<td>trapping</td>
<td>trapping</td>
</tr>
<tr>
<td>Yeven-Zeven</td>
<td>trapping</td>
<td>trapping</td>
</tr>
</tbody>
</table>

### 4.6 Tailoring forces via geometry

It is important to notice the large scale difference for displacements along the two axis. The CB is free to move between $-2a$ and $2a$ along the $y$-axis and only between $-0.25a$ and $0.25a$ along the $z$-axis. In fact, in real scale scenarios where the maximum displacement of the beam is at most a fraction of $a$ [4], forces along the $y$-axis will have little effect on the CB if no further means to enhance or tailor the intensity of the force are used. Here we chose to mold the component of the force along the $y$-axis and $z$-axis to have non zero magnitude when the CB is located at $\{dz, dy\} = \{0, 0\}$, thus allowing us to control the position of the trap and the direction of levitation in concordance with the mechanical properties of the CB. For example, the position of the point of equilibrium along the $y$-axis can be changed by breaking the $z$-axis symmetry. In fact, the forces at $dy = +\infty$ and $-\infty$ are expected to be of opposite sign, no matter the specific geometry of the system, and, for asymmetric systems, the point of equilibrium (where forces change sign) can happen at any point but the origin. As a case study, in Figure 4.9(a), we chose to tilt the walls of the waveguides in order to break the $y$-axis symmetry as shown in the inset.
Figure 4.9:  (a) Normalized force per unit energy as a function of a displacement $dy/a$ for the $Y$odd-Zeven(1), $Y$odd-Zodd, $Y$odd-Zeven(2) and $Y$even-Zodd modes at a constant axial wave-vector $k_x = \pi/a$. The height of the waveguides is $h = a$, $t_b = 0.25a$, $t = 0.5a$, $t_0 = 0.5a$ and, when all waveguides lay on the same plane, the walls of the external waveguides are parallel to the walls of the central waveguide.  (b) Dimensionless force as a function of a displacement $dz/a$ for the $Y$odd-Zeven(1), $Y$odd-Zodd, $Y$odd-Zeven(2) and $Y$even-Zodd modes at a constant axial wave-vector $k_x = \pi/a$. In the inset we show the schematic of the geometry in use where $a$ is the unit length, $h = a$, $t_a = 0.55a$, $t_b = 0.5a$, $t_c = 0.45a$ and $t_0 = 0.5a$.

In this condition the thickness of the top base is $t_b = 0.25a$, the bottom base $t = 0.5a$ and, when the CB lays at the origin, the separation between the walls of the CB and the external waveguides, defined by a line that crosses both walls normally, is $0.25a$. In this case we see a significant displacement of the position of the trap, specifically for the EO mode. For the remaining modes the effect is too small to be seen on the chosen scale but are comparable to those observed in Figure 4.9(a) for the scale on which $dz$ is represented. Likewise, by breaking the $y$-axis symmetry, we can expect that the point of equilibrium will shift along the $z$-axis. A very simple example is shown in Figure 4.9(b) where we chose to slightly perturb the thickness or each waveguide with the rule $t_c < t_b < t_a$. As a result we observe a shift in the position of the trap (OE(2)) toward the left most waveguide ($t_a$), while the effect is opposite for
pulling forces (OE(1) and EO modes). We also observe a significant change for the OE mode which now induces a force toward the right most waveguide for all separations.

4.7 Conclusion

In conclusion we have studied and explained dynamics of gradient optical forces in the 3WC. This system shows better performance and more complex functionality than the 2WC and can be used to gain optomechanical control along the whole plane transverse to the direction of propagation of the optical mode. Effects like single-mode optical trapping and single-mode optical levitation of the free nanobeam have been discussed and we propose strategies to tailor such forces by breaking the symmetry of the cross-section of the waveguides. Moreover, all the proposed geometries are amenable to fabrication with standard lithographic techniques. We believe that three waveguides configuration, not only extends the possible application of gradient optical forces, but it can be useful to the development of new reconfigurable optomechanical devices for optical MEMS applications like switching or multiplexing [5] and might lead the path to develop optomechanical system on stretchable materials [6, 7], where larger optomechanical control should facilitate the manipulation of soft suspended structures.
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Chapter 5

Selective and efficient optomechanical excitation of high frequency modes of micro-mechanical beams

The working principle behind all optomechanical devices is twofold: either optical forces are used to statically monitor the separation between two objects [1], or via phonon-photon coupling, as a mean to measure the change of the mechanical resonant frequency of the device [2]. Either way, in order to increase the optomechanical interaction, most work have been focused on enhancing optical forces via slow light or high-Q systems [3–6], while little attention has been paid to the mode-matching between optical forces and mechanical vibrational modes. In this chapter we demonstrate that this can be done via a system formed by three coplanar, parallel waveguides, rather than the usual two, where only the central one is free to move. In this structure optical forces can be designed to match a specific vibrational mode of the central waveguide by, for example, changing the thickness or the refractive index of the external waveguides. We consider two different techniques to do so: by asymmetrically modulating the refractive index of the external waveguides via optical free-carrier injection or by designing their shape. With this technique gradient-forces can be accurately tailored to match the amplitude profile of any given vibrational mode, allowing its selective and efficient excitation. Furthermore, when free-carrier injection is used, once the carriers have recombined, a different configuration can be chosen.
5.1 Selective excitation

In chapter 2 we presented the most common description of optical forces based on perturbation theory. In this description the force is given by the change of the optical-mode’s eigenfrequency for an infinitesimal mechanical displacement, which is a convenient description when studying periodic structures for which the coupling between mechanical and optical modes is a “property” of the system rather than a tunable parameter. Here, because of the lack of periodicity in our system, we choose a nearly identical formulation but with a purely classical derivation that gives a simple and clear intuition about the coupling between the optical pulse and a specific mechanical mode.

Classically the excitation efficiency on any mechanical mode is given by the work done by a given force on such mode, which can be written as:

\[ dW = f_o \cdot ds. \]  

(5.1)

Where \( ds \) is an infinitesimal displacement of the system and \( f_o \) is the force density at a given point of the object. It is obvious that, if mechanical modes are considered, \( ds \) is defined by the mechanical mode itself.

5.1.1 Surface formulation of the Maxwell Stress tensor

It can be easily demonstrated that, at the steady state, optical forces can be written as \( F_o = \int_A f_o \, dA = \frac{1}{2} \int_V \nabla \varepsilon |E|^2 \, dV \) [7], where \( \varepsilon \) is the dielectric function of the waveguides. Unfortunately, as it is, this integral is ill defined since the electric field is double valued at the surface of the waveguides, where \( \nabla \varepsilon \) is non-zero [8]. To solve such integral we simply assume that the transition from \( \varepsilon_1 \) to \( \varepsilon_2 \) it is continuous: \( \varepsilon(r) \), which represents the dielectric function over an infinitesimal layer between the two media, similarly to what was done in [9]. As a result the component of the electric field normal to the interface can be written as \( E_\perp = D_{\perp 0}/\varepsilon(r) \), a straight forward consequence of the Gauss law. For convention \( D_{\perp 0} = \varepsilon_0 E_{\perp 0} \) is measured at the interface but inside the high refractive index media and \( \varepsilon(r) \) is an arbitrary, simple enough, function that describes the value of the refractive index as it changes from \( \varepsilon_1 \) to \( \varepsilon_2 \) and vice versa. All together we obtain that the force can be written as.

\[ F = \int_A f_o \, n \, dA = \int_A \frac{\Delta \varepsilon}{2} \left( |E_\parallel|^2 + \frac{1}{\varepsilon_1 \varepsilon_2} |D_\perp|^2 \right) n \, dA. \]  

(5.2)

Where \( A \) is the surface of the waveguide, \( \varepsilon_1 \) and \( \varepsilon_2 \) are the permittivity inside and outside the waveguides respectively, \( \Delta \varepsilon = \varepsilon_1 - \varepsilon_2 \) and \( f_0 \) is the magnitude
of the force. The optical force is directed normally to $A$, id est along $n$, and oriented from the high to the low index media; $E_\parallel$ and $D_\perp$ represent the electric and displacement fields parallel and normal to $A$. By substituting Equation 5.2 into Equation 5.3 and imposing that $dW = dU$, where $U = Nh\omega$ for non-absorbing media, we find back the usual description of gradient-forces, Equation 2.35.

### 5.1.2 Selective modal excitation

In this section we describe the condition for selective excitation of a specific mechanical mode, where we assume that the optical-forces can be tailored without changing the mechanical properties of the object they act on. For simplicity, we only threat the case of linear elastic beams (membranes follow an identical description) in the limit of small deformations, discussed in section 2.7. Under this assumption the deformation of a given mechanical mode can be written as $ds(y, t) = \{s(y, t), 0\}$, where the axis of the beam is parallel to the $y$-axis. At rest $ds(y, 0) = \{ds(y), 0\}$, which implies that $ds(y) \cdot n(y) = s(y)n(y)$, where $n(y)$ is the vector normal to the surface of the beams as defined in the previous section. Via Equation 5.2 and Equation 5.2 we obtain:

$$dW \propto \int_A s(y)f_o(y)n(y) \, dA. \tag{5.3}$$

For a waveguide initially at rest $n(y) = 1$ so that Equation 5.3 is proportional to the orthogonality condition of the mechanical mode if $f(y) \propto s(y)$. That is to say if the optical forces mimic the deformation of the selected mechanical mode. If the beam is not initially at rest the forces can still be selective if $f_o(y, t) = Ls(y, t) + f_o(y)$, where $L$ is a constant to be fitted, which is a reasonable assumption in the limit of small displacements. Once more, we can obtain that $n(y, t) \cdot ds(y, t) = ds(y, t)$ by definition of $n$ so that Equation 5.2 becomes:

$$dW \propto \int_A ds(y, t)(Ls(y, t) + f(y, 0)) \, dA. \tag{5.4}$$

This equation is proportional to the orthogonality condition of the mechanical eigenmode if $f(y, 0) \propto s(y, t)$, which is true since the time part of $ds$ only adds a phase to the amplitude of the mechanical oscillation.

### 5.2 Geometric modulation

To demonstrate that $f_o$ can indeed be designed to mode-match a specific mechanical mode, we first study the case where a geometrical modulation is used
to control the forces along the waveguides as shown in Figure 5.1. In our example the waveguides are made of Silicon \((n = 3.45)\) and the central plate (CP) is assumed to be free in a region of length \(L = 30a\), marked in black. To achieve spatial mode matching between a selected mechanical mode of the CP and the gradient forces on this waveguide the thickness, \(dt(y) + a\), of the external waveguides (EWs) is modulated asymmetrically while the CP remains untouched. Moreover, we only modify the position of the outermost walls of the EWs so that the separation, \(ds\), between the CP and the EWs is constant along the \(y\)-axis. Such choice allows us the use of large modulations, \(dt\), even for short separations between the plates.

To understand the effect of different values of \(dt\) on the forces we study a cross section of the system shown in Figure 5.1 which, in a first approximation and for smooth enough perturbations along the \(y\)-axis, should be similar to the forces on the full two dimensional structure at a given point. The structure is formed by three parallel, Silicon plates where the thickness of external ones changes in an asymmetric fashion, as shown in the inset of Figure 5.2, where what is “taken” from the leftmost plate \((-dt_0)\) is “added” to the rightmost one and the separation between the beams is always constant and equal to \(a\), an arbitrary unit length. The forces between the plates can be measured via a Equation 5.2. However, for different values of \(dt_0\), the rough localization of the fields of this system can be easily predicted and, as a result, the forces too. Obviously the discussion presented in the previous chapter is still relevant to this section. We only focus our attention to the fundamental mode at a wavevector of \(k_x = 0.667\), which correspond to a frequency of \(\omega = 0.269\) marked in Figure 5.3. However a different choice of mode or frequency should not affect our conclusion, except magnitude and/or phase, since the actual
profile of the force along the axis of the waveguide can be fully controlled by the geometry of the EWs. In Figure 5.2 we observe that the behavior of the force on the central beam, $F_x$, for a change of $dt_0$ is not monotonic. For small perturbations the force grows linearly, however, around $dt_0 \approx 0.3a$ it saturates and decreases for further increments of $dt_0$. Such behavior can be easily explained via the steps introduced in the previous sections. For small values of $dt$ the fields, that were initially symmetrically distributed, start shifting from the shrinking waveguide (left) to the growing one (right), so that the electric field will become stronger between the CP and the rightmost waveguide, increasing the optical force between this waveguide and the CP. However, for larger values of $dt_0$, the fields will move away from the CP into the rightmost waveguide as well, thus reducing the force. This gives us an indication of the maximum allowed magnitude of $dt_0$ when a modulation is applied. In fact, for large values of $dt_0$, not only will we obtain reduced forces, but, as the light enters the region of variable thickness, we should experience scattering to other modes because of the large miss-match between the modal field-distribution in each region. However, if we choose a small value of $dt_0$, the resulting force will be small and, most importantly, small features would require simulations with very high resolution. Here we settle for a midway by choosing $dt_0 = 0.3a$. 

Figure 5.2: Normalized force for different variations of $dt$ induced by the fundamental, propagative optical-mode through the one dimensional waveguide shown in inset at $\omega = 0.269$, which correspond to an in plane wave-vector $k_x = 0.667$. 

5.2.1 Geometrically tailored forces

In order to excite a mechanical eigenmode of the CP, \( s_j(y) \) (Where \( j \) indicates the order of the mechanical mode), selectively, we tailor the distribution of the optical force \( f(y) \) with a similar profile to \( s_j(y) \) itself. This should be achievable by designing an appropriate modulation of the EWs; for example by choosing \( dt(y) \) so that it follows the shape of \( s(y) \). Here the mechanical displacement of the plate is approximated with a simple \( s_j(y) \propto \sin(2\pi j \times \frac{x}{L}) \), according to the eigenmode solution of the Euler-Bernoulli theory presented in section 2.7. However, in order to obtain smooth width modulations of the EWs, which are useful to reduce the reflections, we approximate the sinusoidal shape as:

\[
\frac{dt(y)}{a} = \sum_{i=1}^{j} A_0(-1)^i e^{-(\frac{x}{\sigma})^2} \sigma(x+iL\xi)^2 \frac{1}{(2i+1)^2}.
\]  

(5.5)

In which \( \sigma \) is a multiplicative constant added to tune the thickness of the Gaussian shape and \( A_0 \) is the amplitude of each Gaussian.

By using the modulation Equation 5.5, we calculated optical forces along the waveguide \( f(y) \) via 2D, steady-state FDTD simulations, where an eigenmode light source is used as described in Figure 5.1. However, instead of choosing a value of \( \sigma \) that better approximates the sinusoidal profile, we choose it by optimizing the shape of \( f(y) \) for the 5\(^{th} \) order mode of \( s_j(y) \). The results are shown in Figure 5.4, where the black curve represents the normalized force \( f(y) \). The red curve is the mechanical displacement \( s_j(y) \), while the orange
filled curve represents the geometrical modulation, Equation 5.5. As we can see, the matching between the Gaussian modulation, and $f(y)$ is good but noisy for the second and third order modes while it is very good for the fourth and fifth order ones. Altogether, considering that we only used a single free parameter to design the forces for four different cases it seems like we were able to obtain a very good agreement between the target profile and the measured force itself. A better agreement between $f(y)$ and $s(y)$ should be attainable via ad hoc optimized geometries rather than the simple approximation used here [10, 11]. In fact we believe that the noise over the force distribution, shown in Figure 5.4(a-b), is due to reflection to other optical modes with different group velocities, since, as we can also see from Figure 5.3, there are a
Figure 5.4: (a-d) Normalized optical force induced by an eigenmode signal propagating along the structure shown in Figure 5.1 only measured on its central waveguide. The red curve corresponds a sinusoidal curve that represents a simple approximation of to the $n^{th}$ order mechanical eigenmode of a plate made of Silicon, and free to oscillate in a section of length $L = 15a$. The orange filled curve represents the actual geometrical modulation used.

Few guided modes at $\omega = 0.269$. As a result, when the incoming light comes in touch with the modulated area, part the signal will be reflected back to other modes with different group velocity, creating the interference patterns observed.
Figure 5.5: Description of the system in use where the refractive index of the external waveguides is modulated via free carrier injection. The refractive index change though is assume to be constant along the x-axis but of Gaussian shape along the y-axis. Once more the system is excited by an eigenmode source at frequency $\omega = 0.269$ and in plane wave-vector $k = 0.667$.

5.3 Refractive index modulation

While the system we have studied so far can only selectively excite a pre-chosen mode, here we propose a method that should render our system re-configurable. Geometrically the best candidate for such purpose is given by $dt(y) = 0$, for which, according to section 5.1.2 the forces can still be written as $f(y, x) \propto s_j(y)$. Under this condition, if the CP is already in motion optical forces can only interact with preexisting mechanical modes and no new mode should be exited. Unfortunately, this also implies that, if the CP is initially at rest, the optical forces in this system can not “start” any vibrational mode. To do so here we propose the use of a time dependent process based on optical carrier injection which temporarily breaks the optical symmetry of the system when the CP is at rest while mode-matching the forces to $s_j(y)$, the details of which are described in Figure 5.6.

Unfortunately free Carrier injection does not just change the refractive index of media but, as the free carriers recombine, it generates heat that might
create unwanted stress over our structure; not to mention the possible temperature variation of the CP due to radiative heat transfer, which it is difficult to predict [12]. These issues are not addressed here since they are out of the scope of this work, which is to determine if the force along the waveguides can be temporarily tailored via such method. Consequently we assume that the mechanical mode (at least on the time scale of the mechanical vibrations) is exited via a short impulsive optical load, \( \tau_{fc} \), shorter than the life time of free carriers in Silicon, \( \tau_{fc} \). Under this condition optical forces are only be active before the recombination process takes place, after what we can wait for the transient effects of the recombination process to disappear. This process typically requires a few micro seconds, which is much shorter than the life time of the mechanical resonance \( \tau_T \ll \tau_{me} \). At this
Figure 5.6: (a-d) Force induced by an eigenmode signal as shown in Figure 5.5. The red curve represents a simple sinusoidal approximation of the mechanical eigenmode. The continuous-blue, orange-filled and the dashed-blue, violet-filled curves represent, respectively, the modulation of the refractive index of the bottom and top waveguide. For all cases we use $\sigma = 2$ and we assume a 1% maximum refractive index variation.

point we are free to drive our system as we desire knowing that only the initially exited mode will be affected.

Once more we use single-frequency FDTD-simulations to verify the effectiveness of our assumptions. The new system is described in Figure 5.6, where we assume that the incident optical pulse used to induce free carriers in
the conduction band of silicon, induces a refractive index change limited to the external waveguides, constant along the $y$ direction but Gaussian along the length of the waveguides. Such perturbation can be approximated to

$$\varepsilon_{top}^{Si}(x, y) = \varepsilon_{Si} - \sum_{i=2n-1}^{j} A_0 \times e^{-\left(\frac{L}{\sigma}\right)^2} e^{-\left(\frac{L}{\sigma}\right)^2} x - \left(\frac{L}{\sigma}\right)^2 (j-2i+1)^2, \quad (5.6)$$

$$\varepsilon_{bot}^{Si}(x, y) = \varepsilon_{Si} - \sum_{i=2n}^{j} A_0 \times e^{-\left(\frac{L}{\sigma}\right)^2} e^{-\left(\frac{L}{\sigma}\right)^2} x - \left(\frac{L}{\sigma}\right)^2 (j-2i+1)^2.$$

Where $\varepsilon_{top}^{Si}$ and $\varepsilon_{bot}^{Si}$ correspond, respectively, to the modulated refractive index of the topmost and bottom most waveguides as shown in Figure 5.6. In Figure 5.4 we show the instantaneous, normalized force density acting along the beam. The superimposing Gaussian profile represents the modulation of the refractive index of the bottom (in clear orange and continuous line) and top (clear purple and dashed line) waveguide. In red we show the amplitude profile of each mechanical mode, approximated to a sinusoidal shape, of the same order as the applied modulation. As it can be clearly seen the forces follow closely the amplitude and sign of the mechanical oscillations. This is largely due to the smooth and minute nature of the perturbation. We find that for either very high order mechanical modes, short values of $L$ or large values of $\sigma$ the system becomes more unstable, reducing the similarity between the force profile and the mechanical mode.

### 5.4 Conclusion

In conclusion we have demonstrated that selective and efficient optomechanical excitation can be achieved with the use of a three parallel waveguides configuration modulated geometrically or via optical carrier-injection; making the system fully reconfigurable. This technique also allows the coupling to antisymmetric mechanical modes, whose coupling to the optical mode is otherwise forbidden by symmetry or very inefficient in common structures [13]. We believe that this technique shows good potential for applications to MEMS or optical devices where mechanical resonators with controllable and reconfigurable frequency are required, and in general it should facilitate the development of dynamic and reconfigurable optomechanical devices.
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Chapter 6

Conclusions

In conclusion we demonstrated that optomechanical control of dielectric waveguides can not only be done along a single line, but possibly, on the full three dimensional space if appropriate geometries are chosen. Most importantly we did so with a clear intuition on the relationship between geometry and the behavior of the force as the system is deformed. This is probably a concept that we have not stressed enough. In fact, one of the key elements for the success of every technology is not necessarily its performance or elegance, but, more often, is the ease of use and possible integration to existing fabrication methods. It is then essential to develop concepts that are easy to understand, use and that can be modeled via computer-aided design tools. New technologies should also be flexible and robust if integration on modern devices is required. Of course optomechanical devices which are, up to now, the most sensitive motion sensors every developed, possibly close to the ultimate quantum limit [1], are still not mature to become a future technology since most work has been focused on the magnificent possibilities that such technology exhibit scientifically [2], rather than on near future technological applications. This is the reason why we have focused on developing a semi-empirical method to tailor optical forces rather than concentrate on a particular structure and analyzing them analytically through some approximation [3].

6.1 Summary

In chapter 3 we presented five principles that can be applied in three recursive steps. All together this methodology allows a simple and intuitive understanding of the field dynamics as the separation between waveguides is changed. Of course there are limits to its applications: in general structures that are well
suited for this method are axis symmetric. However this is not a significant limitation since most systems ever considered in literature are, indeed, axis symmetric. Following this principles we demonstrate the existence of two and three dimensional structures that exhibit repulsive optical forces for all separation. Moreover the three dimensional structures proposed are amenable to fabrication with common lithographic techniques. The utility of this method is not necessarily limited to the self-action of the optical mode on the waveguides that support it but it can be useful in any process that requires the knowledge of the field distribution and its intensity along the waveguides. We have chosen not to explore alternative applications due to the lack of time and, most importantly, because it deviates from our main interests. An example is opto-fluidics, where nano-particles are actively controlled and trapped between parallel, coupled waveguides, this time fixed to a substrate [4] or, recently, researchers have considered the possibility of trapping single atoms in periodic photonics waveguides [5]. However, for what optomechanical systems are concerned, the simple action of attraction and repulsion per se is limiting. In principle there is no reason why optical forces should be limited to attractive or repulsive interaction. In chapter 4 we demonstrate that it is also possible to induce forces on the whole two dimensional-plane normal to the axis of the waveguides. This is done quite simply by using a system formed by three parallel waveguides instead of just the two of them. According to the guided optical mode chosen the forces can induce trapping of the middle waveguide along each axis or what we called two dimensional trapping along both axis. Moreover, via simple geometric modifications of the waveguides the position of the trap (that is to say the point where the forces are zero) can be actively controlled. This might be a significant advantage if we ever consider the possibility of optomechanical systems formed by soft materials, in which smaller forces can create larger mechanical displacements and the effect of static deformation should be more marked than in silicon photonics. However, in general, our goal in that chapter was not only to study such system but, most importantly to evaluate the possibility of applying the methodology developed in chapter 3 to systems with “less symmetry”. We demonstrated that it is not always necessary to have a fully symmetric system but, in general, the behavior of the fields, and as a consequence the optical forces, can be predicted by knowing the field distribution in a given initial position. In fact we observed that, once the symmetry is broken, the change in field-distribution for different positions of the central waveguide is mainly mode related and the effect induced by geometry are more or less similar between different configurations. However this is not the only application of such system. In chapter 5 we demonstrate a system formed by three parallel waveguides can be used to obtain efficient and
selective excitation of a given mechanical mode without the use of resonant techniques, as well as tuning its vibrational eigenfrequency dynamically. This offers an unprecedented new level of control of the mechanical vibrations and might be the first step toward deeper integration between optomechanics and MEMS devices. Selective excitation of a given optomechanical mode is indeed unprecedented. In fact, every system known to us, which are usually optimized to excite one or more mechanical modes are never selective and excitation of higher frequency mechanical modes is indeed expected [6].

6.2 Future work

There are several applications and paths that we have envisioned during the last years. First of all there are still several system that can be explored via our semi-empirical method like photonic crystal waveguides where the mode is guided not because localized on the high refractive index regions but because
the light is contained between two regions where its propagation is forbidden due to the presence of an optical band-gap [7]. In this case, however, if the waveguide is formed by a suspended waveguide rather than a continuous dielectric layer, we might be able to observe trapping at a position other than the origin even if the initial geometry is axis symmetric. Another interesting possibility is the relation between frozen light [8] and optical forces. Frozen light is basically slow light at wave-vectors different from the band edge. As such a system formed by movable parts should be able to jump on and off slow light states by simply changing the position of its movable part. This should offer a new way of tailoring optical forces via group velocity. Part of our work, although not yet successful has been oriented toward the development of a surface based formulation of frequency and group velocity, much like our formulation of optical force. Indeed this is a challenging theoretical problem but, if solved, it should allow the realization of faster and better eigensolvers and might be useful to find new geometries and properties of cavity and slow light devices which are of fundamental importance for any modern application of optics [9]. Slow-light band-edge modes can also be used in optofluidic devices. In fact, unlike propagative modes, modes just a little over the slow-light frequency are evanescent in nature. In such condition, particles that destroy the periodicity of the system should create new localized states that will allow transmission of light to the opposite side of the waveguide. In such case the forces acting on the particle should be oriented in opposition to the direction of propagation of light. If this were true it would be a major step toward the development of all optically control of optofluidic devices like cell sorters or sensors for medical and biological applications. Moreover, as we have previously mentioned, it should be straight forward to adapt the method developed in chapter 3 to improve the performance of optofluidic systems. Finally much work still remains to be done to fully develop the potentiality of the three parallel waveguides configuration. In principle this system can be used to study effects like: stimulated Brillouin scattering [10], non-linear mechanics [11] and quantum cooling. Also the mechanical effects due to the small fluctuation of the external waveguides should be assessed. In fact, we have so far assumed that these waveguides, being fixed to a substrate, have no significant optomechanical interactions with the optical modes. In reality this might not be true, specially when quantum optomechanical coupling is considered. In general our method and the structures we proposed should allow the improvement of existent devices, and hopefully the realization of new ones since the optomechanical interaction can be used for a variety of applications.
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