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Abstract

Data analysis of grain-size distribution of the recent sediments in Chijiwa Bay, Nagasaki Prefec-
ture, was performed as a case study for showing the usefulness of computer aided data analysis. Multi-
variate analyses discriminated several sediment types which are confirmed to correspond to distinct
depositional environments.

Introduction

Multivariate analysis was recognized to be one of the most effective methods
for data analysis in order to interpret the complicated geological phenomena. Its
application, however, was not realized until the recent development of the electronic
computer, as it involves complicated and enormous computations. Since then,
a number of achievements of data analyses have appeared in many fields of science.
Furthermore, the computer has promoted the development of many unique appli-
cations. However, the applicational techniques of the computer analysis have not
yet been settled in geology.

During the last five years I have been developing computer programs at the
Data Processing Center, Kyoto University, with collaboration of many colleagues.
In this paper, I attempt to historically review data analysis in geology, and describe
the outline of the computer supported system which I compiled. Finally I present
a case study which shows the usefulness of computer aided data analysis.
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Historical Review

The electronic computer, which has much higher speed and more reliable
performance than any pre-existed calculator, has made the statistical processing,
which involves enormous amount of computations, easier. As the statistical proce-
ssing becomes more popular by the advent of computers, the geostatistics dealing
with mainly the multivariate analysis has been rapidly developed. Although the
effectiveness of multivariate analysis was already realized in geology, the analysis
was performed by conventional hand-computation (MiLLEr and Kaun, 1962) and
less popular than the univariate analysis, because the number of variables and the
amount of data were limited due to a lack of high-speed computers.

Establishment of multivariate analysis for geological use has realized the classi-
fication of sediments (IMBriE and Purpy, 1962) using factor analysis, and numerical
taxonomy using cluster analysis (SokaL and SneaTH, 1963). Many results from
these kinds of studies came out in the middle of 60°’s (McCaMMmoN, 1966; PaRrks,
1966; WEBB and Bricas, 1966).

Although the data analysis using computer enables the composite and ob-
jective comprehension of geologic information, the application of multivariate analy-
sis was limited in some divisions of geology because of the descriptive nature of geolo-
gic data. In other words, the usage of computer and analytical methods required
the data of numeric and qualitative nature. Lately, however, statistical methods
dealing with non-parametric data such as original scale and nominal scale have
been invented (Kruscar, 1964a, 1964b; Sammon, 1969; CueeraHam and Hazrri,
1969; Hazer, 1970), and are applied to the geologic problems (CoLLyEr and MERr-
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RIAM, 1973).

In addition to the ordinal calculation and geostatistical use, the computer, which
is combined with digital incremental plotters, developed in the late 60’s, is utilized
for the spatial data handling; for example, contour mapping and triangular diagrams
(HarBAUGH and MEeRriaM, 1968; Yamamoro and NisHiwaki, 1975a). It became
common to display g-diagram (Rosinson, 1963; NosLE and EBerry, 1964), z-
diagram (WARNER, 1969) and triangular diagram (Lumspen, 1973) by computer.
Lately the system simulation of sedimentary processes and tectonic movement has
been advanced by Harbaugh and Bonham-Carter (1970), Hattori and MizuTant
(1971), KomMar (1973), Davis and Fox (1972), and Yamamoro (1974a).

Mizutant (1974) attempted a histrical review of the computer applications
to geologic problems in Japan and other countries. Many textbooks and introducto-
ry articles are: (1) HarBaucH and MEeRriamM (1968) on computer application;
(2) HarBaucH and BonHAM-CARTER (1970) on computer simulation; (3) VisTELIUS
(1967) on geomathematics; (4) BLackita and REyMENT (1971) on morphometrics;
and (5) Davis (1973) on statistics in geology. From 1966 to 1970, Kansas Geologi-
cal Survey had been publishing the computer contribution series which contain
computer programs and their application examples. Many leading articles in the
field of mathematical geology appear in the Journal of the International Association
for Mathematical Geology that started in 1969, and Computer and Geosciences
began in 1975.

According to the research survey conducted by MeRrRiaM (1969), 919, of scien-
tists who answered the questionaire use the computer in some way, and 399, of
them use KGS (Kansas Geological Survey) computer programs for simulation,
plotting, correlation analysis, multivariate analysis, and trend surface analysis,
and many of them want to obtain the programs concerning the items mentioned
above. The report indicates that the computer usage for data analysis and plotting
is indespensable in the geological sciences.

Data Analysis in Geology

The problem under study is usually treated through a process shown in Fig.

Problem T Data Collection T Data(?r)\a'lysis I—> Synthesize
(2)

Fig. 1. General process of data analysis.

In the process, the data analysis is used to draw a critical information from the
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input data, and to evaluate it. In practice the procedure consists of selection of
proper method for analysis, calculation, and evaluation of the result. The procedure
is repeated as shown by the arrow in the text-figure, to obtain the final information
several analyses. The whole procedure is called computer aided data analysis.

During the procedure, the computer should not only perform the necessary
analyses, but also manage the data file by storing the data obtained from each analy-
sis, and by feeding them selectively back to the following analyses. The data analy-
sis requires a well designed package program which is composed of a number of
functions to the required procedures and of the function of data management.
This demand has promoted the use of SPSS (the Statistical Package for the Social
Sciences, NiE ¢t al., 1975), by which the data analysis of geologic use can be carried
out (Yamamoro and NisHiwakl, 1975b; Nisuiwakt and Yamamoro, 1975).

SPSS is, however, not perfectly applicable to the geological sciences, for the geo-
logic data is somewhat different from that in the social sciences, and most of statistical
procedures are not designed for specifically for geological data analysis. The program
was modefied to be more applicable for the data analysis of geological use.

Data analysis using computer is divided into three categories:

(1) Recognition of simirality (classification)

ex. factor analysis, cluster analysis, descriminant analysis, variance analy-
sis, t-test, chi-square test, etc.

(2) Trend analysis

ex. trend-surface analysis, time-trend analysis, multi-pass filtering, spectral
analysis, etc.

(3) Plotting and display

ex. contour map, block-diagram, triangular diagram, histogram, scatter-
gram, pi and beta diagram, rose diagram, strike-line map, form line
contour, eic.

Computer Supported System for Data Analysis
of Geologic Problems

In order data analyses, it is necessary for a package program to have both data
management functions and sufficient variety of the statistical procedures. In addi-
tion, these functions must be simple. I have attempted therefore to compile pro-
grams chosen from SPSS, BMD (Biomedical computer Programs Dixon, 1973), BMDP
(Biomedical Computer Programs P program, Dixon, 1975) and KGS, in order to
achieve more efficient data analysis. This assemblage of programs works as a single
system in practical use. The system is called “Computer Supported System for Data
Analysis of Geologic Problems” and will be described in the following paragraphs.

The system is designed to fulfil the following requirements:
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Sufficient procedure function: The main requirement of data analysis involves the use
of statistical analysis. For the general statistical analysis, I have used programs
in BMD (Dixon, 1973) and SPSS (Nig, 1973), which are available at the Data Pro-
cessing Center of Kyoto University. 1 have also converted three programs,
BMDPIM, BMDP2M, and BMDP3M of BMDP (Dixon, 1975), for a FACOM
230-75 computer, in order to perform cluster analysis (Yamamoto, 1974c, 1975a),
because no procedure for cluster analysis is available in BMD and SPSS. I have
added further programs from the KGS for cluster analysis (Parks, 1970), cluster
analysis of qualitaitive data (BoNHAM-CARTER, 1967), and calculation of z-diagram
(WARNER, 1969). In addition to the programs mentioned, I have included pro-
grams designed by myself in the system.

Data mangement function: This facility is required to store the analyzed data in data
files, and to maintain them for retrieval and processing. The result of one analysis
will be registered in data file for the following analysis, if necessary. This ensures
the data management, selection of proper data, and transforming them. It is in-
despensable, when we deal with a large amount of data, and operate the reported
feed-back procedures. SPSS facilitates this ability.

Program of easy usage: It is important that we can prepare, withought difficulty,
the control parameters which inform a program of the contents of procedures. Since
data analysis generally involves a considerable number of procedures, this is an
essential factor in performing the analysis effectively. I have used the programs
of SPSS and BMDP, as they are designed to require no apecific language for the
control parameters, and alllow free format data input.

Interchangeability of data among the programs: When we perform a series of calcula-
tions, the output of one procedure is often input into the following analysis. This
process requires the interface between SPSS and other programs. I have employed a
temporary data file to establish a network among the programs, to make them function
as a system, and I have modified programs which could only use punch cards as
I/O (input/output) medium, to utilize the other modes of I/O medium (i. e., tape
or disk).

Throughout the operations, programs from SPSS, BMD, BMDP, and KGS,
and the other programs comprise a system. The structure and function of the system
is described in Fig. 2.

The system is composed of two main facilities, as illustrated in Fig. 2; the control
of data file which consists of a SPSS system file, and the three subsystems which
perform the data analysis. The data file will be treated by the data processing
subsystem, and the result is displayed by the display subsystem. The data transfor-
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INPUT
— DATA
TRANSFORMATION
l__ SYSTEM
FILE I DATA
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SYSTEM SYSTEM
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Fig. 2. Schematic illustration of the computer supported system for the data analysis of
geologic problems.

mation subsystem transforms the data by interpolation, when necessary. The
flow of the data among the subsystem can be seen in Fig. 2.

Since SPSS can only accept the data in matrix form, no program that employs
the data in the other forms can be incorporated in the system. In practice, however,
this limitation poses no serious difficulty, for the data are usually prepared in matrix
form, and most of data can be described in the form.

The contents of each subsystem are follows:

The datafile management subsystem: Functions of the data file management of SPSS
include storage, retrieval, selection and transformation of data (NIE, et al., 1973;
Yamamoro and NisHiwaki, 1975b: Nismiwaki and Yamamoro, 1975). The SPSS
system file utilized as data file storage consists of two components; reference infor-
mation about the data matrix such as size of the matrix and labels, and raw data
in matrix form i. e. variable by sample (called a case). As the subsystem can accept
data form and provide data to the other programs, it manages the data file for the
whole system (NIE, et al., 1975, p. 80).

The data processing subsystem: This is a subsystem to perform mainly the statistical
procedures. It contains the subprograms of statistical procedures of SPSS (NI,
et al., 1975, p. 96), and the statistical package programs of BMD (Dixon,1973) and
BMDP (Dixon, 1975). Besides, the other programs are supplied into the subsystem;
Q-mode cluster analysis using principal component analysis (Parks, 1970) and clus-
ter analysis of qualitative data (BonmAM-CARTER, 1967) from KGS, and Q-mode
factor analysis for large-scale data (KLovan and IMBRIE, 1971), and non-linear map-
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ping algorithm (Sammon, 1969; HowarrH, 1973). 1 have added a few analytic pro-
grams designed by myself; trend-surface analysis, with polynomial and double Fou-
rier approximations (Yamamoro, 1973a), trend-surface analysis with moving averages
and maps of summit and river levels (YamamoTo and NisHiwaki, 1975¢), time trend
analysis of stratigraphic sequences (Yamamotro and NAKAGAwA, 1974).

The display subsystem: The subsystem displays the data in files and output from ana-
lytic procedures, according to the plotting programs, by X-Y plotter, line printer,
typewriter, and other media. The programs in SPSS, BMD, and BMDP, for pre-
paring histograms and scattergrams are included in the subsystem. 1 have designed
the subsystem programs for preparing contour map with an X-Y plotter (YamamoTo
and Nismiwakr, 1975a) and with a line printer (YamamoTo, 1976), for checking
the input data of contour program (Yamamoro and NisHiwaki, 1975c¢), for perspec-
tive plotting in three-dimensional space (YAMAMOTO, 1973a), for preparing triangular
contour diagrams, columnar sections, strike-line map, and for estimation of structure
contours from strike-dip data and mapping (Yamamoro and NisHiwaki, 1975d).

Case Study

Data analysis of grain-size distribution of the recent marine sediments was per-
formed by statistical and computer techniques, to evaluate the computer supported
system in practical use. - The analytical procedures and results are described and
illustrated as a flow diagram. The results are also compared with those studied
previously.

The case study deals with the unconsolidated bottom sediments of the Chijiwa
Bay, Nagasaki Prefecture, southwest Japan. Ali the original data are analyzed
by Kamapa (1966).

To show the flow and the results of the analysis as clearly as possible, the pro-
cedures adopted in each step of the analysis are not discussed in detail. Those
will be published separately. The sedimentary environment is not considered,
for it is beyond the scope of the data analysis.

Data Analysis of Grain-size Distribution of the Recent
Sediments of Chijiwa Bay

Several papers have been published on the bottom sediments of the Chijiwa
(or Tachibana) Bay (see locality map, Fig. 3). Kamapa (1966) classified the bottom
sediments and estimated their sedimentary environments. INoue (1970) discussed
the relation-ship of the bottom sediment distribution to the current system in the
bay. KAMADA, ef al. (1973) used the statistical parameters of grain-size distribution
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1932), and classified the bottom sediments according to the standard of

InMaN and CHAMBERLEIN (1955) into:

Type 1:
Type 2:

Type 3:

Fig. 3.

composed of highly sorted fine sand; medium phi 2.0 to 3.0.

characterized by sandy constitution; median phi O to 3, sorting coefficient

1.25 to 3.0 in general; subdivided into 2A and 2B.

Subtype 2A: composed of coarser grains; median phi about 2.0; skewness
more than 1.0.

Subtype 2B: composed of finer grains; containing more than 59, muddy
materials; skewness less than 1.0,

Both types are gradually merge into each other near the point, where

skewness is 1.0.

muddy sediments; median phi 3.0 to 8.0; subdivided by 4¢ and 6¢ median

into 3A, 3(s-s), and 3B subtypes. It is a character of the sediments

Origin X
CHIJIWA
[N
# KILOMETERS
Y

NAGASAKI

INDEX MAP

o

Location of sampling stations: open circles represent the points of No. 1001 to 1075, and
solid circles those of No. 2001 to 2160.
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belonging to 3A and 3(s-s) that the subtypes are less than 1.0 in skewness.
The sorting coeflicient and its deviation increase, correlating to the median
phi, but the sorting coeflicient concentrate in 3.0 to 4.0 near the boundary
between the subtype 3A and type 4.
Type 4: containing more than 509, muddy materials; median phi more than 8.0.
Type 5: composed of pebbly material; median phi less than 0.0 (more than 1.0 mm
in diameter) ; generally containing abundant fragments of organic origin.
In addition to recognizing these types of sediments, Kamapa et al., (1973) con-
firmed the areal distribution of these types in the bay, as shown in Fig. 4.
All these data were kindly offercd by Prof. Kamapa for this case study. Using
multivariate analyses and several kinds of display techniques, data analysis of grain-
size distributions was performed on Recent bottom sediments in the Chijiwa Bay.

L

BOTTOM SEDIMENT TYPES fe8

Isn
ENOURA

—2

SHIMABARA PENINSULA

Fig. 4. Areal distribution of the sediment types defined by Kamada et al. (1973).

Procedure

The data analysis on grain-size distribution of the Recent bottom sediments
in the Chijiwa Bay was carried out using the computer supported system. The
flow of whole procedures and applied methods are shown in Fig. 5. Main procedures

adopted at each step are summarised in Table 1.
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START
Data Preparation
Description of data pattern

Factor analysis
to extract factors as indicators
of the pattern of grain-size
distribution curves, and to
classify samples

Cluster analysis
for grouping

Test of significance of classification

Description of groups
defined as result of
classification

Evaluation of analytic results

|
FINISH

Fig. 5 Flow chart of data analysis.

Table 1. Summarized table of procedures at each step of data analysis, Chijiwa Bay.

Step 1. Preparation of data, original and transformed
* Data transformation
Step 2. Description of data pattern
* Preparation of scatter diagrams between each pair of statistical and compositional
parameters
* Preparation of histograms on sediment types defined by Kamada et al. (1973)
* Preparation of triangular contour diagrams of sand-silt-clay system
* Preparation of contour maps of water depth, median phi, gravel and clay contents
Step 3. Factor analysis
* R-mode factor analysis
* (Q-mode factor analysis
Step 4. Cluster analysis
* Preparation of dendrogram
* Simplification of dendrogram
Step 5. Test of significance of classification
* Test for multivariate equality of means among groups
* Computation of F-distances among groups
* Discriminant analysis
Step 6. Description of group
* Breakdown
* Preparation of triangle contour diagram for each group
Step 7. Evaluation of analytic results
* Crosstabulation between two classifications, by Kamada et al. (1973) and this
analysis
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Step 1. Preration of orginal and transformed data

The data to be stored in the
SPSS system file should be in CASE VARIABLE (Measurement)
““case-variable’ matrix form (see (Sample)} 1 2 3 4 56 7
Fig. 6). .A case is t.he basic unit 0001 1.5 A 1 12.3 6 5 AA
of analysis for which .measure- 0002 23 A 3 13.5 8 5 AC
ments have been obtained. In
this study, the cases correspond 0003 1.4 B 6 23.4 3 6 AD
to the samples collected from the 0004 0.8 C 2 18.1 2 4 BA
bay bottom; No. 1001 to No. 0005 3.1 B 8 43.6 9 9 BD

1075 and No. 2001 to No. 2160
(see locality map Fig. 3). Fig. 6. Data form (matrix form).

Each case is composed of values for one or more measurements that have been
taken. These measurements are termed variables, and each case within a study
will have one value for each of variables. For example, the variables correspond
to the median size, sorting coefficient, skewness and others in this study.

To each of variables is given a name which is used as index (see, Table 2).

Table 2. Processing steps and data stored into data file of Chijiwa Bay.

Step Procedure Vg‘:&‘ﬁc Attribute
1 Preparation of STANO Station number of sampling point
original data X x-coordinate of station

Y y-coordinate of station
DEP water depth at station
MDMM median diameter in mm
MDPH median diameter in phi-scale
SO sorting coefficient (Trask, 1932)
SK skewness (Trask, 1932)
G gravel contents, 9%, (SHEPARD, 1954)
SA sand contents, %, (SHEPARD, 1954)
SI silt contents, %, (SHEPARD, 1954)
CL clay contents, %, (SHEPARD, 1954)
MUD mud contents, %, SI+CL

VARO001 weight %, of grains coarser than —2¢
VAR002 between —2¢ and —1¢

VARO003 between —1¢ and O¢

VARO004 between 0¢ and l¢

VARO005 between l¢ and 2¢
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Variable

Step Procedure Name Attribute
VARO006 between 2¢ and 3¢
VARO007 between 3¢ and 4¢
VARO008 between 4¢ and 5¢
VARO009 between 5¢ and 6¢
VAROI0 between 6¢ and 7¢
VARO11 between 7¢ and 8¢
VARO12 between 8¢ and 9¢
VAROI3 between 9¢ and 10¢ or finer than 9¢
VAROI4 finer than 10¢
TYPE sediment type defined by Kamapa et al. (1973)
2 Data transfor- VARI101 phi percentile of 5%,
mation VAR102 of 109,
VAR103 of 15%
VAR104 of 20%
VARI105 of 25%,
VAR106 of 309,
VARI107 of 35%,
VAR108 of 409,
VAR109 of 45%
VARI110 of 50%
VAR111 of 55%,
VARI112 of 60%,
VAR113 of 65%
VARI114 of 709,
3 R-mode factor Fl first R-mode factor score
analysis F2 second one
F3 third one
Q-mode factor QFL1 first Q-mode factor loading
analysis QFL2 second one
QFL3 third one
QFl14 fourth one
Classification GROUP code of groups defined on the basis of factor
analysis
4 Classification by CAG3 code of groups defined on the basis of cluster
cluster analysis analysis
CAG3D code of groups, more detail one of CAG3
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In this study, the cases are diveded into two groups termed subfiles, in which the cases
of No. 1001 to 1075 and the cases of No. 2001 to 2160 are stored separately.
The data stored into the file are composed of the following variables.

Geographic variables: coordinate value, depth and number of sampling points. The
coordinate value is fixed by the coordinate system (Fig. 3).

Statistical parameters (Kamapa et al., 1973): median size (in millimeter and phi scale),
sorting coefficient and skewness defined by Trask (1932). They are not only used
as indices to show some characters of the grain-size distribution, but also in this
instance, for the sake of comparison between the previous and present methods.

Compositional parameters (KamapAa et al., 1973): gravel, sand, silt, clay (SHEPARD,
(1954) and mud (silt+clay) contents. They are used to reveal some characters
of the grain composition.

Sediment types (KAMADA et al., 1973): according to InMaN and CHAMBERLAIN (1955).

Frequency scores:  percentages of every unit phi, ranging from —2¢ to 9 or 10¢ and
both tails, by Kamapa. The measurements are analysed in this study.

Phi percentiles: percentiles of every 5%, ranging from 5 to 70%,. The values are
computed from the cumulative proportion by linear interpolation. The grain-
size distribution was observed on particles up to 104. The percentiles higher than
70%, can not be calculated for most samples.

Step 2. Description of data pattern

Several tables and figures are produced to extract some characters from the data
to be analyzed. With the aid of the tables and figures produced, the analytic meth-
ods employed in the following steps are to be selected. In this case study, the follow-
ing ones are prepared (see Table 1).

Scatter diagram: a diagram of data points based on two selected variables as shown
in Fig. 7. In this study, two kinds of scatter diagrams are produced using the SPSS
statistical procedure SCATTERGRAM; one is based on each pair of median, sorting
coeflicient and skewness parameters and the other on each pair of sand, silt and clay
content values.

Histogram: an illustration of the absolute or relative frequencies as shown in Fig. 8.
In this case study, three kinds of histograms on the sediment types are obtained using
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Frequency
Y 30 -
LS 20 -
. '.' . 10
> X
Fig. 7. Scatter diagram.
0

A B € D E F
Category
Fig. 8. Histogram.

the SPSS statistical procedure FREQUENCIES; one dealing with all the cases
(samples), the second with the cases of station No. 1001 to 1075, and the third with
the cases of station No. 200! to 2160. Further, the histogram on grain-size distribrtion
is produced for each case by using a specific program prepared for this study.

SILT ' ' - TLAY

CHIJIWA SEDIMENT COMPONENTS
HHOLE ARER

Fig. 9. Triangular contour diagram, showing concentration pattern of sample points based
on three variables.
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Triangular contour diagram: a contour map showing concentration pattern of data
points in a three component system based on three variables, as shown in Fig. 9.

Contour map: In this case study, four contour maps are prepared using the CMPP2
program (Yamamoro and NisHiwakI, 1975¢); on the water depth of sampling points,
median ¢, gravel and mud contents.

Step 3. Factor analysis

Factor analysis is characterized by distinctive data reduction capavility. Given
an matrix of correlation coefficients for a set of variables or cases, factor analysis
techniques show whether some underlying patterns of relationships exist, so that
the data may be reduced to a smaller set of factors or components.

If factor analysis is applied to a matrix of correlations between cases, it is called
Q-mode factor analysis, while the more common variety based on correlations among
variables is known as R-mode factor analysis.

The factor analysis that subsumes a fairly large variety of procedures is carried
out in four stages: (1) calculation of the correlation matrix, (2) extraction of the
principal factors, (3) rotation to a terminal solution, and (4) estimation of factor
scores.

The first stage involves a calculation of appropriate measures of association for
a set of relevant variables or cases. The second stage is to compute eigenvalues and
eigenvectors of the correlation matrix. The eigenvalue indicates the degree of
representation of the extracted factor to the information exhibited in the original
data. The eigenvalues are cumulated in order of factor extractions and is listed
in values relative to the information content of the original data, termed cumulative
proportion of total variance. The eigenvector shows the relation of the extracted
factors to each variable or case. Appropriate factors are then selected, considering
the eigenvalue and the cumulative proportion of total variance. The eigenvectors
of the selected factors are expressed in a ‘‘variable/case-factor’” matrix form, that
is called the principal factor loading matrix.

In the third stage the matrix is rotated to search for simple and interpretable
factors. Each variable or case is made exclusively related to a specific factor, during
the rotation. The relation between them is shown by a large factor loading. Each
factor will be more easily interpreted from the variable(s) or case(s) related to it.
The cases can be classified into the groups related to factors.

In the fourth stage each factor attribute is numerically estimated, thatis termed
factor score. The score is given to each case or variable in R- or Q-mode factor
analysis.

In this case study, the following factor analyses are carried out (see Table I).
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R-mode factor analysis on phi percentiles: Davis (1970) performed the R-mode factor
analysis of frequency scores. The R-mode factor analysis on phi percentiles is
chosen to extract factors, which may adequately reflect some characteristics of
patterns observed in the cumulative frequency curve of grainsize distribution. The
BMDO08M program is used for this analysis.

Q-mode factor analysis on frequency scores: Kiovan (1966) and Drapeau (1973) per-
fomed a classification using the Q-mode factor analysis of frequency scores. In
this study the same method is adopted, and the CABFAC program (Krovax and
ImBRIE, 1971) is used.

Factor scores, factor loadings, and the results of the R- and Q-mode factor
analyses are stored in the data file to be used in the following steps (see Table 2).

Step 4. Cluster analysis

Cluster analysis is used to classify the cases (Q-mode) or the variables (R-mode)
into groups. Among various methods available procedure was selected in this study,
in order to classify the cases (samples).

The distances (i. e. dissimilarity) among the cases are computed first. For
example, if two cases (i; and i) have X, ; and X, , variables (j= 1~p), respectively,
the distance between two cases is:

Dl

?
di,iz=[ Z (xi,i"' xizj)z:l
Jj=1

The distances among the cases are expressed in ‘“‘case-case’” matrix form named
the distance matrix. Based on the distance matrix, the similarity among the cases
are represented as a hierarchical dendrogram shown in Fig.10. The cases corre-
spond to the branches at the left ends of the tree on the dendrogram, and the branches
are united to the root.

-—

Root

N

I

Branches >

/7
l

5

Fig. 10. Dendrogram of cluster analysis. Ends of branches correspond to the samples (cases).
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Cluster analysis has been successfully applied not only to paleontology, such
as the numerical taxonomy of species (SokaL and SNeEaTH, 1963), classification of
faunal assemblages (Havami and Nakano, 1968; Hazer, 1970; Ujug, 1973), but
also to sedimentary petrology, such as the classification of limestones (Parks, 1969).
It has, however, rarely been applied to the grain-size distributions.

In this case study, the chi-square distance based on frequency score is adopted
as a trial, and the computed results are stored into the data file to be used in the
following steps. The results of classification are stored in the data file (see Table 2).

Step 5. Test of classification

The results of factor analysis and cluster analysis are compared with the interpre-
tation by Kamapa et al. (1973). The classified groups make their own assemblages
in multidimensional space, where each variable used for the classification defines
an axis, as shown diagramatically in Fig. 11. To test whether the groups are clearly
separated in the space, discriminant analysis is applied to the classification.

Equality of means and F-value distances are examined with discriminant analysis.

Test for multivariate equality of means:  to test the hypothesis that all the center of groups
are same in the multidimensional space mentioned above, using student t-test.
If the hypothesis is verified, the classification is, in turn, considered to be invalid
statistically.

Calculation of F-value distances among the groups: to compute the distance of each pair
of assemblages in the space, and in practice, to search for the distance from the
center of an assemblage to that of the other. The larger the distance value is, the
more suitable the classification is between the two assemblages.

Discriminant analysis: to re-classify on the basis of the distance from each case to
the center of each group. The distance is determined taking the group dispersion

Y Y Sample P
i -
/
1
/
7
**"° Group B * < Group B
> X ) > X
Fig. 11. Groups in two dimensional space. Fig. 12. Descrimination: sample P is classified

into the group A, when the group A is
larger than the B, even when the
distances are same,
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into account. For instance, if the distances from a sample to two groups are same
in absolute value, the sample should be allied to more widely distributed group,
as shown in Fig. 12. According to this standard, each case is discriminated into
the most probable group. The fewer incorrectly discriminated cases, the more
suitable the classification is. Of course, a group from which few cases are re-clas-
sified into another is regarded to be clearly separated.

Step 6. Description of groups

According to the clsssification, which is obtained by the cluster analysis, some
groups are defined, and their characteristics are examined. For the purpose are
produced some tables and figures, the breakdown, and the triangle contour map
of each group.

Breakdown: to compute the means and the deviations for statistical parameters and
compositional parameters, and to test the univariate equality of means for F-values,
using SPSS statistical procedure BREAKDOWN. The larger the F-values are, the
clearer the differences of the parameters among the groups.

Triangle contour diagram: to search for the concentration pattern of cases on the sand-
silt-clay triangle diagram for each group, using the TRICON program.

Step 7. Evaluation of analytical results

To compare this classification with that done by KAMADA, et al. (1973), the
crosstabulation table is produced on both

Classification A classifications by using the SPSS statistical

a_ b ¢ d procedure CROSSTABS. The table indi-

A{27 ]| 8 2, 3 cates the joint frequency of each group for

Classi- 8| 0111 5 | 4 each classification, as shown in Fig. 13. A
fication case, which is belonging to the “A” group
B cL 3y a by classification B and to the “b” group by

classification A, is printed in the crossing

Fig. 13. Crosstabulation table: joint fre-
8 ) area of “A” group row and !b” group

quency between two classifica-
tions are shown in squares. column.

Results of Analysis

Description of data pattern

Scatter diagram: In the scatter diagrams based on each pair of median (MDPH),
sorting coefficient (SO) and skewness (SK) (Fig. 14), a positive correlation between
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MDPH and SO is confirmed (Fig. 14a), but no definite assemblage is observed.
On the other hand, in the scatter diagrams based on each pair of compositionsl
parameters, a negative correlation between SA and CL (Fig. 15b) and a positive
one between SI and CL (Fig. 15¢) are confirmed. As shown in Figs. 15a and b,
the samples contain neither silt nor clay, if their sand contents exceed 90%,. They
are almost constant in silt quantity, but increase exceedingly in clay, if their sand
contents are less than 309,. The SI-CL scatter diagram indicates a tendency that

CHIJIwAe SCATTERGRAM (MDPHs SO S3) APR,24+ 1975 PAGE 2

FILE CHIJIWA (CREATION DATE @ MAR(26+ 1975) CRlJInA=BAY SEDIMENT STZE DATACWITH TYPE)
SUBFILE ON1000 ON2000

SCATTERGRAM OF CDOWN) MDPH MEDIAN DIAMETER IN PH] SCALE (ACROSS) SO SORTING COEFFICIENT
1,47 2,10 2.73 3.36 3.99 4,62 5,25 5,88 6451 Tels
020 4 P : 0.20
} 2 s i
1 2e eo» :
1 P 13
7436 . 22 2 * 7.6
1 v e 3 2 - - . H
1 . . - - - i
i . L3 . » - {
P— » e
652 & 2 e : 652
! . 2 . i
) . - » I
1 - el
Seb8 . e ; Se68
H - i
1 - . e . - - 1
1 - 1
4,84 » . . - . * LU
1 . . . " !
H - . 1
1 - . e . e 2 }
1 H . » -
4,00 = . e b *.00
1 . . . i
1 a » 33 3% se e - . 1
1 « o  w2e3e2 @ * 2w 2 - 1
PR 2 . . e L i
3,16 * o0 o se - 3.16
1 282 I
1 2 * 2 I
1 2 2 (23 1
1s  2eeee 1
2432+ ese . . - 2.32
1 3em 2 0 o 1
1 a3 I3
1 1
1 . eve . 1
1008 »2n . - 148
1 2 - 1
I & ene L
1 e ]
1 - 1
U, 64 o - e . * 0164
t e . ]
I e &2 i
1 3 e 1
1 1
«0.20 < L - =0420
i.li 1.78 2.4) 3.04 3,67 4.30 4,93 54506 619 6.82 Tou5
CHIJIWAs SCATTERGRAM (MDPHs SO+ $3) APR. 244 1975 PAGE 3
STATISTICS,s
CORRELATION (R)=~ 0470355 R SwyARLD - 0.49499 SIGNIFJCANCE = 0400001
STO ERR OF EST = 155910 INTERCEPT (A} = G213 SLOPE (B} hd 1.13520
PLOTTED VALUES = 235 EXCLUDED VALUES= [} MISSING VALUES = °©

teecaseest |5 PRINTED [F A COEFFICIENT CANNOT BE COMPUTED,

(a)
Fig. 14. Scatter diagram among statistical parameters: (a) median against sorting(MDPH-SO);
(b) median against skewness (MDPH-SK); (c) sorting against skewness (SO-SK).
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CHIJIWAs SCATTERGRAM (MDPHs SOu 532 APR,Z4e 1973 PAGE .
FILE CnlolwA  (CREATION DATE = MAR, 26+ 1975) CHIJIWA=BAY SEDIMENT SIZE DATA(w!TH TYPE)
SUBFILE ONL00O ONZ000
SCATTERGRAM OF C(DOWN) MDPM MEDIAN DIAMETER IN PRI SCALE C(ACROSS) $K SKEWNESS COEFFICIENT
0429 V.62 0.96 1.30 163 1.97 2.30 2,64 2.98 i
. .
8,20 .a I 8,20
1
{ . e N
1 " 2w 1
i . . ]
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1 > # L L L 1
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! - I
4,86 . » - - 486
I e 2e . 1
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! 3 2 - 1
1 es e - .. » 13
4,00 o - - . 4,00
I 2. . t
| ® @23 # o w2 1
1 20 en2lede 2 - . 1
1 20 w02 . I
ETST IR .. sese » - 3.6
i . en s 1
! 2 s e H
i « r eee »i
i e 3 0m H
2,32~ - ae » . . - 2e32
1 a2 o3 . 1
! “202 o i
i 1
I e . * e 1
1,48 = . . - . - 1.48
1 . o 1
1 22 1
i e H
1 . 1
.o - . - . - 0,64
1 - - 1
1 .- . 1
! neer H
! 1
0,20 -+ - . - 0,20
. r——
0.1z 0,46 u.79 .13 L.4o 1.40 2.4 2,47 2,81 3414 3,08
CHIJIWAs SCATTERGRAM (MDPH. SC¢ $5) APH, 244 197% PAGE s
STATISTICS,,
CORRELATIUN (R}~ ~0+31061 R SWUARED - 0.UF648 SIGNIFICANCE = 0400001
~STD ERR UF EST = 2408541 INTERCEPT (A) = $.385231 SLOPE (B) - ~1.73873
PLOTTED VALUES = 235 EXCLUDED VALUVES=~ ] MISSING VALUES = o

tesnsusnst |5 PRINTED IF A COEFFICIENT CANNOT BE COMPUTED.

Fig. 14. Continued (b)

the samples concentrate on two lines, which cross each other near a point of 359,
silt and 159, clay. The silt contents are mainly increasing, so far as the mud con-
tents are limited within the point. On the other hand, only the clay contents re-
markably increase, if the mud contents exceed the point. These facts suggest that
the bottom sediments are classifiable on the basis of grain-size distribution, and
safely grouped into several assemblages corresponding to sedimenary enviroments.
Histogram: In the histogram of frequency distribution of sediment types (Fig. 16),
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CHIJIWAs SCATTERGRAM (MDPH+ SO 532 APR, 264 1978 PAGE 6

FILE CHIJIWA (CREATION DATE ® MAR,28. 1975) CHIJIWA=BAY SEDIMENT SIZE DATAC]TH TYPE)
N20O

SUBFILE  ON1QUD 0 .
scu*nskm OF (DOwN) SO SORTING COEFFICIENT (ACRDSS) SK SKREWNESS COEFFICIENT
029 G602 0:96 1,30 1463 1.97 2430 2.66 2:98 3.
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1 1
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1 - 1
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CHIJIwAs SCATTERGRAM (MDPHe SO0+ $3) APR.24 1975 PAGE 7
STAT{STICS..
CORRELATION (H)~ -0.3720> R SWUARLD - 0.13842 SIGNIFICANCE = 0,00001
STD ERR OF EST = 1.26210 INTERCEPT (A) = 3.76815 SLOPE (B) - =1.29077
PLOTTED VALUES = 235 EXCLUDED VALUES= o MISSING VALUES = -]

‘essvsseer [S PRINTED IF A COEFFICIENT CANNOT BE COMPUTED.

Fig. 14. Continued (c)

Fig. 16c indicates more variety of sediment types than Fig. 16b does. The collecting
area of samples No. 1001 to No. 1075 seems to be different somewhat in environment
from that of the samples No. 2001 to No. 2160.

The figures on grain-size distribution (Fig. 17) illustrate that the samples may
be divided into a few groups on the basis of the curve patterns. Then, the curve
patterns are compared with each other by using the multivariate analysis, in order
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SCATTERGRAM OF CMIJIWA CSA.S1.CL) APR.15+ 1974 PAGE 2
FILE CMIODLVL (CKEATION DATE w MAR.Z2. 1974)
SUBFILE  ON10QO 0OKN2000
SCATTERGRAM OF  (DOWN} SA SAND RATIO (ACRUSSY S SILT RATIO
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(a)
Fig. 15. Scatter diagram among compositional parameters: (a) sand vs silt (SA-SI); (b) sand
vs clay(SA-CL); (c) silt vs clay (SI-CL).

to classify the samples objectively according to the frequency distribution of grain-
size.

Triangle contour diagram: In the sand-silt-clay contour diagram (Fig. 18), some
concentrated area are confirmed. Fig. 18b is somewhat different in pattern from
Fig. 18c. Namely, the both figures show a common concentrated center, but the
other center different; one is situated on the side of less clay content, while the other
is on the side of less sand content. It suggests that the collecting area of the samples
No. 1001 to No. 1075 is not the same in environment as that of the samples No.
2001 to No. 2160.

Contour map: The bathmetric map constructed by computer contouring (Fig. 19)
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SCATTERGRAM OF CHIJIWA (SA(ST«CL) APR.15+ 1974 PAGE 4
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Fig. 15. Continued (b)

shows a ridge structure in the central portion of the bay, surrounded a flat bottom,
and a submarine canyons also along the Nomo Peninsula. The samples No. 1001
to No. 1075 are collected from the submarine canyons, and those No. 2001 to 2160
from the central portion of the bay (see Fig. 3). The geomorphologic defferences
of the bottom for both sampling areas should have influence on the characteristics
of sediments.

The contour maps on the distribution of median phi scale, gravel contents and
mud contents (Figs. 20 to 22) show that the mud contents (Fig. 22) are rather high
in the nearshore area, and indicate that an spatial distribution pattern is correlatable
to that of median phi (Fig. 20). The distribution of gravel contents are pathy in
certain limited areas along the seashore line and the Nomo Peninsula (Fig. 21).
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CHIJIWA TYPE HISTOGRAM SEP,264 1974

PAGE 3
FILE CHIJIWA (CREATION OATE » SEP,18+ 1974)  CHIJIwA-8AY SEDIMENT SIZE ODATAUw[TH TYPE)
SUBFILE  ONLOOO Qn2000
VARIABLE  TYPE SEDIMENT TYPE
CODE
1 sessessatsvessen 1% 6.4 PCT
!
1
1
1A :' 4 1 0.8 PCT
}
2A avasuseates ( 10) &3 PCT
1
i
28 < 48) 20.4 PCY
i
:
3 - < 40y 17.0 PCT
1
1
3A . wew ¢ 38) 24,7 PCT
i
3B < 57y 24,3 PCT
1
1
31
. aspee ( oy 1.7 RCT
1
1
!
s eee ( 2 0.9 PCY
1
1
[T T P T T D L L s L T TS L T O C T S E R R e S CLERR RN R !
0 0 20 L [ 6 0 100
FREQUENCY
VALID  OBSERVATIONS = 235
MISSING OBSERVATIONS = [

(a)
Fig. 16. Frequency of the sediment types defined by Kamada et al. (1973): (a) whole samples;
(b) samples No. 1001 to 1075; (c) samples No. 2001 to 2160.
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CHIJIWA TYPE NISTOGRAH' SEP,26. 1974 PAGE
FILE CHIJIWA (CREATION DATE » SEP.18+ 1974) CnlJIWA=BAY SEDIMENT S{ZE DATA(WITH TYPE)
SUBFILE ON1000
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CODE
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0 5 i0 15 20 25 Q 3
FREGUENCY

vVALID OBSERVATIONS = 15
MISSING OBSERVATIONS = 4
Fig. 16. Continued (b)
CHIJIWA TYPE H]STOGRAM SEP. 264 1974 PAGE

FILE CHIJIWA (CREAT]ON DATE ® SEP,18¢ 1974}
SUBFILE ONROOO

CelJlwA=BAY SEDIMENT S]ZE ODATA(wlTH TYPE)

VARABLE TYPE SEDIMENT TYPE

CO0E

1 reserrsnesnevar ( 14) 8.7 PCT
1
i
}

1A P D 0.6 PCY
1
1
1

24 sensess ( ) 3,7 PCT
1
1
!
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1
H
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!
1
1

A sEBEEsIRLRRIRSRRIRRIRRSS ( 2¢) 13,7 PCT
i
!
1
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1
!
1

4 - 3 4) 2.5 PCT
i
!
1
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1
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0 1v 20 &0
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MISSING OBSERVATIONS = 4

Fig. 16. Continued (c)
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SILT CLAY

CHIJIWA SEDIMENT COMPONENTS
WHOLE RRER
(@)
Fig. 18. Triangular contour diagrams, showing concentration pattern of samples on triangular

diagram of sandsilt-clay three components system. (a) all samples; (b) samples No.
1001 to 1075; (c) samples No. 2001 to 2160.
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Fig. 18. Continued (b)
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Fig. 18. Continued (c)
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Iig. 22. Contour map of mud contents (MUD) in weight percent.

Factor analysis

R-mode factor analysis: Three factors are extracted, judging from the eigenvalue
and cumulative proportion of total variance. To obtain the final factor loading
matrix, three principal components are rotated (Table 3). The values are diagram-
matically shown in Fig. 23. As the result suggests, the factors seem to have the fol-
lowing attributes on the cumulative curve pattern of grain-size distribution.

F,...Size factor. Position of curve, for the factor loadings are positive and almost
same.

I>...Shape factor. Range of the curve.

I;...Shape factor. Distortion of the curve. The negative score means that the
curve is distorted on the larger side of the proportion (%). The positive means the
contrary case, though the distortion will be smaller than that of the negative.
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The correlation of factor scores to each statistical parameters (MDPH, SO
and SK) are shown in Fig. 24a—c. Fig. 24a indicates strongly high correlation
between F; and MDPH, but Figs. 24b and 24c do not illustrate any one.

Factor scores are plotted to investigate the relations among newly extracted
factors, Fy, Fs, and F3, and among the samples based on the factor scores (Fig. 25a—
¢). On the basis of the scattered diagram of F; and F, factor scores, the samples
are tentatively classified into four groups named A, B, C, and D, which seem to take
their positions parallel with each other on the diagram. The cumulative curves of
several representative samples of the four groups are shown in Fig. 26a, and their
positions on the scattered diagram of F; and F, in Fig. 26b.

The cumulative curves are reconstructed using the model obtained as the result
of the factor analysis. Although those of the samples which show unimodality of
frequencies of grain-size distribution are well reconstructed, those of showing multi-
modality are not well reconstructed.

Q-mode factor analysis: The computed eigenvalues and cumulative proportion of

total variance are shown in Table 4a. Four factors are extracted, and they explain
94.7%, of total variance. The eigenvectors (the principal factor loading matrix

Table 3. Results of R-mode factor analysis using correlation matrix.

Initial Quartimax rotated

Variable F, F, F, F, F; Fs
VARI101 (¢ 5) 0.892 0.409 0.104 0.885 —0.435 0.020
VARI102 (¢10) 0.950 0.313 0.059 0.945 —0.332 —0.003
VARI103 (¢15) 0.974 0.219 —0.001 0.971 —0.229 —0.044
VAR104 (¢$20) 0.987 0.146 —0.040 0.985 —0.149 —0.067
VARI105 (¢25) 0.993 0.087 —0.067 0.991 —0.086 —0.082
VARI106 (¢30) 0.995 0.028 —0.086 0.995 —0.025 —0.088
VARI107 (¢35) 0.996 —0.023 —0.087 0.996 0.026 —0.080
VAR108 (¢40) 0.994 —0.068 —0.074 0.995 0.067 —0.057
VARI109 (¢45) 0.992 -0.107 —0.022 0.993 0.101 —0.029
VARI110 (¢50) 0.988 —0.141 —0.022 0.990 0.128 0.009
VARI111 ($55) 0.983 -0.173 0.011 0.986 0.153 0.048
VARI112 (¢60) 0.978 —0.202 0.055 0.980 0.172 0.096
VARI13 (¢65) 0.970 —0.219 0.103 0.973 0.179 0.146
VAR114 (¢70) 0.962 —0.226 0.119 0.964 0.183 0.164
EIG* 13.32 0.55 0.07 (13.32 0.53 0.09 )
CUM-PCT** 95.2 99.1 99.6 95.1 98.9 99.6

* Eigenvalue. Sum of squares of factor loadings in the parentheses
** Cumulative proportion of total variance (%)
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Variables
VAR101 #5
VAR102 10
VAR103 815
VAR104 $20
VAR105 #25
VAR106 £30
VAR107 #35
VAR08 g40
VAR109 g45
VARI10 850
VARTI1 #55
VAR112 ¢60
VART13 ¢65
VAR114 ¢70

Fig. 23. Final factor loadings of R-mode factor analysis.

of these factors) are rotated by the varimax method. Then, the samples are plotted
in a coordinate, where each pair of vectors define X- and Y-axes (Fig. 27). Fig.
27 indicates that most samples are concentrated near the factor axes.

Krovan (1966) employed the Q-mode factor analysis for grain-size frequency
distribution data and classified recent sediments into four groups on the basis of
grain-size characters. According to his procedure most of the samples are well
classified into any of four groups, named 1, 2, 3, and 4, each of which is related to
one of four factors. There are, however, still remaining several samples which have
not any significant relation to each factor.
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By factor scores of Q-mode analysis, variable(s) is/are selected, which isfare
closely related to each group, as shown in Table 4b. The group 1 is especially re-
lated to the 7th variable (frequency of 3 to 4¢), the group 2 the 13th variable (fre-
quency of 94 +), the group 3 the 4th variable (frequency of 0 to 1g), and the
group 4 the 6th variable (frequency of 2 to 3¢). Namely, the groups 1 to 4 are
considered to be constituted from the silt, clay, gravel and sand rich samples,

respectively.
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Fig. 24. Scatter diagrams between each pair of factor scores of R-mode analysis and statistical
parameters:  (a) first factor score vs median (F;,-MDPH); (b) second vs sorting
coefficient (F3—SO); (c) third vs skewness (F;—SK).
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Fig. 24. Continued (b)
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Fig. 24. Continued (c)
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43

Scatter diagram among factor scores of R-mode analysis: (a) first vs second factor score

(F1-Fq);

(b) first vs third (F;-F,);

(c) second vs third (Fy-Fy).
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Fig. 25. Continued (b)
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Fig. 26. (a) Cumulative curves of representative samples of groups defined by factor
analysis, and (b) their points plotted on F;-F; diagram of R-mode factor scores,
where arrows show ascending order of cumulative curves in (a).
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Fig. 26. Continued (b)

Table 4. Results of Q-mode factor analysis: (a) Eigenvalue and cumulative propor-
tion of total variance; (b) varimax factor scores.

(a)
Factor Eigenvalue Cumulative Proportion
1 133.12 56.65
2 53.76 79.53
3 25.65 90.44
4 10.05 94.72
5 4.46 96.62
6 3.17 97.97
7 1.45 98.58




48

Table 4. Continued (b)

Kaichiro YaAMAMOTO

Variable Factor
2 4
VARO01 0.001 —0.001 0.031 —0.002
VARO002 0.007 —0.005 0.140 0.019
VARO003 0.019 —0.013 0.433 0.080
VARO004 -0.012 —0.006 0.741 0.036
VARO005 —0.139 0.044 0.439 —0.525
VARO06 0.344 —0.042 —0.158 —0.808
VARO007 0.840 —0.039 0.073 0.150
VARO008 0.318 0.155 0.096 0.154
VARO009 0.208 0.233 0.087 0.118
VARO10 0.053 0.327 0.012 0.002
VARO!1 —0.013 0.287 —0.011 —0.023
VARO12 0.053 0.146 —0.001 —0.011
VARO13 —0.077 0.840 —0.057 —0.056
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Fig. 27. Scatter diagrams among factor loadings of Q-mode analysis:

factor loading (QFL1-QFL2);
fourth (QFL1-QFL4);

fourth (QFL2-QFL4);

(a)

(b) first vs third (QFL1-QFL3);
(d) second vs third (QFL2-QFL3);
(f) third vs fourth (QFL3-QFL4).

(a) first vs second
(c) first vs
(e) second vs
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Fig. 27. Continued (b), (c)
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Cluster analysis

Several methods of the cluster analysis were carried out, and it was clarified
that the cluster analysis based on chi-square distance of frequency scores is the most
suitable in this case. The analyzed results are discussed below.

Four major branches are observed in the simplified figure (Fig. 28). The
upper branch is further subdivided into three subbranches. As the samples be-
longing to the lowest branch are rather limited, the branch is omitted in this case
study. The second and fourth major branches are subdivided into two subbranches
respectively. Thereby, seven clusters are observed in the figure, and named as the
A, Ay, Dy, Dy, C, B,, and B, group in descending order. The group names corre-
spond to the classification by the factor analysis. By using the dendrogram of the
original outputs (Fig. 29), the more detailed classification is attained, as shown in
the figure.

The convergence of each cluster is very good, and the separation of one cluster
from the other is also good. It is rather easy to recognize the cluster structure.
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Fig. 28. Simplified dendrogram of Q-mode cluster analysis, compiled from original
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Fig. 29. Dendrogram of original output from computer.
detailed classification is attained than in Fig. 28.

More
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Statistical significance of classification

Classification by the factor analysis: As shown in Tabs. 5a and 5b, the distance between
each pair of groups is significant at 19, significant level, and the equality of means
among the groups is rejected 19, significant level, so that the multivariate means
of the groups are different each other. As shown in Tab. 5¢, the discrimination
of each sample is excellent, for almost all samples are discriminated into correct

group.

Table 5. Discriminant analysis of groups defined by factor analysis with frequency scores
and phi values: (a) Test for multivariate equality of means; (b) F-distance
matrix (D. F.=14, 172); (c) Re-classification by discriminant analysis.

(a)

U-statistic 0.02927 D.F.=14, 4, 185
Approximate F 17.72478 D. F.=56, 671.22

(b)

Group
A D1
B 15.24
Group c 47.29 9.66
D1 14.44 30.02 58.37
D2 40.05 62.26 104.13 7.94
(©)
Number of cases classified into group
D2 A B C
D2 22 4 0 0 0
D1 2 21 1 0 0
Original group A 0 4 67 3 0
B 0 0 1 28 2
C 0 1 0 2 32

Classification by the cluster analysis: As shown in Tables. 6a and 6b, both the distances
among the groups and the rejection of a null hypothesis on the equalty of means are
significant at 19, significant level. The discrimination of each sample is also very
good (Table 6¢). Several samples of the A; group are, however, discriminated into
the D; or A; group. The fact suggests that the A; group is situated between the
D; and A, groups in the space, based on the variables used for the classification,
and that the A, group is a transitional or overlapping of the latter groups in the dis-
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tribution pattern of grain-size. Judging from the distance, the groups may be ar-
ranged in the order: the D,, A}, A,, B;, and C group, on the basis of the similarity
among them. Examining each neibouring pair of the groups, the distance between
the B; and B, groups is especially small (4.14), in comparison with the others having
usually 11.85 to 18.11. The division between the B, and B; groups is more detailed
than those of the other pairs.

Table 6. Discriminant analysis of groups defined by cluster analysis with chi-square distance
of frequency data: (a) Test of multivariate equality of means; (b) F distance matrix
(D. F.=14, 174); (c) Re-classification by discriminant analysis.

(a)

U-statistic 0.02048 D.F.=14, 5, 187
Approximate F 15.02178 D. F.=70, 832.49

(b)

Group
Al A2 Bl B2 C
A2 11.85
Bl 30.72 12.68
Group B2 21.39 10.90 4.14
C 82.12 54.29 14.41 17.12
D1 18.77 34.43 64.34 46.39 127.73
(c)
Number of cases classified into groups
D1 Al B2 C
D1 25 1 0 0 0 0
Al 4 41 8 1 0 0
Original A2 0 1 39 2 0 0
group gy 0 0 3 13 2 0
Bl 0 0 0 1 25 0
C 0 0 0 0 0 27

Classifiication made by Kamada et al. (1973): As shown in Tables. 7a and 7b, a null
hypothesis on the multivariate equality of means is rejected at 19, significant
level. The distance between each pair of groups is significant at 19, level, except
for that between the 2A and 2B groups, which is not significant. Combining the
2A and 2B groups into a group, five groups are tested by discriminant analysis.
The result (Table 7c) shows that many of the samples belonging to the 2A and 2B
groups are re-classified into the group 1, and that some samples of the group 3 are
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re-classified into the group 3A. Therefore, this classification is indistinct especially
in the separation between each pair of the groups 1, 2A and 2B.

Table 7. Discriminant analysis of sediment types defined by Kamada et al. (1973): (a)
Test of multivariate equality of means; (b) F distance matrix (D. F.=8, 215);
(c) Re-classification by discriminant analysis.

(a)
U-statistic 0.03000 D.F.=8, 5, 222
Approximate F 29.03202 D. F.=40, 939.96
(b)
Group
1 2A 2B 3 3A
2A 5.13
2B 7.38 2.42
Group 3 5111 27.18 82.21
3A 21.14 11.67 35.58 22.88
3B 106.51 60.90 216.34 40.25 109.80
(c)
" Number of cases classified into groups
1 2A, B 3A 3 3B, 4
1 14 2 0 0 0
Original 2A, B 12 40 5 0 1
riginal
group 3A 0 0 39 1 0
3 1 0 17 38 2
3B, 4 0 0 0 1 56

Description of groups

Breakdown: The general statistics of each group, which is classified by Kamapa
et al. (1973) and the cluster analysis, are shown in Tables 8 and 9. The tables describe
the mean and standard deviation of the statistical parameters for each group.

Table 10 illustrates the difference of each parameters among the groups. The
median, sand, silt, clay and mud contents are remarkably different among the groups.
The difference between two classifications is tested by the F-values of gravel contents
(G), sorting coefficient (SO) and water depth (DEP).

Triangle contour diagram: A triangle contour diagram of sand-silt-clay (Fig. 30)
is produced for each group, which is defined by the cluster analysis and shown in
the original dendrogram (Fig. 29).
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All the groups except for the group A, show good isolation in the figures.

mean locations are different from each other as shown in Fig. 31.

Table 8. Description of groups defined by cluster analysis, concerning statistical and

compositional parameters.

57

The

BREAKDOWN OF ChiJlwh

FILE cn!JI-A

SUBFILE  ON10( On20

anniou vnunu LR
BROKEN UOWN BY CALS

VAR]ABLE
FOR ENTIRE POOULATION

:ll'tnlaﬂ vARIABLE SO
ROKEN DOWN 8Y (a4

VaRjASLL
FOR [NTIHE wOPULATION

('l '[IION \ﬂnlAILi 38
BY  CAG)
eprmacaoeme.

VAR{ASLE

FOR ENYIRE POPULATION

CRITERIGN VARIABLE G
BRLAEN DOwN 3Y (a0

vARLABLE
FOK ENTIRE PIPULATION

cnlftnxo« VATLaBLE su
N DOWN BY - CAud

VARIABLL
FOR ENTIWE POHULATIUN

Cll\‘[llo’- vaR[AdLE  S!
BROKEN DOWN BY  CAS)
VaR1ABLE

FOR ENTIRE PORULATION

zuilvxou oAv( w WAR,Z6s 19732

MAY

“ee PASCFIPIION LF SULPOPULATI
HEDiAS Lot In Bl SALE
GROUP EAEL DN Fis
cove vaLuE LIREL Sum ME AN
609200 s
Ay 2454300 4303
az 147,100 3302
8l 51,8 1.992
w2 2.700
c 1.018
o1 235.1c¢ 6531
v2 233,200 1,600
.. €5CKIPTION OF SUBPUPDLATI
SuRTine Cobreriient
430uP #AIES T FR=LOLA
paa T VA_UE LASCL SuM MEAt
664,300 2.0272
Al 1954320 3.617
sz 9z.310 .19
81 1.387
w2 1.9
< 1.7e
J 126.0% PN
02 $3.580 press
“~- DESCAIPY|IN OF SUBPOPULATI
SKERNESS CORFFICIENT
GROUP IASES IN FReCD=CA
cae VALUE LavEL sum MEan
170,200 0.7260
a cosa?
A2 Cedas
31
82
<
o1 230330
02 180080
se=- LESCRIPTION DF SUBPOUPULATI
TAVEL MATIZ
GROUP BASEL ON FRZO-CA
[ VALJE ABiL sum NEAN
1993000 o.0872
at €0 .o
a2 8.2 a:0
L33 L0 [
B2 28700 1+333
< 186,000 b:.é’
B 2¢.100 o
w2 309 .ti)’
- - wESCRIPT]ION 3 F SUBPOPUL AT
Sl‘) RAT[S

GROUL ML D rkalleCA

cout VALUE LaBri 3UM MEAN

12393, 999 53,5889

2430200 4337

2 2723900 68,9952

bl 2920.900 31,262

Yo 1830.200 Te.51u

< 2094300 39,803

ol 532800 16,749

i3.70u ante

- SC®iPIION OF S5UgPOPULATI
ST HAV‘O

GROUP vASED O | résco=ca

Tout VALUE CalEn SuM uEAN
eTo0.a301 29.512)

a1 2019300 38,513

a2 947,620 22,362

Y 43,700

47 217,400

< 118.36C 3.8t

Ji 1876.300 520123

22 1333430 50:337

1+ 1973

ChlJlaheBiY SEUIMENT §12¢ UATACWITN TYPE)

ONS

ST0 DEV
-2092

1.079
0,288
0.515

0.2
0.725

0.782
0.309

oINS

VARTANCE
47927

1,168

ST LkV
1.3368

1.~zn
(Y

VARTANCE

1.8409

STO DEv
a.3911

oNS

VARTANCE
0.1329

310 vkv

3.

VAR|ANCE
10,1192

0.0

0.0

0.0
9

$TD eV
32.373¢

13.930
0,339
a,933
T.107

10.080
9.571
1.293

ONS

VARTANCE

1061.0260

810 LEV
20.0v82

1l.14s
6,014

VARIANCE
#03.938)

1289
3617




58

CRITERION VARIABLE QL
BROCEN DOWN BY (403

VARTABLE
FOR ENTIRE PUPULATION

CRITERION VAR[ASLE
ROKEN GOWN BY

VARIAYLE

FOR ENTIKE POPULATION

CRITERTON VAR[ABLE
BRCREK JOwh BY

oLv
Cans

VARJABLE
FOR ENTHE POPLLATION

[T15Y
Cany
CAts
CAbY
(313
Cand
Capd

Kaichiro Yamamoro

.- LM iRt 10N 3F 308°0Pu
caY RaTiy

GROUP BASED JN FR=CD=TA

Ins

Lot VALJE LABEL B4

4

Az

4

82

¢

o1 12200260

02 1209.900

e~ LLSiAal®ILIN OF 3UBPOPU

R E]
ARIUP BASE, 3N FR=COeCA

€ope. VAL )T LAdt. su4
13718.3002

AL 2709.200

2 1484, 200

»l 71,900

82 429,200

< 168,900

i 3064, 500

02 2369200

mee WS LrY 0TI AN e
dewin
GRUUF oAS7L N FReCue(A

suEP e U

ot ALUS LaBEL suM

#73%,3900

203100
1927.000
w83, 000
1064.700
843,000
134260
1J08.,00u

TOTAL CAbeS =

23

LAt
NEAN
17,2509

sTp 9EV

13,7880

CAT

uEAN
43,6000

3a.618

MEAN

37,1702

o

$TD OEV
33,3313

$T0 DEV
16,419¢

12,319
13,382

VARTANCE

249,198

03,063
1%.101

VANTANCE
1112,0102

198,030
67.1%

VARTANCE
216.2102

151,756
179,003

Table 9. Description of sediment types defined by Kamada et al. (1973), concerning

statistical and compositional parameters.
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Table 10. Univariate variance analysis of statistical and
compositional parameters.

Procedure TYPE CAG3

Degrees of 8 6

Freedom 226 228
MDPH 251.1 341.8
SO 39.6 51.6
SK 11.1 11:5
G 24.0 12.6
SA 224.4 399.8
SI 131.7 228.2
CL 1117.5 166.4
MUD 213.2 389.6
DEP 4.9 17:2
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Fig. 30. Triangle contour diagrams, showing concentration pattern of samples on a triangle
diagram of sand-silt-clay. Produced for each group defined by cluster analysis:
Al-1; Al-2; A2; AO0; Bl; B2; C; DI; D2 group.
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SILT S CLAY

Fig. 31. Configuration of concentration centers of groups defined by cluster analysis, see
also Fig. 30.

Evaluation of analytical results

The crosstabulation table between the two classification by KaMmapa et al.
(1973) and by the multivariate techniques demonstrated in this study are given in
Table 11. According to this table, the sum of the groups D; and D, in this study
corresponds to the group 3B by Kamapa et al., the sum of the groups A, and A,
to that of the groups 3 and 3A. But the groups containing coarser grains have no
clear correspondence between the two classifications.

This may influence the interprepation of the sedimentary environments of the
Chijiwa Bay.

As shown in this case study, the cluster analysis and factor analysis can classify
the samples easily, definitely and in more detail, and the multivariate disciminant
analysis can reveal the characterisrics of classified groups and the relation among
them.
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Table 11. Crosstabulation table between two classification by Kamada et al. (1973)
(across side) and by cluster analysis (down side). Numbers in each cell
indicate count, row percent, column percent and total percent in descending
order.
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Conclusion

In the case study mentioned above, the grain-size distribution data are analyzed
using the computer supported system. Namely, factors are extracted and their
meanings are examined by R-mode factor analysis; samples are classified into several
groups by the Q-mode factor analysis and cluster analysis; of their significance, the
given classifications are tested by the discriminant analysis; and the results are also
shown in several types of diagrams using the display programs. In the course of
these studies the data file system is used for the storage, retrieval, selection, transfor-
mation, and display of data.

The results are well concordant with those which are concluded from the ex-
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cellent studies of ordinal geologic techniques. Therefore, the validity of the data
analysis in geology is confirmed. Simultaneously the usefulness of the computer
supported systemn presented here is shown in the smooth processing of thses studies.

The size of geologic data is generally larger than those used in this study, and the
data analysis for such data is hardly performed without the help of computer. The
computer supported system presented here can treat such a large amount of data,
and is available for any geologists with a little knowledge on the computer.

In this study mainly numeric data are used, though large amounts of geologic
data are nonmetric, nominal, and nonquantitative. The computer supported system
can treat only a part of such data. By the improvement of the system, however,
nonquantitative geologic data will be treated in near future.

I have studied not only the computer supported system, but also the mathematical
and statistical techniques to treat geologic data. Some of the contributions on these
aspects will be reported in future.
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