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Abstract

We generalize Lusztig’s geometric construction of the PBW bases of
finite quantum groups of type ADE under the framework of [Varagnolo-
Vasserot, J. reine angew. Math. 659 (2011)]. In particular, every PBW
basis of such quantum groups is proven to yield a semi-orthogonal collec-
tion in the module category of the KLR-algebras. This enables us to prove
Lusztig’s conjecture on the positivity of the canonical (lower global) bases
in terms of the (lower) PBW bases. In addition, we verify Kashiwara’s
problem on the finiteness of the global dimensions of the KLR-algebras of
type ADE.

Introduction

Canonical/global bases of quantum groups, defined by Lusztig [Lu90a] and
Kashiwara [Kas91] subsequently, open up scenery in many areas of mathematics
which are visible only through quantum groups [Ari05, Lus08, Nak06]. They are
certain bases of quantum groups different from the natural quantum analogue
of the classical Poincaré-Birkhoff-Witt theorem (that are usually referred to as
the PBW bases).

Among these, the interaction between canonical/global bases of quantum
groups and affine Hecke algebras of type A (and their cyclotomic quotients)
yields many representation-theoretic consequences [Ari96, Ari05]. It is general-
ized to more general quantum groups and their representations by Khovanov-
Lauda, Rouquier, Varagnolo-Vasserot, Zheng, Webster, and Kang-Kashiwara
[KL09, Rou08, VV11, Zhe08, Web10, KK12] as a categorical counter-part of the
theory of canonical/global bases.

More precisely, to each symmetric Kac-Moody algebra g, they introduced a
series of algebras Rg (that we call the KLR-algebras) whose simple/projective
modules give rise to the upper/lower global bases of the corresponding positive
half of the quantum group of g. There the emphasis is on the categorification of
quantum groups, and their results are strong enough to generalize and categorify
Ariki’s result [Ari96] in these cases (Lauda-Vazirani [LV11] and [VV11, KK12]).

This story is sufficient to recover deep representation-theoretic properties,
without the PBW bases. The main observation of this paper is that the PBW
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bases still exist in the world of KLR-algebras, with essential new features which
are visible only with the KLR~algebras.

To see what we mean by this, we prepare some notations: Let A := Z[t*1].
Let g be a simple Lie algebra of type ADE, and let U™ be the positive half of the
A-integral version of the quantum group of g (see e.g. Lusztig [Lus93] §1). Let
Q" :=Z>oI, where [ is the set of positive simple roots. We have a weight space
decomposition Ut = @5€Q+ U;. We have the Weyl group W of g with its
set of simple reflections {s;}ic; and the longest element wg. For each 8 € Q7
we have a finite set B(co)s which parameterizes a pair of distinguished bases
{G"(b)}pe (o), and {G'(b) }peB(oo), Of Q(E) @4 Ug. The Khovanov-Lauda-
Rouquier algebra Rg is a certain graded algebra whose grading is bounded from
below with the following properties:

o The set of isomorphism classes of simple graded Rg-modules (up to grading
shifts) is also parameterized by B(c0)g;

e For each b € B(o0)g, we have a simple graded Rg-module L; and its
projective cover P,. Let Ly (k) be the grade k shift of Ly, and let [P, :
Ly (k)]o be the multiplicity of Ly (k) in P, (that is finite). Then, we have

Glow(b) _ Z tk[Pb : Ly <k>]0GuP(b/);

b'€B(00) 5,k

e For each 3,3 € QT, there exists an induction functor

* : Rg-gmod x Rg-gmod > (M, N) — M x N € Rg,g-gmod;

e K := Do+ Qt) ®a K(Rg-gmod) is an associative algebra isomorphic
to Q(t) ® 4 UT with its product inherited from x (and the t-action is a
grading shift).

As mentioned earlier, Lusztig [Lu90a] studied the geometric side of the story.

By applying the results in [K12a], we first observe the following:

Theorem A (Kashiwara’s problem = Corollary 2.9). For every 3 € Q%, the
algebra Rg has finite global dimension.

This problem is raised by Kashiwara several times in his lectures on KLR
algebras. We remark that in type A case, Theorem A follows through a Morita
equivalence with an affine Hecke algebra of type A (see e.g. Opdam-Solleveld

[0S09)).
For quantum groups, a way to construct a (nice) PBW basis depends on an
arbitrary sequence i := (iy,4,--- ,i7) € I* corresponding to a reduced expres-

sion of wy. Associated to i, we have a total order <; on each B(co)s (see §4).
We define two collections of graded Rg-modules {Eli,}beB(oo)ﬂ and {E} }pe (o),
as follows (cf. Corollary 4.14): 1) Ez‘; is obtained from P, by annihilating all
Ly (k) with ' <; b and k > 0, and 2) E} is obtained from E} by annihilating
all Ly (k) with k& > 0.

Since Rg is a graded algebra with finite global dimension, we set

(M, N)ggp = Z(—Uigdim exty, (M, N) € Q(t) for M,N € Rg-gmod,
i>0



where hompg, (M, N) := @, ., Hompg,_gmod(M (k) , N).

By construction, we deduce that the graded character expansion coefficient
[M : EL] € Z((t)) is well-defined for every M € Rg-gmod.

The above definitions of E‘l‘) and Eli) look natural, but not apparently related
to a PBW basis of U™.

Theorem B (Orthogonality relation = Theorem 4.13 and its corollaries). In
the above setting, we have:

1. Forb <; V', we have exty, (EL EL) ={0};
2. We have

C  (b#£V,i=0)

d Ei, Ei/ * = 5 /3
{0} (otherwise) o < b (Eir) >gEP bb

extly, (B, (EL)") — {

3. The graded Rg-module E,‘) is a self-extension of Ei in the sense that there

exists a separable decreasing filtration of Eli7 whose associated graded is a
direct sum of grading shifts of Ej.

Since we have (P, Lb’>gEP = 0p,py by definition, the pairing (e, 0>gEP is essen-
tially the Lusztig inner form (cf. [Lus93] 1.2.10-1.2.11). Therefore, Theorem
B guarantees that our {Eg}b, and {E}}, must be the categorifications of the
lower /upper PBW bases by their characterization. We remark that some of
these modules seem to coincide with those obtained by Kleshchev-Ram [KR11],
Webster [Web10], and Benkart-Kang-Oh-Park [BKOP].

Theorem C (Lusztig’s conjecture = Theorem 4.17). We have [Py : Ezl;/] =
[EL, : L] for each b,b' € B(c0)g. In particular, we have

[Py: EL] €N[t] for every b,b' € B(c0)g.

Theorem C is conjectured by Lusztig as his comment on [Lu90a] in his
webpage. Note that Theorem C is established in Lusztig [Lu90a] Corollary 10.7
when the reduced expression i satisfies the condition so-called “adapted” (see

§3).

Ezample D (g = sl3). We have I = {a1, as2}. The standard generators Fy, F5 of
U™ correspond to projective modules Py and P; of R, and R,,, respectively.
Then, one series of the (lower) PBW basis {El}, are:

Pl(cl) * Q;Cf) * P2(C3) for ¢1,c2,c3 > 0.

Here X(©) denotes a direct factor of X x X % ---x X (c times). Note that Pl(cl),

Qécf), and P2(C3) are maximal self-extensions of simple modules (this is a general
phenomenon). We have a short exact sequence

0—=PixP(2) — Pox P — Q21 — 0,

which is a categorical version of ExFE — t2E) F.



The organization of this paper is as follows: In the first section, we collect
several results from [K12a] needed in the sequel. The second section is the
preliminary on the KLR algebra. In the third section, we abstract and categorify
Lusztig’s arguments in the setting of the Hall algebras [Lus98] to the KLR
algebras by utilizing the results of [K12a] and the induction theorem imported
from [KL87, Lus02, K09]. This includes categorifications of Saito’s reflection
actions [Sai94] that we call the Saito reflection functors. In the fourth section, we
depart from geometry and utilize the properties of the Saito reflection functors
established in the earlier sections to deduce Theorem B and Theorem C.

After submitted the initial version this paper, there appeared another (al-
gebraic) proofs of the main results of this paper by McNamara [Macl2] and
Brundan-Kleshchev-McNamara [BKM12], which also covers non-simply laced
cases. Thier approach is quite different from that of ours, and one merit of our
approach is that it provides a bridge between geometric/algebraic view points,
typically seen in the Saito reflection functor used in the proof.

Acknowledgement: The author is indebted to Masaki Kashiwara for helpful
discussions, comments, and lectures on this topic. He is also indebted to Yoshiyuki
Kimura for helpful discussions, comments, and pointing out some errors. He is also
grateful to Michela Varagnolo for pointing out a reference.

Convention

An algebra R is a (not necessarily commutative) unital C-algebra. A variety
X is a separated reduced scheme X of finite type over some localization Zg of Z
specialized to C. It is called a G-variety if we have an action of a connected affine
algebraic group scheme G flat over Zg on Xy (specialized to C). As in [BBD8&2]
§6 and [BL94], we transplant the notion of weights to the derived category
of (G-equivariant) constructible sheaves with finite monodromy on X. Let us
denote by D®(X) (resp. DT (X)) the bounded (resp. bounded from the below)
derived category of the category of constructible sheaves on X, and denote by
D{(X) the G-equivariant derived category of X. We have a natural forgetful
functor DE(X) — D*(X), whose preimage of D*(X) is denoted by D% (X). For
an object of D%(X), we may denote its image in D(X) by the same letter.

Let vec be the category of Z-graded vector spaces (over C) bounded from
the below so that its objects have finite-dimensional graded pieces. In partic-
ular, for V = @;s_ o V" € vec, its graded dimension gdimV := ", ¢/ dimV; €
Z((t)) makes sense (with ¢ being indeterminant). We define V (m) by setting
(V{im)); :=Viep.

In this paper, a graded algebra A is always a C-algebra whose underlying
space is in vec. Let A-gmod be the category of finitely generated graded A-
modules. For E, F € A-gmod, we define homa(F, F') to be the direct sum of
graded A-module homomorphisms hom 4 (E, F')7 of degree j (= Homa_gmod (E (j) , F)).
We employ the same notation for extensions (i.e. extly(E, F) = &;czext’y (E, F)7).
We denote by Irr A the set of isomorphism classes of graded simple modules of
A, and denote by Irrg A the set of isomorphism classes of graded simple modules
of A up to grading shifts. Two graded algebras are said to be Morita equivalent
if their graded module categories are equivalent. For a graded A-module E, we
denote its head by hd E, and its socle by soc F.

For Q(t) € Q(t), we set Q(t) := Q(¢t!). For derived functors RF or LF
of some functor F', we represent its arbitrary graded piece (of its homology



complex) by R*F or L*F, and the direct sum of whole graded pieces by R*F' or
L*F. For example, R*F = R*G means that R'F = R!G for every i € Z, while
R*F =~ R*G means that @, R'F =~ P, R'G.

When working on some sort of derived category, we suppress R or L, or
the category from the notation for simplicity when there is only small risk of
confusion.

1 Recollection from [K12a]

Let G be a connected reductive algebraic group. Let X be a G-variety. Let A
be the labelling set of G-orbits of X. For A € A, we denote the corresponding
G-orbit by Oy. For A\, € A, we write A < p if Oy C 0,. We assume the
following property (#):

()1 The set A is finite. For each A € A, we fix ) € 0,(C);
(#)2 For each A € A, the group Stabg(zy) is connected.

We have a (relative) dualizing complex wy = p'C € D%(X), where p: X —
{pt} is the G-equivariant structure map. We have a dualizing functor

D : DY(X) 5 C* v Hom* (C*,wx) € DY(X).

We have a D-autodual ¢-structure of D% (X) whose truncation functor and
perverse cohomology functor are denoted by 7 and P H, respectively.

For each A € A, we have a constant local system C, on Q). We have
inclusions iy : {z),} — X and j) : Oy — X. Let Cy := (jx)C,[dim O,] and
ICy == (jx)1C,[dim O,], which we regard as objects of D%(X). We denote by

Extg; (e, 0) : DG(X) x Dg (%) — D*(pt)
Ext®(e,e) : D’(X)°? x D°(X) — D°(pt)

the Ext (as bifunctors) of D%(X) and D?(X), respectively.
For each \ € A, we fix L) € D’(pt) as a non-zero graded vector space with
a trivial differential which satisfies the self-duality condition Ly = L}. We set

L= L\RIC, € DY(X).
AEA

By construction, we find an isomorphism £ = DL.
We form a graded Yoneda algebra

Acx) = QB Al x) = @ Exth (L, £)

1€Z €L

whose degree is the cohomological degree. We denote by B(g x) the algebra
Aa,x) by taking L = @,., 1Cy (and call it the basic ring of A x)). The
algebra B(g,x) is Morita equivalent to A(g x), and hence all the arguments in
the below are independent of the choice of £, which we suppress for simplicity.
We also drop (G, %) in case the meaning is clear from the context. It is standard
that {Lx}aea forms a complete collection of graded simple A-modules up to
grading shifts.



Lemma 1.1 (see [K12a] 1.2). For a graded A-module M, its graded dual M*
is again o graded A-module. O

For each A € A, we set

P)\ = EXtG |CA, @EXtG |C)\,
i€Z
Each Py is a graded projective left A-module. By construction, we have
A= P L5 RExtg(1Cy, L) = P PR L

AEA AEA

as left A-modules. It is standard that P, is an indecomposable A-module whose
head is isomorphic to Ly (cf. [CG97] §8.7). We have an idempotent ey € A so
that P\ = Aey as left graded A-modules (up to a grading shift).

For each A € A, we set

Ky := Ext&(Cy, £) and Ky := H*) L[dim Q,].

We call K a standard module, and K \ a dual standard module of A.

We regard each ICy as a simple mixed perverse sheaf (of weight zero) in the
category of mixed sheaves on X via [BBD82] §5 and §6, and each L) as a mixed
(complex of) vector space of weight zero. Le. each LY is pure of weight ¢ in the
sense that the geometric Frobenius acts by ¢*/2id if we switch the base field to
the algebraic closure of a finite field of cardinality ¢. It follows that the algebra
A acquires a (mixed) weight structure.

We consider the following property (é):

(%)1 The algebra A is pure of weight 0;
(d)2 For each A € A, the perverse sheaf ICy is pointwise pure;

Theorem 1.2 ([K12a] 3.5). Assume the properties (#) and (&). Then, the
algebra A has finite global dimension. O

For M € A-gmod and i € Z, we define

[M : Ly (3)]o := dim Hom s gmod (P () , M) € Z and
[M : L)\] = gdim hOHlA(P,\,M) S Z((t))

We have [M : L] = 3,.,[M : Ly (i)]ot" € Z((t)).
Theorem 1.3 ([K12a] 1.6). Assume the properties (W) and (&):
1. We have

[Kx:L,=0=[Kx:L, forAZp and [Kx:Ly=1;
2. For each i A \, we have

exty (Ky, K,) = {0} and  ext® (K, K,) = {0};



3. For each A\ € A, we have

I~(>\ = PA/(Z AeuP)\);

TR

4. Each IN(A 18 a successive self-extension of K. In addition, we have
[K)\ : L)\] = gdim HS.tabc(xA)(pt)'

For M € A-gmod and N € A-gmod, we define its graded Euler-Poincaré
characteristic as:

(M, N)ggp =Y _(—1)'gdimext’y (M, N) € Z((t). (1.1)
i>0

Let j : 9 — X be the inclusion of an open G-stable subvariety. We form a
graded algebra
A(G,@) = EXté(]*C,j*E)

Lemma 1.4 ([K12a] 4.4). Let j : Y — X be the inclusion of an open G-stable
subvariety. Then, 2 satisfies the conditions (#) and (&) if X does. O

Proposition 1.5 ([K12a] 4.3, 4.5). Let i : Oy — X be the inclusion of a closed
G-orbit (with A € A), and let j : Y — X be its complement. Then, we have an

isomorphism A(G,Z{)/(A(G,Z{)e)\A(G,%)) i) A(G,@)' O

Corollary 1.6 ([K12a] 4.2, 4.3, 4.5). Let j : 3 — X be the inclusion of an open
G-stable subvariety. We have

extji‘ (A7 LM) = eXt*A(A(G,@), LM)

for every u € A so that O, C . O

2 Quivers and the KLR algebras

Let I' = (I,Q) be an oriented graph with the set of its vertex I and the set of
its oriented edges 2. Here [ is fixed, and 2 might change so that the underlying
graph 'y of T' is a fixed Dynkin diagram of type ADE. We refer 2 as the
orientation of I'. We form a path algebra C[I'] of T'.

For h € Q, we define h’' € I to be the source of h and h” € I to be the sink
of h. We denote i < j for 4,7 € I if and only if there exists h € €2 such that
{n',h"} ={i,j}. A vertex i € I is called a sink of T" if h’ # i for every h € Q.
A vertex i € T is called a source of T if h”" # i for every h € Q.

Let Q% be the free abelian semi-group generated by {«; }scr, and let QT C Q
be the free abelian group generated by {a;}icr. We sometimes identify @ with
the root lattice of type I'g with a set of its simple roots {a; }icr. Let W = W (Ty)
denote the Weyl group of type I'y with a set of its simple reflections {s;}ier.
The group W acts on @ via the above identification. Let R* := W{a; }ier NQ™
be the set of positive roots of a simple Lie algebra with its Dynkin diagram T'g.

An I-graded vector space V is a vector space over C equipped with a direct
sum decomposition V = @, ; V.



Let V be an I-graded vector space. For 8 € Q%, we declare dimV =
if and only if 8 = >, ;(dim V;)a;. We call dim V' the dimension vector of V.
Form a vector space

E%} = @ HOHl(c(Vh/, Vvh//).
heQ

We set Gy := [[,c; GL(V;). The group Gy acts on E}} through its natural
action on V. The space E§} can be identified with the based space of C[I']-
modules with its dimension vector 8. Let M; be a unique C[T']-module (up to an
isomorphism) with dimM; = ;.

For each k > 0, we consider a sequence m = (my,ma,...,my) € I*. We
abbreviate this as ht(m) = k. We set wt(m) := Z§=1 m, € QT. For § =
wt(m) € QF, we set ht 3 = k. For a sequence m’ := (m/,...,m},) € I*, we set

m+m’ = (my,...,mpm, ... my) € IF,

For i € I and k > 0, we understand that ki = (i,...,i) € I*.

For each 8 € Qt, we set Y? to be the set of all sequences m such that
wt(m) = 3. For each 3 € QT with ht 3 =n and 1 <i < n, we define an action
of {o; ?2—11 on Y? as follows: For each 1 <4 <n and m = (my,...,m,) € Y7,
we set

o = (M, oy M1, M1, Ty M2y e ey M)

It is clear that {o; ?:_11 generates a &,-action on Y. In addition, &,, naturally
acts on a set of integers {1,2,...,n}.

Definition 2.1 (Khovanov-Lauda [KL09], Rouquier [Rou08]). Let 8 € Q™ so
that n = ht 3. We define the KLR algebra Rz as a unital algebra generated
by the elements r1,...,kn, T1,---,Tn_1, and e(m) (m € Y#) subject to the
following relations:

1. degk;e(m) = 2 for every i, and
72 (mz = mi_,_l)
degrie(m)=4¢1  (m; < miq1);
0  (otherwise)
2. [ki, k5] =0, e(m)e(m’) = 0y mre(m), and ) y5 e(m) = 1;

Tie(m) = e(o;m)7e(m), and 7;7¢(m) = 7;7;e(m) for |i — j| > 1;

> W

re(m) = Qm,i(Ki, Kit1)e(m);

5. For each 1 <1¢ < n, we have

Tit1TiTir1e(m)—7;7117;€(m)
{ Qm,i(Kit2,kit1)—Qm,i(Ki,Kit1)

Kit2—HK;i e(m) (mi+2 = ml) .
0 (otherwise)

—e(m) (i=k,m; =mq1)
6. Tikre(m) — kg, (yTie(m) = { e(m) (i=k—1,m; =miq1)-
0 (otherwise)



Here we set hAm; = #{h € Q| h' =m;, k" = m;;1} and

1 (mi 7'é mi41,M; ?L> mi+1)
Qun,i(u,v) = ¢ (=1)i(u—wv) (m; & mig) )
0 (otherwise)
where u, v are indeterminants. O

Remark 2.2. Note that the algebra Rg a priori depends on the orientation (2
through Qm,;(u,v). Since the graded algebras R are known to be mutually iso-
morphic for any two choices of Q (cf. Theorem 2.3), we suppress this dependence
in the below.

For an I-graded vector space V with dim V' = 3, we define

F; C V is an I-graded vector subspace,

x € ES:. For each 0 < j < htg,
and
Fj+1 C Fj, and satisfies *F; C Fjq1.

Fg :={({Fj}?t_ﬁo,ir)

59 :{{Fj};tfo

F; C V is an I-graded vector subspace s.t. Fj11 C Fj}

We have a projection

h h
wg : FﬁQ e ({Fj}jfoax) = {Fj}jfo € Bg’

which is Gy -equivariant. For each m € Y”, we have a connected component
Q ht Q . X Q
Fm ::{({Fj}j:ﬁmx)eFﬁ |dl7ij/Fj+1:O‘mj+1 VJ}CFL}’

that is smooth of dimension d}. We set B} := w;} (F$}), that is an irreducible

component of Bg. Let
h
Tt Fra 2 ({Fj}jfmx) —x € By

be the second projection that is also Gy -equivariant. The map 7%, is projective,
and hence
Ly = (m) Cdy]

decomposes into a direct sum of (shifted) irreducible perverse sheaves with their
coefficients in D®(pt) (Gabber’s decomposition theorem, [BBD82] 6.2.5). We set
LG = @Pmeys L Let e(m) be the idempotent in End(£) so that e(m)Lf =
LS. Since 7 is projective, we conclude that DL} = £ for each m € Y7,
and hence

DLY = L. (2.1)

Theorem 2.3 (Varagnolo-Vasserot [VV11]). Under the above settings, we have
an isomorphism of graded algebras:

Ry = @) Exty, (L5, £5).
1€EZL

In particular, the RHS does not depend on the choice of an orientation 2 of T'g.



For each m,m’ € Y?, we set
Rmm = e(m)Rge(m’) = @Extgv (L2, L9).
i€Z

We set Sz C Rg to be a subalgebra which is generated by e(m) (m € Y#)
and K1,...,kn.

For each 1,02 € Q4+ with ht3; = n; and ht 32 = ng, we have a natural
inclusion:

Roy @Ry, 3 c(m)He(m) — e(m+m) € Rois, .
Rg, ®¥1 > kKL X1 — Kiy Ti € Rp 48,
IXRg, > 1XkK;, 17 = Kitn>Titny € R, 48,

This defines an exact functor
*: Rg, W Rg,-gmod > M1 XM — Rpg, 45, Or, ®R,, (M1KM2) € Rg, 43,-gmod.

It is straight-forward to see that x restricts to an exact functor in the category
of graded projective modules:

* Rﬁ1 X Rgz-proj 5 M X My — Rﬁl-‘rﬁz ®Rﬁ1|zRB2 (Ml X MQ) S Rﬁ1+52-proj.
If i € I is a source of I and f = (fu)heq € EY, then we define

€ (f) := dimker @ fn <dimV;.
heQ,h/=1i

Ifi € Iis asink of T and f = (f)neq € E{}, then we define

€;(f) := dim coker @ frn < dimV;.
heQR =i

Each of €f(f) or €;(f) do not depend on the choice of a point in a Gy-orbit.
Hence, €; or €] induces a function on ES that is constant on each Gy -orbit, and
a function on the set of isomorphism classes of simple Gy -equivariant perverse
sheaves on E3 through a unique open dense Gy -orbit of its support whenever
i is a source or a sink.

Proposition 2.4 (Lusztig [Lus91] 6.6). For each i € I, the functions €; and
€; descend to functions on the set of isomorphism classes of simple graded Rg-
modules (up to degree shift).

Proof. Note that [Lus91] 6.6 considers only ¢;, but € is obtained by swapping
the order of the convolution operation. O

Theorem 2.5 (Khovanov-Lauda [KL09], Rouquier [Rou08], Varagnolo-Vasserot
[VV11]). In the above setting, we have:

1. For each i € I and n > 0, Ryo, has a unique indecomposable projective
module Py; up to grading shifts;
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2. The functor  induces a Z[t*']-algebra structure on

K:= P K(Rg-proj);
BeQT

3. The algebra K is isomorphic to the integral form U™ of the positive part
of the quantized enveloping algebra of type Lo by identifying [Pp;] with the
n-th divided power of a Chevalley generator of U™T;

4. The above isomorphism identifies the classes of indecomposable graded pro-
jective Rg-modules (8 € Q) with an element of the lower global basis of
U™ in the sense of [Kas91);

5. There exzists a set B(00) = | 3¢ o+ B(00)g that parameterizes indecompos-
able projective modules of @5EQ+ Rg-gmod. This identifies the functions

i, €f (i € I) with the corresponding functions on B(00).

Proof. The first assertion is [KL09] 2.2 3), the second and the third assertions

are [KLO09] 3.4, and the fourth assertion is [VV11] 4.4. Based on this, the fifth
follows from Proposition 2.4. See also Theorem 2.12 in the below. O

Remark 2.6. The coincidence of the lower global basis and the canonical basis
is proved by Lusztig [Lu90b] and Grojnowski-Lusztig [GL93]. We freely utilize
this identification in the below.

Proposition 2.7. In the above setting, the conditions (#) and (&) are satisfied.

Proof. The condition (#); is the Gabriel theorem (on the classification of finite
algebras, applied to C[I']). The condition (#)2 follows by the fact that Stabg ()
is the automorphism group of a C[I'-module M, which must be an open dense
part of a linear subspace.

We set Z§ := F x go F§. By [VV11] 1.8 (b) and 2.23 (or [CG7] 8.6.7),
we have an isomorphism HSV (Z§) = Extg,, (L3, L) as graded algebras (here
we warn that the grading on the LHS is imported from the RHS, and is not the
standard one; cf. [VV11] 1.9). Since Gy is a reductive group, we know that
each Gy-orbit of (82)2 is an affine bundle over a connected component of Bg
(see e.g. [CGI7] §3.4). By [VV11] 2.11, each fiber of the Gy -equivariant map
Zg — (BY)? induced from @ is a vector space. Therefore, we conclude that
Zg is a union of finite increasing sequence of closed subvarieties

0=250C 25, 252G & 250 = 25,

where each Zg j\Z E} -1 is an affine bundle over a connected component of Bg.
This implies the purity of HS'V (Zf;), and hence (&) follows.
The condition ()2 is Lusztig [Lu90a] 10.6. O

Corollary 2.8 (Lusztig [Lu90a]). Every simple Gy -equivariant perverse sheaf
on E‘f} appears as a non-zero direct summand of E% up to a degree shift.

Proof. By Proposition 2.7 and Theorem 2.3, we deduce that the assertion is
equivalent to #lrroRg = #(Gyv\E). This follows from a standard bijection
between the set of isomorphism classes of indecomposable C[I']-modules and a
basis of U™ & la Ringel [Rin90] (or a consequence of the Gabriel theorem). [
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Theorem 2.9 (Kashiwara’s problem). The algebra Rg has finite global dimen-
sion.

Proof. Apply Theorem 1.2 to (2.1), Proposition 2.7, and Corollary 2.8. O

Thanks to Corollary 2.8 and Theorem 2.5 5), we have an identification
B(00)s = Gy\EY}, where V is an I-graded vector space with dimV = .
By regarding Gy \E$ as the space of C[I']-modules with its dimension vector
3, each b € B(c0)g gives rise to (an isomorphism class of) a C[[']-module M,.
Let us denote by (O)gZ the Gy-orbit of Ef! corresponding to b € B(co)s. Each
b € B(00)g defines an indecomposable graded projective module P, of Rg with
simple head L; that is isomorphic to its graded dual L (see §1).

The standard module K3 and the dual standard module l~(b in §1 depends

on the choice of {2 since the Fourier transform interchanges the closure relations.
Therefore, we denote by Kj? (resp. K;') the standard module (resp. the dual
standard module) of L; arising from E32.
Ezample 2.10. If 8 = ma; for m > 1 and ¢ € I, then the set B(00)mq,; is a
singleton. Let L,,; and P,,; be unique simple and projective graded modules
of R, up to grading shifts, respectively. The standard module K,,; and the
dual standard module IN(mZ- do not depend on the choice of 2 in this case. We
have L,,; =2 K,,; and Pp,; = K,;, and

[I?m’b : sz] = gdlm C[[E17 e 71-m]67n.

Let Qg be the fullsubcategory of ng (Eg) consisting all complexes whose
direct summands are degree shifts of that of Lg.

Let 8 € QT with ht 3 = n. Let <p be the Bruhat order of &,, with respect
to the set of simple reflections {o1,09,...,0,_1}. For each w € &,, and its
reduced expression

W= 045,05," " 0jp,

we set Ty := Tj,Tj, - Tj.. Note that 7, depends on the choice of a reduced
expression.

Theorem 2.11 (Poincaré-Birkoff-Witt theorem [KL09] 2.7). We have equalities
as vector spaces:

Rg = @ TwSge(m) = @ SpTwe(m),

weES, ,meY’ weS,, ,meY”r
regardless the choices of Ty,. O

Let 8 € QT so that ht 3 =n. For each i € I and k > 0, we set

Ylfz‘::{m:(mj)eyﬁ|mlZ"'kazz'}and

V= {m=(my) €Y7 [my = = mp_gy1 =i},

In addition, we define two idempotents of Rg as:

e;(k) := Z e(m), and e (k):= Z e(m).

me YkﬁZ me Ykﬁl*
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Theorem 2.12 (Lusztig [Lus91] §6, Lauda-Vazirani [LV11] 2.5.1). Let 8 € Q+
and i € I. For each b € B(cx)s and i € I, we have

€;(b) = max{k| e;(k)Ly # {0}} and

€ (b) = max{k| e (k) Ly, # {0}}.
Moreover, e;(€;(b)) Ly and e (€7 (b)) Ly, are irreducible R, 5)a, "Rz _c, (b)a, -module
and Rg_cx (h)on W Rex (b)as —module respectively. In addztzon if we have distinct
b,b/ € B(co)s so that €;(b) = k = €;(V') with k > 0, then e;(k)Ly and e;(k)Ly
are not isomorphic as an Ryo, M Rg_jqa, -module. O

3 Saito reflection functors

Keep the setting of the previous section. Let €; be the set of edges h € Q2 with
h" =i or I/ =i. Let 5;9; be a collection of edges obtained from h € Q; by
setting (s;h)" = h” and (s;h)” = h'. We define ;0 := (Q\Q;) U s,£; and set
s = (I, 5;82). Note that I'g = (s;,T')o.

Let wy € W be the longest element. Choose a reduced expression

Wo = 84154y * " Sip-

We denote by i := (iy,...,is) € I* the data recording this reduced expression.
We say i is adapted to Q (or I') if each 4, is a sink of s;, _, ---s;, T

Let V be an I-graded vector space with dim V' = (3. For a sink i of I, we
define

BV ={(fn)nea € B | coker( € fu: @Vh/ — V;) ={0}}.
heQ,h!" =i
For a source i of I', we define
LE‘S/Z ::{(fh)heﬂ € E‘f} ‘ ker( @ fh Vi — @Vh//) = {0}}
heQ,h/=i "

Let Q be an orientation of I' so that 7 € I is a sink. Let 8 € QT N s;QF.
Let V and V' be I-graded vector spaces with dimV = 8 and dim V' = s;0,
respectively. We fix an isomorphism ¢ : ®;;V} =, @j#Vj’ as I-graded vector
spaces. We define:

(fh) € ’LE{E, (f;b) € iE‘-S;/Q,
iZ\(/z,V/ = {{(fh)hesz, (fr)hesias ¥} N Gfn = fro for h & Q; }
P Vi, — ker(@hem fn: @h Vi — Vz)

We have a diagram:

EQ <O pe <78, TV ipnec WV pea (3.1)
If we set
Gy = GL(V;) x GL(V]) x [[ GL(V;) = GL(V;) x GL(V{) x [[ GL(V}
J#i J#i

then the maps pl{,, and q{/ are G'y,y-equivariant.
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Proposition 3.1 (Lusztig [Lus98]). The morphisms pi, and qi, in (3.1) are
Aut(V;)-torsor and Aut(V})-torsor, respectively. O

When g =dim V', we set
iR§ = Extg (i LV, v LY) and "RYY = BExt® (51, L307, 50 LY
for the time being (see Corollary 3.4).

Lemma 3.2. We have an algebra isomorphism ,Rg > Rs/(Rpei(1)Rg). Simi-
larly, the algebra ’Rzg is isomorphic to Rs,3/(Rs,pef(1)Rs,3).

Proof. The maps jy and jy/ are Gy- and Gy-equivariant open embeddings,
respectively. Therefore, we apply Lemma 1.4 and Proposition 1.5 repeatedly to
deduce ;R = Rg/(RgeRpg), where e € Ry is a degree zero idempotent so that
eLy = Ly (O} ¢ Tm jy) or {0} (0§ C Imjy). By Proposition 2.4, Theorem 2.5
5), and Theorem 2.12, we conclude RgeRg = Rge;(1)Rg, which proves the first
assertion. The case of ’Rf:g is similar, and we omit the detail. O

Corollary 3.3. The set of isomorphism classes of graded simple modules of
iRg and 1R§g are {Ly (j) }e,(v)=0,jez and {Ly <j>}e;(b):0,j627 respectively. O

Corollary 3.4. The algebras Z-Rg and 1R§2 do not depend on the choice of ).
O

Proposition 3.5. In the setting of Proposition 3.1, two graded algebras iRg and

’Rig are Morita equivalent to each other. In addition, this Morita equivalence
is independent of the choice of Q (as long as i is a sink).

Proof. First, note that the maps jy, v+ are open embeddings. In particular,
g L% and ﬁ/,ﬁf},{ ! are again direct sums of shifted equivariant perverse sheaves.
By Proposition 3.1 and [BL94] 2.2.5, we have equivalences
Db (EQ) (@: Db (‘ZQ ) (M* Db (iEsiQ)
av lilvy Gy P4V Gy Uy )
In addition, a simple G,y -equivariant perverse sheaf £ on iZ%V, admits iso-
morphisms

(¢h)" (LA GLV)]) = L= (})* (L[dmGL(V)]),  (3.2)

where ;£ and 'L are simple Gy - and Gy-equivariant perverse sheaves on zE‘f,Z
and lE‘S}/Q, respectively. These induce isomorphisms of algebras:

B(GVaiEg) = B(GV,V’viZ&V/) = B(GV/,iE‘S;,Q). (33)
Therefore, Bq,, B2) and B( Gy B are Morita equivalent to the algebras in

the assertion by Corollary 2.8, which implies the first assertion.
We prove the second assertion. For any two orientations  and €’ which
have i as a common sink, we have Fourier transforms F* and F*% so that

.7:9(/3%) = Eg/ and ]:“Q(L’zg) = Eig' Since Q; = 2, these two Fourier
transforms are induced by the pairing between direct summands E C ES and
E* C EY which can be identified with those of Efif* and E‘S},Q/ in (3.1) via ¢.

14



Since the diagram (3.1) is the product of a vector space and the contribution
from Q;, we conclude that two pairs of sheaves (L%, [':2) and (LY, [,;zg,) are
exchanged by F% and F* commuting with the diagram (3.1). This identifies
the Morita equivalences obtained by Q and €’ as required. O

The maps ¢}, and pi, give rise to a correspondence between orbits. For
each b € B(00)s,3, we denote by T;(b) € B(co)g U {0} the element so that
()10 ) = (q{/)_l(@)%(b)) (we understand that T;(b) = 0 if ;¢ ¢
Impi,). Note that T;(b) = 0 if and only if €;(b) > 0. In addition, we have
€i(Ty(b)) = 0 if Ty(b) # 0. We set T, *(b') := b if b/ = Ty(b) # 0.

Thanks to Corollary 3.4, we can drop €2 or s;£ from iRg and 1RZQ We
define a left exact functor

T; : Rg-gmod —» ; Rg-gmod =, iRsig—gmod — R, 3-gmod,

where the first functor is Hompg, (; R, ®), the second functor is Proposition 3.5,
and the third functor is the pullback. Similarly, we define a right exact functor

T, : Rg-gmod —» 'Rz-gmod — ; Ry, s-gmod — R, 3-gmod,

where the first functor is iRB @R, o We call these functors the Saito reflection
functors (cf. [Sai94]). By the latter part of Proposition 3.5, we see that these
functors are independent of the choices involved.

Let ¢ € I. We define Rg-gmod, (resp. Rﬁ—gmodi’) to be the fullsubcategory
of Rg-gmod so that each simple subquotient is of the form L; (k) (k € Z) with
b € B(oco)p that satisfies €;(b) = 0 (resp. €;(b) = 0). In addition, for each

7

i # j € I, we define Rg-gmod’; := Rg-gmod" N Rg-gmod,;.
Theorem 3.6 (Saito reflection functors). Let i € I. We have:

1. Assume that i is a source of Q. For each b € B(00)g, we have

. K36, (e(b) =
U0 (k) >

2. For each b € B(c0)a, we have

oo (GO)=0 o ) Lo
E“_{W} (@) >0 ™ ““‘{5}

3. The functors (T;, TF) form an adjoint pair;

4. For each M € Rg—gmodi and N € R, 3-gmod;, we have
extp (TiM,N) = exty, (M, T; N);

5 Leti#jcl. Foreach 3 € Q" and m > 0, we have

as graded Rg,(p4ma,)-modules for every M € Rg-gmod,.

15



Remark 3.7. The proof of Theorem 3.6 is given by two parts, namely 1)—4) and
5). We warn that the proof of the latter part rests on the earlier part.

Proof of Theorem 3.6 1)—4). We prove the first assertion. The subset ‘Ef? C
E$} (with dimV = f3) is open. Therefore, Theorem 1.3 1) asserts that [Kj? :
Ly] # 0 only if €7 (b') = 0 whenever €] (b) = 0. It follows that ‘Rz®pr, K;' = K}’
as a vector space if €f(b) = 0, and {0} otherwise. This gives rise to a standard
module of ‘Rz by Lemma 1.4, and thus it gives a standard module of ; Ry, g by
Proposition 3.5. Note that the subset ; EiS C Eii? (with dim V'’ = ;) is also
open. Therefore, we use Lemma 3.2 to deduce the first assertion.

The second assertion is immediate from the first assertion and the construc-
tion of T; and T7.

We prove the third assertion. By Lemma 3.2, we know that T; factors
through the functor giving the maximal quotient which is a * Rg-module, while
T; factors through the functor giving the maximal submodule which is an
iRg-module. Therefore, the third assertion follows by the Morita equivalence
‘Rg-gmod = ; Ry, s-gmod for every 3 € QT Ns;Q7.

For the fourth assertion, notice that Rg- and R, s-action on M and N
factors through “Rg and ; Rs, s, respectively. It follows that ‘Rg ®pr, M = M,
iRs;3 ®r,,, TiM = T;M, and HomRsig(iRsiﬁ;N) &~ N. By Lemma 3.2 and
Corollary 1.6, we deduce that each indecomposable projective ; Ry, g-module ; P
admits an R,,g-graded projective resolution

= PP —-Py—;P—0

so that Fp is indecomposable and ; R, 3 ® R.,s P, = {0} for k > 1. Therefore,
we have
ext}sm(M, N) e:)(t:‘quﬂ(M7 N),

where we regard M, N as ;Rs,g-modules via Proposition 3.5 (here we treat
the Morita equivalence as an isomorphism for simplicity). Applying the same
argument for *Rg (again for M), we conclude the result. O

Lemma 3.8. Let i € I. For each 8 € QT, m > 0, and an indecomposable
graded projective ;Rg-module P, the module Py P is an Rg4ma,-module with
simple head.

Proof. By the Frobenius reciprocity, we have
hompy,,,,... (Ppix P, Ly) & homp, , &R, (P X P, L) (3.4)

for every b € B(00)g3+ma;- Assume that the above space is non-zero to deduce
the uniqueness of b and the one-dimensionality of (3.4). Choose d € B(c0)s so
that Lg is the unique simple quotient of P. We have ¢;(d) = 0 by assumption. By
Theorem 2.11, we have e(m)(P,,;xP) # {0} only if there exist a minimal length
representative w € & g1m)/(Sm X Gheg) and m’ € Y7 so that e(m’)P # {0}
and m = w(mi + m’). Since m’ ¢ Ylﬁ_i, we deduce €;(b) < m. Thus, if (3.4)
is non-trivial, then we have €;(b) = m and w = 1. Now Theorem 2.12 forces
ei(m)Ly = Ly,; ® Lg. Therefore, P,; » P has at most one quotient, which
completes the proof. O
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Theorem 3.9 (Induction theorem). Let V(i) be I-graded vector spaces with
dimV (i) = B;, and b; € B(oo)g, for i = 1,2. Let b € B(00)a,4+8, S0 that
Mp 2 My, @My, as C[T']-modules. Assume the following condition (x):

(*)o My, is not a quotient of My, for every by # by € B(oo)g,, and My, is not
a submodule of My, for every by # by € B(00)s,;

()1 EXt(lC[F] (Mbl ) sz) = {O}

We have an isomorphism Kl% *ng =~ K§! as an ungraded Rpg, y5,-module.
In addition, if My canonically determines the factor My, as a vector subspace,
then (x)o and (x)1 implies
K x K 2 K}

as a graded Rg, a,-module.

Before proving Theorem 3.9, we present some of its consequences. The proof
of Theorem 3.9 itself is given at the end of this section.

Corollary 3.10. Suppose that i is a sink of Q. Let m > 0. For each 8 € QT
and b € B(00)s with €;(b) = 0, the module K,; x Ki' is an indecomposable
graded Rgyma,-module isomorphic to K§} with My = MP™ @ M.

Proof. By Example 2.10, we deduce that the first part of (%) is a void condition.
Every irreducible subquotient of a C[I']-module isomorphic to M; is in its socle.
Hence, the second part of (x)o follows by the comparison of the socles. Since
1 is a sink, we have no extension of M?’” by M,, which is (x);. We write 8 =
kaﬂrzj# kja;. Since €;(b) = 0, M; is not a direct summand of M. In particular,
My, is canonically determined by My as its direct factor. Applying Theorem 3.9
yields the result. O

Corollary 3.11. Assume that i is a source and j is a sink of Q. Let 3 € QT.
For each m > 0 and b € B(co)g such that €;(b) = 0, we have

Ti( Koy * K§t) =2 (T Kpy) * T K
as graded R, (g1ma;)-modules.

Proof. By Corollary 3.10, we see that K, ; x Kl? ~ K,?, where M, & M;Bm D M.
By [Lu90a] 4.4 (c), we deduce that T;(b') # 0 if and only if T;(b) # 0. Since a
standard module is generated by its simple head, we deduce that T; (K, j* K] ,?) =
{0} if € (b) > 0, and it is isomorphic to K;i?,) if €X(b) = 0.

Since i # j, we always have T;K,,; # {0}. Therefore, we conclude that the
RHS is non-zero if and only if the LHS is non-zero. Thus, it suffices to show
that the RHS is isomorphic to K;i?b,)

If we have ¢ ¢ j, then j is a sink of 5,I". By ¢;(b) = 0 and the assumption,
we deduce that Mr, () also do not contain M; in this case. Hence, we deduce
€;(T;(b)) = 0. In addition, we have Tinflj = Kfn‘]Q Therefore, we apply
Corollary 3.10 to deduce that the RHS is K;{%,).

Assume that we have i «<» j. Let M; ; be a unique indecomposable C[s,;I']-
module with dimM; ; = a; + «; (up to an isomorphism). By ¢;(b) = 0 and
loc. cit. 4.4 (c), we conclude that My, ;) does not contain M;,M; ; as its direct
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factor. By assumption, i is a sink of s;I" and j is a source of an edge from j
to i, but is a source of no other edges. This particularly implies that M; is the
socle of M; ;. Therefore, we conclude the first half of (x)o in Theorem 3.9. If
an indecomposable C[s;I'l-module contains M; or M; ; as its subquotient, then
it must be a submodule. If an indecomposable C[s;I']-module has a non-zero
homomorphism to M; or M; ;, then it must be isomorphic to either M; or M; ;.
These imply the latter half of (x)o in Theorem 3.9. In addition, we have

Extep,r (ME™ M, ) = {0}

Therefore, we conclude (%) in Theorem 3.9. Let h, € s, be the unique edge so
that b, = j, b = i. For a representation (f)nes,0 on V = @, Vi isomorphic
to M??}” © M, (), We set

Vi (k #1.J)
Vii= Im(@hESiQ’h“:i fne @hESiQ,h”:j fh. fh) (k=1)
Im @hEsiQ’hu:j fh + fh_*l(v;/) + ker fh* (kj = j)

Then, the space V! C V defines a canonical C[s;I']-submodule M on V' so
that M = My, ). Therefore, we conclude that (T;K,y,;) * TiKZ? = K;ig),) as
required. O

Lemma 3.12. Let i,j € I be distinct vertices, m > 0, and 8 € QT. For each
b € B(oo) so that €;(b) > 0, the module T;K,,; L, has simple head that is
isomorphic to Ly with €;(b") > 0 up to grading shifts.

Proof. We first consider the case i ¢ j. We assume that both ¢ and j are sink.
We have T;K,,; =2 K,,;. By Theorem 3.9, we further deduce an isomorphism
KijxKpj = K(pqp); for p > 0. Together with Corollary 3.10 and the induction-
by-stage argument, we conclude that K, ;%L has simple head Ly . Moreover, we
have M & Mj‘-am ®M,. Therefore, we have €;(b) > 0 if and only if €;(b") > 0 since
€; counts the number of direct summand isomorphic to M; by our assumption
on €.

Now we consider the case i «» j. We rearrange 2 so that j is a sink of Q
and ¢ is sink of s;{2, and employ the same notation as in the proof of Corollary
3.11. We have a decomposition

M, =M OMP? OMy  with  d € B(00)s—pa;—gs,a,

as C[s;I']-modules so that Mg does not contain M; or M; ; as its direct summand.
Here we have d = T;(f) with ¢;(f) = 0 by [Lu90a] 4.4 (c). We set d' €
B(00)ms;a;+p S0 that Mg = Mf?]m @ M,. Thanks to Corollary 3.10 and Corollary
3.11, we have
K59 2 K% (T Kyy) % K59

By Corollary 3.10, we deduce that K;xT;K; is isomorphic to a standard module
of R, +a,- Since the orbit corresponding to K;xT; K is open dense, we deduce
that K; x T;K; is simple. By inspection, we find that #lIrroR2n,+o, = 2 and
each of simple graded Ry, 24,-module has dimension 3. Hence, T; K; x K; must

be simple. By a weight comparison argument, we deduce that K; x T;K; =
T;K; » K; (1). By Theorem 3.9, we deduce that

(T3 Kyj) x (TiKs;) =2 TiK(rps);  for every 7,5 > 0.
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Hence, we deduce Kp; T Kppj = T K% Ky up to grading shifts by induction.
Therefore, the induction-by-stage implies that the ungraded Rgyms,q,;-module

Ty K x K5 2 T Kopix (T K ) < K 22 Kok (T (g0 ) % K5 2 K50
has simple head Ly with ¢;(b") = p > 0 as desired. O

Proof of Theorem 3.6 5). We choose an orientation {2 so that ¢ is a source and
J is a sink. Let Fy := (T;Pp;) * (T;e) and Fy := T;(P,,; « e) be two functors
from Rg-gmod; to Ry, (g4+ma,)-gmod. Both of them are exact on Rz-gmod:.
Therefore, taking successive quotients of the isomorphisms in Corollary 3.11
(cf. Theorem 3.6 1)) yield

TZ(Km] * Lb) = (TZKm]) * TZLb (35)

as a graded R, (31ma,)-module for every b € B(c0)s such that e;(b) = 0.
Consider the composition map

n: Rmsiaj X Rsiﬁ — Rmsiaj—&-siﬁ — iRmSiOCjJI‘Si/B'

By the construction of the induction isomorphism (3.5), the map 7 induces an
inclusion T; K, j W T; Ly — T, (K x Ly) if €;(b) = 0. We have a two-sided ideal
J = ker(Rms,;a; M Ry,p — i Rins,a; ¥ iR, 5). We have

hompg,,, . &R, (J, Ly, B Ly, ) # {0}

only if b} € B(00)ms,qa, satisfies €;(b]) > 0, or by € B(c0)s, 3 satisfies €;(by) > 0.
In the former case, it is straightforward to verity that its image to iBonsia;4s:8
must be zero by Lemma 3.2. Thus, we consider the case €;(b}) = 0 and €;(b4) >
0. As by € B(©)m(a;+a,), it is standard to see Ly, = T;K,,; by rank two
inspection (see Theorem 3.6 1)).

The image of Lb/1 X Lb/2 in Rmsiaj"rsiﬂ factors through Lbfl * Lb/2 by con-
struction. By Lemma 3.12, the unique simple quotient Ly of Ly x Ly, satisfies
€i(b') > 0. Hence, the map n factors through ; Rys,q, X ;Rs,5. In other words,
we have a graded algebra map

TiRmaj X TiRﬁ - TiRmaj-i-ﬁ-
Therefore, we have a natural transformation
Fy = (T;Pj)  T;@ — T;(Pp,; @) = Fb.

Thanks to Lemma 3.8, we see that F, sends an indecomposable projective mod-
ule of ;Rg (regarded as an Rg-module) to a module with simple head (or zero).
The image of this natural transformation surjects onto this simple head by (3.5).
This forces two functors F} and F5 to be isomorphic on projective objects of
Rg-gmod; by the comparison of their graded characters. Therefore, we conclude
that they are isomorphic. O

The rest of this section is devoted to the proof of Theorem 3.9. During the
proof of Theorem 3.9, we omit €2 from the notation. We set 3 := (31 + (2, and
Vi=V(1)® V(2). Weset n =htg, and n; := htg; for i = 1,2. We write
Bi =2 er di(j)ay for i=10,1,2.
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We recall the convolution operation from Lusztig [Lu90a].
We consider two varieties with natural Gy -actions:

F C V : I-graded vector subspace}
)

Gry v (V) = {(F,Js,%,zbz)‘ z€Ey, st. zFCF
Y1: V/F2V(1),¢2: F=V(2)

F C V : I-graded vector subspace
Grg, 6,(V) := {(F, x)’ z € By, st aF CF }
dim F' = (32

We have a Gy 1) X Gy (g)-torsor structure ¥ : Gry 1y, v(2)(V) — Grg, g,(V)
given by forgetting 1 and ¥5. We have two maps

p:Grg, 3,(V)> (F,z) — x € Ey and

q:Gryayve) (V) 2 (F,2,91,9%2) = (Y1(x mod F),¢e(z|r)) € Ev) ® Ev()-
Notice that ¥ and q are smooth of relative dimensions dim Gy (1) + dim Gy (2)
and §(dim Gy +dim Gy (1) +dim Gy (2)) + Y cq d1 (R))d2 (R”), respectively. The
map p is projective. We set Nglﬂ2 = %(dim Gy — dim Gy ) — dim Gy (g)) +

> headi(h)dz(R"). For Gy (;)-equivariant constructible sheaves F; on Ey (;y for
i = 1,2, we define their convolution products as

F1OF = pF12[Nj 5], where 0" Fiy = q*(F1 B F) in DY (Gry),v2)(V))-

We return to the proof of Theorem 3.9. Let us fix objects Cy, p,, Lm1 m2 Of
DY (Grg, 5,(V)) (m' € Y and m? € Y?2) so that we have isomorphisms

9" (Cyy 0,) 22 " (Cy, W Cp,)[N], 5] and 0" Lot mz = " (Lot B Lin2) [N, 5],
Lemma 3.13. In the above settings, we have:
1. the variety p~1(Qy) is a single Gy -orbit;

2. the map p : p~1(Qp) — Oy is a P-fibration, where P is a suitable partial
flag variety.

Proof. We have M, 2 My, @ M, by assumption. The condition (x)o asserts that
the image of every two inclusions M, C My are transformed by Autcr)(Mp). Here
we have Autcry(My) = Stabg,, (23) for 2, € Qy(C). Therefore, p~!(Q}) is a single
Gy-orbit, which is the first assertion. Since p is projective, we conclude that
p~1(0,) — Oy is projective. By (#)a, the group Stabg,, (z3) is connected. Let
Uy, denote the unipotent radical of Stabg,, (z3). Since we have p~1(Q,) = Gy /H,
with Hp C Stabg,, (xp), the fiber of p is isomorphic to Stabg, (zp)/Hp, that is
projective. Therefore, we deduce U, C Hp and the inclusion

Hb/Ub C Stab(;v (xb)/Ub

must be a parabolic subgroup (of a connected reductive group). Therefore, we
set P to be their quotient to deduce the second part of the result. O

Corollary 3.14. We have
Cp, [dim Oy, ] ® Cyp, [dim Oy, ] = D[d] K Cp[dim Op),

where D = H*(P,C) by a suitable partial flag variety P with its dimension d.
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Proof. Thanks to (x)1, we deduce that 9(q~*(Qp, x Qy,)) is contained in a single
Gy-orbit. This, together with Lemma 3.13, implies that the stalk of the LHS
vanishes outside of Q. In addition, every direct summand of p.Cy, 1, |0,, viewed
as a shifted Gy -equivariant local system (which in turn follows by [BBD82] 5.4.5
or 6.2.5), must be a trivial local system by (#)2. Therefore, we conclude that
Cp, [dim Qp, ] © Cyp, [dim Oy, ] = D' K Cp[dim Op] with a graded vector space D’.
The isomorphism D’ = H*(P,C)[d] is by Lemma 3.13 2). O

We return to the proof of Theorem 3.9. In the below (during this section),
we freely use the notation from Corollary 3.14.
Thanks to Corollary 2.8, L3, and Lg, contains ICy, and 1C;,, respectively.
We have
Lt © L2 = L1 im?

by construction. Thanks to (x); and [BBD82|] 5.4.5 or 6.2.5, IC, appears in
Lomt1m2 up to a grading shift if the following condition (¢) hold:

(¢) ICp, appears in L, for i =1,2.

We set m := m! + m?. Let ;, € Qp be a point and let i, : {z,} — Ey be
the inclusion.

Lemma 3.15. Assume that (¢) holds. Then, the subspace
Z;}E.’Etbb(Ev) ((Cbl ® (Cb2 y £m1+m2) - Z;)gxt.Db(EV) (Cbl O] (Cb2 5 'C,B)
= Exty (o) (15 (Co, © C,),1,L5) =2 D*[—d] K K, (2dim Op)

s a generating subspace as an Rg-module.

Proof. The isomorphism parts of the assertion follow by [KS90] 3.1.13 and Corol-
lary 3.14. By (¢) and ()1, we conclude that £y, », contains an irreducible per-
verse sheaf supported on Supp Cy, 4,. Thanks to [BBD82] 5.4.5 or 6.2.5, we
conclude that L£,,1 ® L2 contains IC,. Therefore, the head L, of K, satisfies
e(m)Ly # {0}, which proves the assertion. O

We set @; C Ev to be the union of Gy-orbits which contains Q) in its
closure. Let jg : @Z — Fy be its inclusion.

Proposition 3.16. We have a canonical isomorphism
5Itbb(Ev)(Cb1 © Chyy Lontym2) = p*gxt.Db(GrL;l,gz(V))(Cblvb’zv D* X L1 m2)
in the bounded derived category of constructible sheaves on Ey, .

Proof. During this proof, we repeatedly use the local form of the Verdier duality
(see e.g. [KS90] 3.1.10, or [SGA4] Exposé XVIII 3.1.10). We have

gmt.Db(Ev) ((Cbl @ Cb2 5 Eml +m2) = p*&vtbb((}rﬁl B (V)) (Cbl b2y plﬁml +m2)’
Consider the Cartesian diagram

Gl‘ﬁl’ﬁQ (V) L> EV .

j\Jl jai

G——0)
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Note that j;; is an open embedding since p is continuous. It follows that

p*gxt.Db(Gr51,52 (V) ((Cb17b2 5 p!£m1+m2)

= (jg)*p*gxtbb(g)((]g)*cblybw (];)Iplﬁml-s-m?) (Cb17b2 = (]g)!(]g)*cbubz)

(33) P €3t () (7)) Chy o 2 (3]) Lot 4me) () op=poyp).

o~

In addition, (jg)*(Cbl,b2 is a local system supported on the closed Gy -orbit Oy

of G. Let us denote by 7, : Op — G the inclusion. We have (]Z)*Cbhbz =
(76 )1C[dim Op). Thus, we deduce

() PExt gy ((73)" Cor s ' (5]) Lont 4m2)
= (j))P.Ext 0, (ClAm O], 740 (3]) Lot 1m2)  ((3)*Coy s = (3):Clo])
= (jg)*pigq:tbb(ob)(@[dim Oy, D* &jé(]g)!£m17m2) (Corollary 3.14)

Il

p*gxtbb(Grﬁlm (V))((Cbhb27 D* X ‘le}mZ);

where p’ : O — (O),I is the restriction of p. Since all the maps are canonically
defined, composing all the isomorphisms yield the result. O

We return to the proof of Theorem 3.9. Taking account into the fact
p~1(zp) & P, we have an isomorphism

D*(d) X e(ml + mZ)Kb = H'z‘éé‘xtbb(Ev)((Cbl O] Cb2;£m1+m2)[2 dim Q]
and a spectral sequence arising from the base change (applied to i, and p)

Ey:=D*® H*(P) ® (e(m')K;, K e(m?)Ky,)
= H-i})p*gxt;)b(c%m () (Coy o D" B Lt m2)[2 dim Op ],

where we used the fact that dim p~1(Q;) — dim p~*(z;) = dim O, in the degree
shift of the second spectral sequence. Here the modules K3, , Ky,, and Kj are
pure of weight 0 by [Lu90a] 10.6 (see the proof of Proposition 2.7 for a bit precise
account). By Lemma 3.13 2), we deduce that H*(P) is also pure. Therefore, the
spectral sequence F5 degenerates at the Fs-stage. By factoring out the effect
of D*, we conclude that

e(m' + m*)K, = H*(P) K (e(m")K,, K e(m?)Ky,) (—d).
This induces an inclusion as Rm1 m1 X Rpy2 m2-modules
Pmime 1 (e(m") Ky, Ke(m?)Ky,) (d) — e(m' + m?)K,,.

The module e(m* + m?)K, admits an Ry 4m2 m!+m2-module structure with
simple head thanks to Theorem 1.3 3). This extends the Ruy1 m1 X Ry2 me-
module structure. Recall that for each i = ,1,2, the simple head of Kj,
as an irreducible Rg,-module is realized as the coefficient vector space of I1C,
inside Lg, (see §1), and its weight e(m®)-part is that of Ly (see §2). (Note
that this sheaf-theoretic interpretation gives a splitting of L, to Kj, as vector
spaces for each i = ),1,2.) By [BBD82] 5.4.5 or 6.2.5 and Corollary 3.14, the
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complex H*(P)[d]XIC, is a direct summand of 1C,, ©1Cp,. Therefore, the above
interpretation implies that the unique simple quotients Ly, and L, of K3, and
Ky, satisfy

Pmimz(H*(P) ® (e(m")Ly, Ke(m?)Ly,)) (—d) C e(m)L, C e(m)kK,

as vector subspaces, where L; is the simple head of K. In addition, these
inclusions are non-zero if m' and m? satisfies (¢). Since we can choose m! and
m? so that (o) is satisfied, we have a surjective map of graded Rg-modules:

Kb1 *Kb2 <d> —» Kb.
Lemma 3.17. In the above settings, we have
dime = dim (Kb1 * sz) .

Proof. In this proof, i denotes either @, 1, or 2. Let us choose a point zp, €
Oy, C Ey(;). Let T; be a maximal torus of Stabgv(i)xbi. Choose m‘ € Y7,
Thanks to the purity of each module (Lusztig [Lu90a] 10.6), we deduce that the
spectral sequence

Hy, (pt) @ Ho(mpi(wy,)) = HJ (10 (20,))

degenerates at the Ep-stage. Here the RHS have the same Hp, (pt)-rank as that
of HI: (w;} (x3)7%). Therefore, we have

dim Ha(r () = dim Hy (7} (23,) 7).

By Theorem 2.11, we deduce that Rg is a free Rg, X Rg,-module of rank m’fjbzl.
Hence, it is enough to show

Z dim H, (! (xb)T)

meY#
n! i _ ) B
= Z (dim Ho (7} (26,)™)) (dim He (75 (25,)™2)).
e m! ¢ YA
m? € Y52

This follows by a simple counting since E&(i) decomposes into the product of
varieties corresponding to each indecomposable module. O

We return to the proof of Theorem 3.9. Lemma 3.17 asserts that
Kb1 *Kb2 <d> = Kb

as graded Rg-modules. This completes the proof of Theorem 3.9 except for the
last assertion. The last assertion follows since the assumption implies that py, »,
is birational onto its image, and hence d = 0.
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4 Characterization of the PBW bases

Keep the setting of the previous section. For a reduced expression i of wy and
a sequence of non-negative integers ¢ := (cy,¢a,...,¢¢) € Zéo, we call the pair
(i,c) a Lusztig datum, and we call ¢ an i-Lusztig datum. For a Lusztig datum
(i,c), we define

¢
. k k
wt(i, c) := E C/ﬂi( ). where 'yi( )= Siy o Sip_y iy -
k=1

For two i-Lusztig data ¢ and ¢, we define ¢ <; ¢’ as: There exists 0 < k < £ so
that
cp=d,ca=0h ... cp= C;C and cx41 > C;H_l.

Associated to each Lusztig datum (i, c), we define the lower PBW-module Eé
as:
E(l: = Pclil *Til (1:)021'2 *TILQ (Pc *"'Tizf1pczie) ) . (41)

Similarly, we define the corresponding upper PBW-module E! as:
* - ~-']I‘i£71Lcﬂ-£) - ) . (4.2)

EL =Ly, % Ty (Leyi, * Ty (L

caiz c3i3

By construction, it is clear that El is a quotient of E.
Remark 4.1. The modules E. and E(‘: are identified with [W(l? and K from §2

when the reduced expression i is adapted to © (cf. Corollary 4.14). In addition,
we have P,; = K. and L = K; for each ¢ € Z>( and ¢ € I by Example 2.10.

Lemma 4.2. For each Lusztig datum (i,c), we have:
1. Eé and EL are Ryt i,c)-modules;

2. There exist isomorphisms as graded Ry, c)-modules:

Exl: = PC1i1 * (Ti1P62i2) * (TilTiz‘PCsis) Kook (Th T Tie—lpcéiz)
E:: = Lclil * (Tichziz) * (TilTizL ) Kok (Th T TizflLCeiz)'

c313

oo : ~ i
3. E} is a successive self-extension of EY;

4. E(‘: and EL are modules with simple heads if they are non-zero;

5. EX £ {0} if and only if EL # {0}.
Proof. Since T; is a functor sending an Rg-module to an R, 3-module (possibly
zero), the first assertion is immediate. Notice that each part in (4.1) grouped as
“Ty, (Peijy, * -+ )" belongs to R,-gmod;, for some v € @t by Theorem 3.6 2).
Therefore, we apply Theorem 3.6 5) repeatedly to deduce the second assertion
from (4.1). In addition, each T; T;, ---T;, _, L¢,q, is simple (unless it is zero)
and T; Ty, -+ Ty, , Pe,i, is a successive self-extension of T, T;, ---T;, L
Therefore, the third assertion follows by the second assertion. The functor T;
also preserves the simple head property (provided if it does not annihilate the
whole module) by construction. Therefore, we apply Lemma 3.8 repeatedly to
deduce the simple head property of E(‘: from that of P, ;, (1 <k <), which is
the fourth assertion. By the third assertion, Ei contains the head of Eé, and
hence the fifth assertion. O

Clik*
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Theorem 4.3 (Lusztig [Lu90a]). Assume that the reduced expression i is adapted
to Q. Then, we have EX # {0} for every i-Lusztig datum. Moreover, the set of
i-Lusztig data is in bijection with B(oo) as:

c—hdEL~ L, for be B(x).

Proof. Since i is adapted, we deduce that a module T;, T;, - - - T;, _, L, i, is sim-
ple and it corresponds to an indecomposable C[I']-module M) with dim My =

vi(k) ([Lu90a] 4.7). We apply Corollary 3.10 and Theorem 3.6 1) repeatedly to
construct a module with its simple head corresponding to the quiver represen-

tation MEBSI QP M%Z. Now the Gabriel theorem yields the result. O

Definition 4.4 (2-move, 3-move, [Lu90a] 2.3). We say that two Lusztig data
(i,c) and (i, c’) are connected by a 2-move if

1. there exists 1 < k < £ so that iy = i} |, ip41 = i, ix ¥ ixt1, and 4 = 4
for every | # k, k + 1;

2. we have ¢, = ¢} |, cht1 = ¢, and ¢ = ¢ for every | # k, k + 1.
We say that (i,c) and (i’,c’) are connected by a 3-move if

1. there exists 1 < k < £ so that ix_1 = ipq1 = i, i = G_ = Ty,
i <> igt1, and 4, =) for every | # k — 1,k k + 1,

2. we have ¢; = ¢] for every | # k —1,k,k + 1, and
/ / / .
(Ck—15Ch> Chy1) = (CrFCry1—co, Co, Ch—1+Cr—Co) for co := min{cg_1, cri1}-

Lemma 4.5. For two Lusztig data (i,¢) and (i',c’) which are connected by a
2-move, we have EL = EI, .

Proof. Find a unique 1 < k < £ so that iy = i) # ipy1 = 1},. By Lemma 4.2
2), it suffices to prove

Leyi, »Ti, L ~ *Tiy Lovi (4.3)

Ckik

and T;, T;,,, = Ty, T;, . Here we realize T;, and T;,,, by choosing the ori-
entation € so that the both of ix, 51 are source (which is in turn possible
since i #> iry1). Then, we have Ty, Ley i = Leyyyingrs Tipes Lerir, = Legiys
and Le, i, * Leyy iy = Leyyings * Ly, since Rpaik +qay, 18 Morita equivalent
to Rpa;, X Ryq,, for each p,¢ > 0 by the product decomposition of (Gy, E}).
This shows (4.3).

We have TikTik+1 (b) = Ek+1 ik (b)a €iy, (b) = €y, (Tik+1 (b))v and €1 (b) =
€ixsq (T3, (b)) by inspection. The essential image of the functor T; (applied to
R, 3-gmod for some 3 € Q1) is equivalent to ;Rg-gmod by construction. We
have e;, (1)e;,,, (1) = 0 = e;,,,(1)e;, (1) by definition. Therefore, we deduce
that the essential image of each of the functors T;, T;, , and T, T;, is equiv-
alent to the graded module category of

(Rs/(Rgei, (1)Rp))®r, (Ra/(Rpei,,, (1) Rp)) = Rg/(RgeRg) for some € QF,

where e := ¢;, (1) + ¢;,, (1) is the minimal idempotent so that ee;, (1) = e, (
and ee;, ., (1) = e;,,,(1). Hence, Theorem 3.6 2) guarantees that T;, T
T

Chf1ik41 Cht 1041 Tht1

—_
~—

Tht1

ing1 Li, as functors, which completes the proof. O
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For a reduced expression i = (i1,...,4s) of wy, we have a unique reduced
expression of the form i# := (iy, s, ... i, ;). (Namely s;; := wosi, wy )

Lemma 4.6. Assume that the set of modules {hd E(i:# }cezgo is in bijection with
Useg+ Irro Rs. Then, so is {hd E.i:}cezéo-

Proof. By Theorem 3.6 2), we deduce that

{Ti,(hd BV )berene, = {Lv € | Irro Rsei(b) = 0} U {{0}}.
BeQT

For every 3 € QF, we have wo8 € Q. It follows that

Ti, Ty -+ - Tiy Lyiy = {0} for each  m > 0.

Therefore, Lemma 4.2 2) asserts that TilEﬁ'E # {0} implies that the i#-Lusztig

datum ¢’ = (¢}, ..., c)) satisfies ¢, = 0, and we have
TilE(lf = (l:
for ¢ = (0,¢},¢h, -+ ,¢y_y). Thanks to Theorem 2.12 and Corollary 3.10, we

deduce that
i i
{hd (Lmll *Til Ec/ )}c’eZﬁ‘ZO,mEO = {hd Ec}CGZ“zO U {{0}}

However, as in [Lu90a] 2.4 (a), the number of Lusztig data of each B(oco)g is
constant for every reduced expression. Therefore, we must have a bijection as
required. O

Lemma 4.7. Let i and i’ be two reduced expressions which are connected by
a 3-move as (Ip—1, 0k, ik41) = (i, 941,1) for some k. If the set of modules
{hd Ei}ceZ”'ZO is in bijection with | 3¢ o+ Irro R, then so is {hd E'i:/}cezéo'

Proof. Applying Lemma 4.6 repeatedly, we assume that £ = ¢ — 1. We set
1:=1k_1 =1g,j = ix = i¢g—1 for simplicity.

In order to analyze the effect of T; or T}, we assume that ¢ € I is a sink or a
source by applying a Fourier transform if necessary. Since a Fourier transform
is defined by pairing a direct factor E of ES with a direct factor E* of E‘g}/
(where Q' is a different orientation of T'y), it must be identity if E = {0}.
Therefore, we can regard as if Ty is a quiver ({i,5},{h}) of type Ay provided if
GRS Zzo()&i@ZZoaj. Here h € {hi}, where hq_ = ],h{(_ =¢orh_ = i, h' = j. In
this case, the both sequences (i, j,¢) and (4,14, j) are adapted to the orientations
{h4+} and {h_}, respectively.

Thanks to Theorem 4.3 and the definition of %, it follows that each of the
two sets

{hd (Lcli * (TiLCQj) * (TZTJLC31))} and {hd (Lcllj * (TJLc’zz) * (T]Tché]))}

exhausts | |, g€Z0 110 Bpa, 4qa, (and hence they are identical). By applying
Lemma 4.2 2), we conclude the result since the other factors are in common. [
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Corollary 4.8. The module E} is non-zero for every Lusztig datum (i,c), and
the map )
c— hdEL 2 L, for b € B(c0)

sets up a bijection between the set of i-Lusztig data and B(o0).

Proof. Every two reduced expressions of wg € W(Ty) are connected by a re-
peated use of two moves and three moves ([Lu90a] 2.1 (c)). Therefore, we apply
Lemma 4.5 and Lemma 4.7 repeatedly to deduce the assertion. O

Corollary 4.9. For any reduced expressioni, 1 < k </, and m > 0, the module

T, Tsy -~ Ty Ly,

i1
is a mon-zero simple mew)-module.
i

Proof. Apply Theorem 3.6 2) and Corollary 4.8 to the Lusztig datum ¢ =
(0,...,0,m,0,...,0), where the unique m is sitting at the k-th place. O

Proposition 4.10. Let (i,c) and (i’,¢’) be two Lusztig data which are con-
nected by a 3-move as (ig—1, ik, ix41) = (1), 9,11, 1%) for some k. Then, we have

hd EL = hd EV,.

Proof. Let iy = j,ix41 = i. By an explicit calculation (which reduces to the
rank two case), we see that

hd (Ley_ i % TiLerj * TT; Le, i) = hd (ch_ilj*’Ier%i*TjTiLdkm). (4.4)

Cl—11
Thanks to Corollary 4.9 and Lemma 4.2 2), it suffices to show
hd EL = hd EF,

for every i-Lusztig datum c so that ¢; = -+ = ¢x41 = 0 (and its counterpart
i’-Lusztig datum ¢’). We set

— [
LS’C = Til “ee Tis,chis and Ls,c = T'Lll . Ti/g_lLCié

for every 1 < s < ¢ and ¢ > 0. We have L; . = Lgyc for 1 <s < k—1. The both
L . and L’S’C are non-zero simple RCW.(M-modules fork+1<s<V.

Claim A. We have Ls .= L . for every k+1<s</{ andc>1.

Proof. We prove the assertion by induction on ht(cvi(s)). The case ht(c*yi(s)) =
cht fyi(s) = ¢ is trivial since ’yi(s) is a simple root (Example 2.10). Fix s and
¢ so that the assertion is true for ht(§ < ht(cyi(s)). Taking Corollary 4.8 into

account, we conclude that all but one simple Rm_(s)—modules are realized by the
heads of the modules of the form (4.2) constructed from simple modules of Rg

with ht 5 < ht(c'yi(s)). Thanks to (4.4) and the fact that all the other relevant
simple modules are ordered in the common way, this simple module must be in
common between i and i’. Therefore, the induction proceeds and we conclude
the result. O
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We return to the proof of Proposition 4.10. By (4.4), Claim A, and Lemma
4.2 2), 4), we conclude the result. O

Corollary 4.11. For Lusztig data (i,c) and (i',¢'), we have hd EL = hd E¥, if
and only if (i,c) and (I',c’) are linked by a successive application of two-moves
and three-moves.

Proof. Every two reduced expressions of wg € W(Ty) are connected by a re-
peated use of two moves and three moves ([Lu90a] 2.1 (c)). Therefore, we
enrich Corollary 4.8 by applying Proposition 4.10 instead of Lemma 4.7 in its
proof to deduce the result. O

Thanks to Corollary 4.8, we often write Eg and FE} instead of Eé and Ei.
Since Rp is a finitely generated algebra free over a polynomial ring (by
Theorem 2.11) with finite global dimension (by Theorem 2.9), it follows that

[M : Ly), (M,N)yep € Z(t), and gchM e O Z(t)[L]
beB(c0)s

for M, N € Rg-gmod. (See (1.1) and Theorem 2.3 for (e, ®) cp.)

Corollary 4.12. Fix a reduced expression i and let B € Q. Then, two sets
{gch El‘)}beB(oo)ﬂ and {gch El‘,}beB(oo)ﬁ are Z((t))-bases of EBbEB(OO)B Z((t)[Ls),

respectively.

Proof. Thanks to Corollary 4.8 and Lemma 4.2 4), we deduce

gech i () € [Ly] + @ tZ[t][Ly] for some ¢, € Z.
b’e€B(c0)a

This is enough to see the first assertion. (In fact, we can show ¢, = 0 by a
standard argument, or a consequence of Theorem 4.13 3).) The second assertion
is similar. 0

Thanks to Corollary 4.12, we define [M : Ei],[M : Ei] € Z(t)) for every
M € Rg-gmod as:

gch M = Z [M : E}lgch Ei and gch M = Z [M : E}] gch E.
beB(00)3 beB(o0)s

Theorem 4.13. Fiz a reduced expression i and 3 € Q. We have:
1. For every b <; V', it holds exty (Eli,, Eli),) = {0};
2. For each b € B(00)a, we have
exty, (E}, E}) = homp, (Ej, Bf) = C;
3. For each b € B(00)a, we have

0 (b&?)

1 (b=V) and [E‘ll7 : Lb’] =0 (b %3 bl);

(B} : Ly] = {
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4. For every b <; b/, it holds
exth, (B}, (E})*) = homp, (E}, (E})") = C¥

Proof. We fix two elements b <; b’ € B(00)g which correspond to i-Lusztig data
c and ¢/, respectively. Let m be the smallest number so that ¢, # 0. (Note

that ¢4 =---=¢, 1 =0.)
We prove these assertions by the downward induction on m. In particular,
we assume all the assertions if ¢4 = -+ = ¢, = 0. The base case m = [ is

examined in Example 2.10 (since %(e) is a simple root).

We set wp, := 8i,,_,8i,,_, " Si;. Put f1 := wmfB—cmay, and 8] = w, 0 —
¢ a; . By the (m — 1)-times repeated application of the construction i ~ i,
we obtain

= (i, ... yig, i), ihy ..l ) € TY.

Let d and d’ be the i’-Lusztig data given by di = ¢, d2 = g1y - -+ o1 =
co,dg—my2=---=dg=0and dy =c,,,dy =cp g, dy_ g =Cpdy_ 0=
-+ = dj = 0, respectively. We also set d[1] and d’[1] as sequences defined as:
di[l] =0 (=1 ord; (1<j<¢),andd;[1]=0(j=1)ord; (1<j<{). We
have

~. ~.b . «b
E:: = Th e Tim71Ecli and E::’ = Til T Tim71Etli"
Claim B. We have
~.b ~. b .
17 ~ * * 1 1 ~J * *
Eq =T; - T; E; and Ey = T; T Ee.

Proof. By Corollary 4.9 and Theorem 3.6 2), we have necessarily

T;, T T Ly, € Rsij_l..‘silg—gmodij*1 for each 1 < j < k.

2RSS
Applying this to Lemma 4.2 2) and use Theorem 3.6 2), we deduce

b .
1" ~v * * 1
Eq =T;  ---T; E;.

1

In particular, the lengths of the Rg-module E(i; and R, g-module E. are the
same. Since each T;, annihilates simple modules which are not irreducible con-

stituents of T -’]I‘imflEli;, we conclude

i1 "

[ * 71
Ey=Tr ..TLE

1

by Lemma 4.2 3). The case of El, is similar. O

Claim C. The vanishing of extkﬁ(Ei,Ei,) follows from the vanishing of

exty, (ELEL) = exty,  wp (Pai, ®EY, EY). (4.5)

em Xy

Proof. Thanks to Claim B, a repeated use of Theorem 3.6 4) implies a sequence
of isomorphisms

extd, (EL, EL) = exthy (T1 - Tt BN, T1 - T 1 Ey)
. =i’ i°
o~ extRSilﬁ("]I‘2 oo T By, To - Ty 1 EY))

~.b b
L] 1 1
PR EXtmeﬁ(Ed y Ed/).
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Since % preserves the projectivity (see e.g. [KL09] 2.16) and Eé: ~ P, a1’

we conclude an isomorphism

mlm

~.b +b ~:b «b
eXt}%wml} (Etli ’ E(Ii’) = eXt.R gRﬁl (Pcmim X Eél[l]’ E(Ii’)

cmim

It remains to deduce exty (EL, Eé,) = {0} from the vanishing of (4.5).

Since R is a Noetherian ring with finite global dimension, we have a pro-
jective resolution P*® of E,‘:, which consists of finitely many finitely generated
projective Rg-modules. In particular, there exists z € Z so that the degrees of
simple quotients of all Rg-module direct summands of P*® are < z.

For each j € Z, we have a (surjective) A-module quotient ¢; : Eé, — E;
so that a) ker p; is concentrated in degree > j 4+ x, and b) Ej; is a finite
successive self-extension of (grading shifts) of El, by Lemma 4.2 3). Then,
ext},, (EL, EL) = {0} implies

ext},, (B} ker ;)7 = {0} = ext}, (EL, E)).

This yields ext% (EL, Ei/)j = {0} (for each j) as required. O

We return to the proof of Theorem 4.13.
We have the following two short exact sequences:

0 — Le,i, X By — Ey —C—0 as R,q,, & Rg-modules, and
0 — Lo i, BBy — EY —C' =0 as Ry o, 8 Rg-modules.
Claim D. We have e;,, (¢;,)C = {0} and e;, (c),)C" = {0}.

Proof. Let ¥ be the set of m € Y“n8 so that

e(m)(Ley,,, K Elypy)) # {0},

m

Let n = htw,,0, and let & be the set of minimal length representatives of
6,/(6c, X &y ) inside &,. We set &* := &\{1}. We have e(m)C" # {0}

only if m € G*¥. Since Eib,m belongs to the (essential) image of T; , we have
eim(l)E(i;,[ll — {0}. On the other hand, we have Y1*1 = {(i,...,i)}. Since
every element of &* decreases the number of heading i1, ...,7;, we deduce the
assertion for C’. The case of C is the same. O

Claim E. Every irreducible constituent Ly (k) of EL (b € B(c0)g, k > 0)
satisfies b >; b.

Proof. By Claim B and Theorem 3.6 2), the module Ly~ (k) gives rise to an
- T} Ly of Eilb, that we denote by Ly, (k) with
V> € B(0)y,,5. We have T;, - -+ T;, = 0 since it must send an R.-module to an
Ry,-module, which is inexistent. In particular, the i*-Lusztig datum d° of b°
must be of the form dj_, ., = ---dj = 0, and the i-Lusztig datum c” of b” is
given as

irreducible constituent ij_l

"o /1 _ "o gbn ) "o b
= Cp1=0,cp, =di,cpy1=ds,....;c; =dp_,, 1.
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Claim D implies that ¢;, () = d} < ¢,,,. In case this inequality is strict, we
have b >; b. Hence, we assume ¢;, (°) = c,,. Theorem 2.12 asserts that we
have e; (¢m)Lyr = L X L, for some b, € B(o<)g,. In addition, Claim D

(and the above arguments) imply

Cmlm

ib ib
0 # [Eqpy « Ly (K)o = [Tiy -+ Tipo oy By« Tay -+ Ty Ly (K)o

In case k > 0, this yields d’ >; d’[1] by induction hypothesis, where dj is the
i*-Lusztig datum of b} (that is obtained from d” by replacing d’} by 0). This
implies b” >; b as required. O

We return to the proof of Theorem 4.13. Claim E, together with Lemma 4.2
3), implies the third assertion. In addition, we deduce that the RHS of (4.5)
must be zero if ¢, > ¢),,.

We assume ¢, = ¢,,. Applying Claim D, we deduce that

exth,. . &g, (Pemin ¥ Elpyy, €)= {0}.

cmoag
m X, 1

Therefore, the vector spaces in (4.5) is isomorphic to

. i’ i
eXtRszainL &Rﬁl (PCnLi'm & Ed[l]’ Lcm,i'm & Ed/[l])

P,

L] J— . . e
Here we have ext Repos (Pe, i, Le,,i,,) = hompg emims Leminm) = C.

em e, (

Therefore, Claim B, Lemma 4.2 2), and Theorem 3.6 4) implies

* i’ i’ ~ * i° i’
eXtRcmaim’ gRgl (Pc7ni7n & Ed[].] ’ chnim lZ Ed’[l]) = eXtRﬁl (Ed[l] ’ Ed/[l])
* =i i’ ~ ~ * i i
=extp, s (Ti,o s Eapys Tioy Eqrpyy) = -+ S exty, o (Eepy Eoyy), (4:6)

where c[1] and ¢'[1] are the i-Lusztig data of T;, - - - T;,,_, E§y) and Ty, - ~Tim71E§,[1],
respectively. Therefore, we deduce the first two assertions Ly the induction hy-
pothesis and Claim C.

The fourth assertion follows from the vanishing of (4.5) and the middle two
assertions by applying long exact sequences repeatedly.

Therefore, the induction proceeds and we conclude the result. O

Corollary 4.14. Fiz a reduced expression i and 3 € Q. We have

=n/( 3 Imf) and Ej=Py/( > Im f),

etom, (P Py <ib o, (P, E4)>0
where b and b’ runs over B(00)g.

Proof. By Lemma 4.2 4), Eé admits a surjection from P,. By Theorem 4.13 3),
we conclude that all the simple subquotient E} is of the form Ly (k) for b <; ¥/,
and hence the RHS surjects onto E}. By Theorem 4.13 3) and 4), the head of

ker (P, — El‘j) must be spanned by Ly (k) for ¥’ <; b and k € Z, and hence the
both sides are maximal quotients of P, whose simple subquotients are that form.
Therefore, they are isomorphic to each other. This proves the first assertion.
The second assertion follows by Lemma 4.2 3) and Theorem 4.13 2). O
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Corollary 4.15. Fiz a reduced ezpression i and 3 € Q. Then, we have

C  (b£V,i=0)

. and (Ei (EL)* = Oy
{0} (otherwise) o < b () >gEP bb

eXté%ﬁ (Ellﬁ (Elly’)*) = {

for every b,/ € B(oo)g.

Proof. Since the first assertion implies the second assertion, we prove only the
first assertion. If b <; o/, then the assertion follows from Theorem 4.13 4).
Thanks to Example 2.10, each L. admits a finite resolution by the graded
shifts of P.; (for each ¢ > 1 and ¢ € I). By Lemma 4.2 2), we deduce that each
E! admits a finite resolution by the graded shifts by Eé By taking the spectral
sequence of this resolution, we deduce

exth, (B, (By)*) = {0} (4.7)

for each b <; b'. Since x is an exact functor and ext’; is a universal J-functor,
we deduce
homp, (M, N*) = hompg, (N, M")

for each M, N € Rg-gmod. In particular, we conclude (4.7) unless b =b'.
Thanks to Theorem 2.3 and the definition of the algebras A(g x) (and B(g,x))

in §1, we can replace Rg with its basic ring to assume that it is non-negatively

graded. Then, we have (E}); = {0} for every k > 0. For each j € Z, we

have an Rg-module quotient ¢; : Eg — Ej so that a) ker ¢; is concentrated in
degree > —j, and b) Ej; is a finite successive self-extension of (graded shifts)
of E} by Lemma 4.2 3). Then, the minimal projective resolution of ker ¢; is
concentrated in degree > —j. In particular, we have

exty, (ker ¢, (Ei)*)Y = {0} = exty, (Ej, (Ei)*) foreach b#V.
This yields ext},, (EL, (Ei)*)7 = {0} (for each j) as required. O
Remark 4.16. For each 8 € QT, the standard normalization
(P, Lb>gEP = gdimhomp, (P, Ly) = dp,pr,

combined with Theorem 2.5, Corollary 4.15 and Theorem 4.13 implies that
{gch Ei}y, and {gch El}, give rise to the lower /upper PBW bases corresponding
to i, respectively.

Theorem 4.17 (Lusztig’s conjecture). For every reduced expression i of wy,
BEQT, and b,V € B(co)g, we have an equality

[Py : EL] = [EL : Ly).

In particular, the expansion coefficients of the lower global basis in terms of the
lower PBW basis are in N[t].

Remark 4.18. Thanks to [K12a] 1.7 (and Lusztig [Lu90a] 10.6), a projective
module P, admits a filtration by {E},}, if i is adapted to I
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Proof of Theorem 4.17. By Corollary 4.15, we have

boor = (PoLij)geo = > [Po: EYJ[Ly : BY] (Eh, (BR)")
d,d’'€B(c0) 5 &
= Y [P:Ei[Ly : E}].
deB(c0)a

By applying the bar involution, this shows that
([Py: ED([By : L))~ = (Go),
which is equivalent to the assertion. O
For each (3, € QF, we define the formal expression ¢” and qﬁ/ so that
q? - ¢% = ¢®*tP . We define
q"’

n>0

Corollary 4.19 (cf. Problem 2 in Kashiwara [Kas95]). For each 3 € QT, we
set

[P:Llg:= ([P : Lo )b preB(oo)s = ((Pors Po)gep)bbreB(oo)s
as the square matriz with its determinant Dg. We have
> Dpg® =[] epi(a)
Bet a€ERt
Proof. As in the proof of Theorem 4.17, we factorize
[P:Llg=[P: E|glE: E]glE : L]g,

where the second term is the #B(00)g-square matrix of expansion coefficients
between projectives/lower PBWs, lower PBWs/upper PBWs, and upper PBWs/simples,
respectively. By Theorem 4.13 3), the determinant of the third matrix is 1. By
Theorem 4.17, the determinant of the first matrix is also 1. By Lemma 4.2 3)

(cf. Corollary 4.15), we conclude

Dy = H [Eb Eb]
beB(0)a

By Lemma 4.2 2) and the construction of T;, if we denote ¢ the i-Lusztig datum
corresponding to b, then we have

4
Eb :H “91: CJZJ

This is equivalent to the assertion by a snnple counting. O

1
(1—2) (A —th) - (1 —t2a)

":]N

Remark 4.20. 1) By a formal manipulation, we have
(Py, Py )gep = m for every b,b’" € B(c0).

Since the RHS calculates the Lusztig inner form {e, e} ([Lus93] 1.2.10) of the
lower global basis, Corollary 4.19 yields the Shapovalev determinant formula of
quantum groups of type ADE. 2) The proof of Corollary 4.19 also follows from
[K12a] 3.12, but here the proof works also from the PBW bases {Ei}; in which
i is not an adapted reduced expression of wy.
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