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Abstract

We develop the exact WKB analysis of an M2P1T (merging two simple poles and one simple turning point) Schrödinger equation. In Part II, using a WKB-theoretic transformation to the algebraic Mathieu equation constructed in Part I, we calculate the alien derivative of its Borel transformed WKB solutions at each fixed singular point relevant to the simple poles through the analysis of Borel transformed WKB solutions of the Legendre equations. In the course of the calculation of the alien derivative we make full use of microdifferential operators whose symbols are given by the infinite series that appear in the coefficients of the algebraic Mathieu equation and the Legendre equation.
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0. Introduction

As is mentioned in Part I, our purpose is to develop the exact WKB analysis of an M2P1T equation, that is, a Schrödinger equation

\[
\left( \frac{d^2}{dx^2} - \eta^2 Q \right) \psi = 0 \quad (\eta: \text{a large parameter})
\]

when the potential \( Q \) contains merging two simple poles and one turning point. The primary aim is to study the analytic structure of its Borel transformed WKB solutions near fixed singular points relevant to the two simple poles contained in the potential \( Q \). In Part I, we have shown that an M2P1T equation can be transformed to the Mathieu equation. In this Part II, using the transformation to the Mathieu equation constructed in Part I, we calculate the alien derivative of Borel transformed WKB solutions of an M2P1T equation at each fixed singular point relevant to the two simple poles. Note that the Mathieu equation discussed in Part I contains two infinite series in its coefficients. The appearance of these infinite series connotes the necessity of employing microdifferential operators and the growth order conditions on them given in Part I guarantee the existence of such microdifferential operators.

In addition to the transformation constructed in Part I, to separate out the simple turning point of the Mathieu equation from the simple poles so that we may make use of the results of Koike ([Ko]), we consider a WKB-theoretic reduction of the Mathieu equation to the \( \infty \)-Legendre equation

\[
\left( \frac{d^2}{dx^2} - \eta^2 \left( \frac{a \Gamma(a, A, B, \eta)}{x^2 - a^2} \right) + \eta^{-2} \left( \frac{\gamma_+(a)}{(x - a)^2} + \frac{\gamma_-(a)}{(x + a)^2} \right) \right) \psi = 0,
\]

where

\[
\Gamma(a, A, B, \eta) = \sum_k \Gamma_k(a, A, B) \eta^{-k} \quad \text{with} \quad \Gamma_k(a, A, B) \text{ satisfying appropriate growth order conditions}
\]

and

\[
\gamma_\pm(a) \text{ are holomorphic functions at } a = 0,
\]

near two simple poles and we let the parameter \( B \) contained in the Mathieu equation sufficiently small. (Note that the parameter \( B \) corresponds to the
parameter $\rho$ contained in the potential of an M2P1T equation; see [Part I, Definition 1.1].) As its consequence, we will obtain our main theorem (Theorem 4.2 in Section 4), which explicitly describes the alien derivative of Borel transformed WKB solutions of an M2P1T equation at each fixed singular point relevant to merging two simple poles.

The main results in this article were announced in [KKT].
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1. Reduction of the Mathieu equation to the Legendre equation near its simple poles

The main purpose of this section is to construct a transformation that brings the Mathieu equation

$$\left( \frac{d^2}{dx^2} - \eta^2 \left( \frac{aA + xB}{x^2 - a^2} + \eta^{-2} \left( \frac{g_+(a)}{(x-a)^2} + \frac{g_-(a)}{(x+a)^2} \right) \right) \right) \psi = 0$$

(1.1)

with genuine constants $A(\neq 0)$ and $B$ to the following Legendre equation

$$\left( \frac{d^2}{dz^2} - \eta^2 \left( \frac{a\Lambda^2}{z^2 - a^2} + \eta^{-1} \frac{\sqrt{a\Lambda}}{z^2 - a^2} + \eta^{-2} az + a^2(\mu^2 - 1) \right) \right) \phi = 0$$

(1.2)

on a neighborhood of the line segment connecting two simple poles at $x = \pm a$.

We note that introducing the large parameter $\eta$ as in (1.2) to the classical Legendre equation is a natural one from the WKB-theoretic viewpoint; an elementary evidence for the naturalness is given by the fact that the WKB solutions $\psi_{\pm}$ of (1.2) with $\nu = 0$ and $\mu^2 = 1/4$ is expressed in a closed form, i.e.,

$$\left( \eta \sqrt{a\Lambda} + \frac{1}{2} \right)^{-1/2} (z^2 - a^2)^{1/4} \left( \frac{z + \sqrt{z^2 - a^2}}{a} \right)^{\pm(\eta \sqrt{a\Lambda} + 1/2)},$$

(1.3)

which forms a counterpart of the interesting formula for $P^\pm_{\sqrt{a\Lambda}}$ and $Q^\pm_{\sqrt{a\Lambda}}$ ([Er, vol.I, p.150]). This naturalness seems to have enabled Koike ([Ko]) to find the explicit form of the Voros coefficient for (1.2), of which we will make essential use in Section 3. However, there is one technical problem.
with the equation (1.2); it contains a term with degree 1 in $\eta$. Although the appearance of degree 1 (or, more generally, an odd degree part) in $\eta$ is natural from the viewpoint of the general theory of simple-pole type operators (cf. e.g. [KKoT]), it is somewhat unhandy in this paper; the equations we are dealing with in this paper contain only even degree terms in $\eta$. Hence, as an auxiliary equation we consider the following equation:

$$(d^2/dz^2 - \eta^2 \left( \frac{a\Gamma}{z^2 - a^2} + \eta^{-2} \left( \frac{g_+(a)}{(z - a)^2} + \frac{g_-(a)}{(z + a)^2} \right) \right)) \psi = 0,$$

which can be smoothly related with (1.1). We will show the WKB-theoretic equivalence of (1.2) and (1.4) later in Proposition 1.1. Thus our first task is to construct the transformation series

$$(1.5) \quad z(x, a, A, B, \eta) = \sum_{n=0}^{\infty} z_{2n}(x, a, A, B) \eta^{-2n}$$

and

$$(1.6) \quad \Gamma(a, A, B, \eta) = \sum_{n=0}^{\infty} \Gamma_{2n}(a, A, B) \eta^{-2n}$$

so that they satisfy

$$(1.7) \quad \frac{aA + xB}{x^2 - a^2} + \eta^{-2} \left( \frac{g_+(a)}{(x - a)^2} + \frac{g_-(a)}{(x + a)^2} \right) = \left( \frac{\partial z}{\partial x} \right)^2 \left( \frac{a\Gamma}{z^2 - a^2} + \eta^{-2} \left( \frac{g_+(a)}{(z - a)^2} + \frac{g_-(a)}{(z + a)^2} \right) \right) - \frac{1}{2} \eta^{-2} \{z; x\}.$$

In order to attain the required reduction of the Mathieu equation to the Legendre equation near its simple poles, we need several delicate properties of the series including their domains of definition and estimates. Hence the precise target is to prove the following

**Theorem 1.1.** There exist holomorphic functions $z_{2n}(x, a, A, B)$ and $\Gamma_{2n}(a, A, B)$ on

$$E_{r_1, r_2} = \{(x, a, A, B) \in \mathbb{C}^4 : |x| < r_1|a|, a \neq 0, A \neq 0, |B| < r_2|A|\}$$

(1.8)
for some constants $r_1 > 1$ and $r_2 > 0$ such that $z(x, a, A, B, \eta)$ and $\Gamma(a, A, B, \eta)$ respectively given by (1.5) and (1.6) satisfy (1.7) and the following conditions there:

\begin{align}
(1.9) \quad & \text{the function } z_0(x, a, A, B) \text{ of } x \text{ is injective on } D_{r_1|a|} = \{ x \in \mathbb{C} : |x| < r_1|a| \} \text{ for fixed } a, A \text{ and } B, \\
(1.10) \quad & z_0(\pm a, a, A, B) = \pm a, \\
(1.11) \quad & \frac{\partial z_0}{\partial x}(x, a, A, B) \neq 0.
\end{align}

Furthermore they satisfy the following estimates: for any $h > 0$ we can take sufficiently small $\delta > 0$ so that

\begin{align}
(1.12) \quad & |z_{2n}(x, a, A, B)| \leq (2n)!h^n|aA|^{-n}, \\
(1.13) \quad & |\Gamma_{2n}(a, A, B)| \leq (2n)!h^n|aA|^{-n}
\end{align}

hold on $E^2_{r_1, \delta}$ for $n \geq 1$.

In order to explain the geometric meaning of Theorem 1.1, we give some remarks before beginning its proof.

**Remark 1.1.** Since the two simple poles of (1.1) are contained in $D_{r_1|a|}$, Theorem 1.1 guarantees that the reduction of (1.1) to (1.4) is successful on a full neighborhood of the line segment joining these two poles. On the other hand, Theorem 1.1 does not say anything about the simple turning point of (1.1).

**Remark 1.2.** Two simple poles at $x = \pm a$ and the simple turning point at $x = -aA/B$ all merge at the origin when $a$ tends to 0. But, by taking $B/A$ sufficiently small, we can regard that the turning point is sufficiently far away from the two simple poles in the scale of $a$.

**Proof of Theorem 1.1.** Let $\tilde{x}, \tilde{z}, \tilde{B}$ and $\tilde{\eta}$ be

\begin{align}
(1.14) \quad & \tilde{x} = x/a, \\
(1.15) \quad & \tilde{z} = z/a,
\end{align}
\begin{align}
\tilde{B} &= B/A, \\
\tilde{\eta} &= \sqrt{aA\eta},
\end{align}

then (1.1) is rewritten as follows:

\begin{equation}
\left( \frac{d^2}{d\tilde{x}^2} - \tilde{\eta}^2 \left( \frac{1 + \tilde{x}\tilde{B}}{\tilde{x}^2 - 1} + \tilde{\eta}^{-2} \left( \frac{g_+(a)}{(\tilde{x} - 1)^2} + \frac{g_-(a)}{(\tilde{x} + 1)^2} \right) \right) \right) \tilde{\psi} = 0.
\end{equation}

Hence if we construct

\begin{equation}
\tilde{z}(\tilde{x}, \tilde{B}, \tilde{\eta}) = \sum_{n=0}^{\infty} \tilde{z}_{2n}(\tilde{x}, \tilde{B})\tilde{\eta}^{-2n}
\end{equation}

and

\begin{equation}
\tilde{\Gamma}(\tilde{B}, \tilde{\eta}) = \sum_{n=0}^{\infty} \tilde{\Gamma}_{2n}(\tilde{B})\tilde{\eta}^{-2n}
\end{equation}

so that they satisfy

\begin{equation}
\begin{align}
&\frac{1 + \tilde{x}\tilde{B}}{\tilde{x}^2 - 1} + \tilde{\eta}^{-2} \left( \frac{g_+(a)}{(\tilde{x} - 1)^2} + \frac{g_-(a)}{(\tilde{x} + 1)^2} \right) \\
&= \left( \frac{\partial \tilde{z}}{\partial \tilde{x}} \right)^2 \left( \frac{\tilde{\Gamma}}{\tilde{z}^2 - 1} + \tilde{\eta}^{-2} \left( \frac{g_+(a)}{(\tilde{z} - 1)^2} + \frac{g_-(a)}{(\tilde{z} + 1)^2} \right) \right) \\
&\quad - \frac{1}{2} \tilde{\eta}^{-2} \{\tilde{z}; \tilde{x}\},
\end{align}
\end{equation}

then we find

\begin{equation}
\begin{align}
z(x, a, A, B, \eta) &= a\tilde{z}(x/a, B/A, \sqrt{aA\eta}) \\
\Gamma(a, A, B, \eta) &= A\tilde{\Gamma}(B/A, \sqrt{aA\eta})
\end{align}
\end{equation}

satisfy (1.7).

Therefore it suffices to show the following properties of \( \tilde{z} \) and \( \tilde{\Gamma} \):

\begin{equation}
\tilde{z}_{2n}(\tilde{x}, \tilde{B}) \text{ and } \tilde{\Gamma}_{2n}(\tilde{B}) \text{ are holomorphic on } \tilde{E}_{r_1, r_2}^2 = \{(\tilde{x}, \tilde{B}) \in \mathbb{C}^2 : |\tilde{x}| \leq r_1, |	ilde{B}| \leq r_2\} \text{ for some positive constants } r_1 > 1 \text{ and } r_2 > 0,
\end{equation}
the function $\tilde{z}_0(\tilde{x}, \tilde{B})$ of $\tilde{x}$ is injective on

$D_{r_1} = \{ \tilde{x} \in \mathbb{C} : |\tilde{x}| \leq r_1 \}$

for fixed $\tilde{B}$ with $|\tilde{B}| \leq r_2$.

\begin{equation}
\tilde{z}_0(\pm 1, \tilde{B}) = \pm 1,
\end{equation}

\begin{equation}
\frac{\partial \tilde{z}_0}{\partial \tilde{x}}(\tilde{x}, \tilde{B}) \neq 0 \text{ on } D_{r_1}
\end{equation}

and they satisfy the following estimates: for any $h > 0$ we can take sufficiently

small $\delta > 0$ so that

\begin{equation}
|\tilde{\Gamma}_{2n}(\tilde{B})| \leq (2n)!h^n,
\end{equation}

\begin{equation}
|\tilde{z}_{2n}(\tilde{x}, \tilde{B})| \leq (2n)!h^n
\end{equation}

hold on $\tilde{E}^2_{r_1, \delta}$ for $n \geq 1$.

We first show (1.25), (1.26) and (1.27). Comparing the coefficients of $\hat{\eta}^0$
of (1.21), we find that $\tilde{z}_0$ and $\tilde{\Gamma}_0$ satisfy

\begin{equation}
\frac{1 + \tilde{x}\tilde{B}}{1 - \tilde{x}^2} = \left( \frac{\partial \tilde{z}_0}{\partial \tilde{x}} \right)^2 \frac{\tilde{\Gamma}_0}{1 - \tilde{z}_0^2}.
\end{equation}

Therefore we take $\tilde{z}_0$ and $\tilde{\Gamma}_0$ as follows:

\begin{equation}
\tilde{z}_0(\tilde{x}, \tilde{B}) = \cos \left( \frac{1}{\sqrt{\tilde{\Gamma}_0}} \int_{1}^{\tilde{x}} \sqrt{\frac{1 + \tilde{x}\tilde{B}}{1 - \tilde{x}^2}} \, d\tilde{x} \right),
\end{equation}

\begin{equation}
\sqrt{\tilde{\Gamma}_0(\tilde{B})} = -\frac{1}{\pi} \int_{1}^{-1} \sqrt{\frac{1 + \tilde{x}\tilde{B}}{1 - \tilde{x}^2}} \, d\tilde{x}.
\end{equation}

From (1.31) and (1.32), we immediately find that

\begin{equation}
\tilde{z}_0(\tilde{x}, 0) = \tilde{x},
\end{equation}

\begin{equation}
\sqrt{\tilde{\Gamma}_0(0)} = 1
\end{equation}
and (1.26) hold. Let \( r_1 > 1 \) be a constant. Then, for any positive constant \( \varepsilon \), we can take \( \delta > 0 \) so that \( \tilde{z}_0(\tilde{x}, \tilde{B}) \) and \( \tilde{\Gamma}_0(\tilde{B}) \) are holomorphic on \( \tilde{E}_{r_1+2\varepsilon, \delta}^2 = \{(\tilde{x}, \tilde{B}) \in \mathbb{C}^2 : |\tilde{x}| \leq r_1 + 2\varepsilon, |\tilde{B}| \leq \delta \} \) and satisfy the following estimates there:

\[
\max \left\{ |\tilde{z}_0(\tilde{x}, \tilde{B}) - \tilde{x}|, \left| \frac{\partial \tilde{z}_0}{\partial \tilde{x}} - 1 \right|, |\tilde{\Gamma}_0(\tilde{B}) - 1| \right\} < \varepsilon.
\]

(1.35)

Therefore, for any \( y \in \tilde{z}_0(\tilde{E}_{r_1+2\varepsilon, \delta}^2) \), we find \( |\tilde{x} - y| > \varepsilon \) holds on \( \{\tilde{x} \in \mathbb{C} : |\tilde{x}| = r_1 + 2\varepsilon\} \) and hence, appealing to Rouché’s theorem, we find that (1.25) holds for \( r_2 < \delta \). Note that (1.27) follows also from (1.35).

Next we show (1.24). Comparing the coefficients of \( \tilde{\eta}^{-2n} (n \geq 1) \) of (1.21), we obtain the following relations for \( (\tilde{z}_{2n}, \tilde{\Gamma}_{2n}) (n \geq 1) \):

\[
\frac{2\tilde{\Gamma}_0}{\tilde{z}_0^2 - 1} \frac{\partial \tilde{z}_0}{\partial \tilde{x}} \frac{\partial \tilde{z}_{2n}}{\partial \tilde{x}} - \left( \frac{\partial \tilde{z}_0}{\partial \tilde{x}} \right)^2 \frac{2\tilde{z}_0\tilde{\Gamma}_0}{(\tilde{z}_0^2 - 1)^2} \tilde{z}_{2n} + \left( \frac{\partial \tilde{z}_0}{\partial \tilde{x}} \right)^2 \frac{\tilde{\Gamma}_{2n}}{\tilde{z}_0^2 - 1} = \Phi_{2n},
\]

(1.36)

where \( \Phi_{2n} (n \geq 1) \) is a sum of terms that are determined by \( (\tilde{z}_{2k}, \tilde{\Gamma}_{2k}) (0 \leq k \leq n - 1) \). Multiplying both sides of (1.36) by \( (\tilde{z}_0^2 - 1)/(2\tilde{\Gamma}_0 \partial \tilde{z}_0/\partial \tilde{x}) \), we can rewrite (1.36) as follows:

\[
\frac{\partial \tilde{z}_{2n}}{\partial \tilde{x}} - \frac{\partial \tilde{z}_0}{\partial \tilde{x}} \frac{\tilde{z}_0}{\tilde{z}_0^2 - 1} \tilde{z}_{2n} + \frac{\partial \tilde{z}_0}{\partial \tilde{x}} \frac{\tilde{\Gamma}_{2n}}{2\tilde{\Gamma}_0} = \Phi_{2n}.
\]

(1.37)

Now, we give the concrete form of \( \Phi_{2n} (n \geq 1) \). The concrete form of \( \Phi_2 \) is rather simple:

\[
\Phi_2 = \frac{\tilde{z}_0^2 - 1}{2\tilde{\Gamma}_0} \left\{ \frac{1}{2} \left\{ \frac{\tilde{z}_0}{\tilde{x}} + \left( \frac{g_+(a)}{(\tilde{x} - 1)^2} + \frac{g_-(a)}{(\tilde{x} + 1)^2} \right) \right\} \right. - \left. \left( \frac{\partial \tilde{z}_0}{\partial \tilde{x}} \right)^2 \left( \frac{g_+(a)}{(\tilde{z}_0 - 1)^2} + \frac{g_-(a)}{(\tilde{z}_0 + 1)^2} \right) \right\}. \]

(1.38)

Then, to simplify the expression of \( \Phi_{2n} (n \geq 2) \) and also the discussion given below, we introduce \( y_{2k}(\tilde{x}, \tilde{B}) (k = 0, 1, \cdots) \) by

\[
y_{0}(\tilde{x}, \tilde{B}) = \frac{\tilde{z}_0^2(\tilde{x}, \tilde{B}) - 1}{\tilde{x}^2 - 1},
\]

(1.39)
\[
y_{2k}(\tilde{x}, \tilde{B}) = \frac{1}{\tilde{x}^2 - 1} \sum_{l=0}^{k} \tilde{z}_{2l}(\tilde{x}, \tilde{B}) \tilde{z}_{2(k-l)}(\tilde{x}, \tilde{B}) \quad (k \geq 1).
\]

We immediately see that they satisfy the following relation:

\[
(\tilde{x}^2 - 1) \sum_{n=0}^{\infty} \tilde{\eta}^{-2n} y_{2n}(\tilde{x}, \tilde{B}) = \tilde{z}^2(\tilde{x}, \tilde{B}, \tilde{\eta}) - 1.
\]

Further we use the following notation: for a multi-index \( \vec{\kappa} = (\kappa_1, \kappa_2, \cdots, \kappa_{\mu}) \) in \( \mathbb{N}_0^\mu \) and for \( \kappa_j \)-dependent \( (j = 1, 2, \cdots, \mu) \) quantities \( X_{\kappa_j} \), we define

\[
|\vec{\kappa}|_\mu = \sum_{j=1}^{\mu} \kappa_j, \quad \sum^*_{|\vec{\kappa}|_\mu = k} X_{\kappa_1} \cdots X_{\kappa_\mu} = \begin{cases} 1 & \text{for } \mu = 0 \\ \sum_{|\vec{\kappa}|_\mu = k} X_{\kappa_1} \cdots X_{\kappa_\mu} & \text{for } \mu \geq 1. \end{cases}
\]

Using these notations, we can describe the concrete form of \( \Phi_{2n} \) \( (n \geq 2) \) as follows:

\[
\Phi_{2n} = \Phi_{2n}^{(1)} + \Phi_{2n}^{(2)} + \Phi_{2n}^{(3)},
\]

where \( \Phi_{2n}^{(1)}, \Phi_{2n}^{(2)} \) and \( \Phi_{2n}^{(3)} \) are

\[
\Phi_{2n}^{(1)} = -\frac{1}{2} \frac{d\tilde{z}_0}{d\tilde{x}} \sum_{\mu=2}^{n} \sum^*_{|\vec{\kappa}|_\mu = n} (-1)^\mu \frac{y_{2\kappa_1} \cdots y_{2\kappa_\mu}}{y_0^\mu} \\
- \frac{1}{2\Gamma_0} \sum_{k_1+\cdots+k_4 = n} \left( \frac{d\tilde{z}_0}{d\tilde{x}} \right)^{-1} \frac{d\tilde{z}_{2k_1} d\tilde{z}_{2k_2} d\tilde{z}_{2k_3}}{d\tilde{x}} \tilde{\Gamma}_{2k_3} \\
\times \sum_{\mu = \min(1,k_4)}^{k_4} \sum^*_{|\vec{\kappa}|_\mu = k_4} (-1)^\mu \frac{y_{2\kappa_1} \cdots y_{2\kappa_\mu}}{y_0^\mu} \\
+ \frac{1}{2} \frac{1}{\tilde{z}_0^2 - 1} \frac{d\tilde{z}_0}{d\tilde{x}} \sum^*_{k_1+k_2 = n} \tilde{z}_{2k_1} \tilde{z}_{2k_2},
\]
(1.46) \[ \Phi_{2n}^{(2)} = \frac{\tilde{z}_0^2 - 1}{4\Gamma_0} \sum_{k_1+k_2=n-1} \left( \frac{d\tilde{z}_0}{dx} \right)^{-2} \frac{d^2\tilde{z}_{2k_1}}{dx^2} \times \sum_{\mu=\min\{1,k_2\}|\bar{\epsilon}_{\mu}=k_2}^{k_2} \left( -1 \right)^{\mu} \left( \frac{d\tilde{z}_0}{dx} \right)^{-\mu} \frac{d\tilde{z}_{2\epsilon}}{dx} \cdot \cdots \cdot \frac{d\tilde{z}_{2\epsilon}}{dx} \]

\[ \Phi_{2n}^{(3)} = -\frac{\tilde{z}_0^2 - 1}{2\Gamma_0} \sum_{k_1+k_2+k_3=n-1} \left( \frac{d\tilde{z}_0}{dx} \right)^{-1} \frac{d\tilde{z}_{2k_1}}{dx} \cdot \frac{d\tilde{z}_{2k_2}}{dx} \frac{g(a)}{(\tilde{z}_0 - 1)^2} \times \sum_{\mu=\min\{1,k_3\}|\bar{\epsilon}_{\mu}=k_3}^{k_3} \left( -1 \right)^{\mu} \left( \frac{d\tilde{z}_0}{dx} \right)^{-\mu} \frac{d\tilde{z}_{2\epsilon}}{dx} \cdot \cdots \cdot \frac{d\tilde{z}_{2\epsilon}}{dx} \]

Then we recursively determine \((\tilde{z}_{2n}(\bar{x}, \tilde{B}), \tilde{\Gamma}_{2n}(\tilde{B}))\) \((n \geq 1)\) as follows:

(1.48) \[ \tilde{\Gamma}_{2n}(\tilde{B}) = \frac{2\tilde{\Gamma}_0}{\pi} \int_1^{-1} (1 - \tilde{z}_0^2)^{-1/2} \Phi_{2n}(\bar{x}, \tilde{B}) d\bar{x}, \]

(1.49) \[ \tilde{z}_{2n}(\bar{x}, \tilde{B}) = (1 - \tilde{z}_0^2)^{1/2} \int_1^{\bar{x}} (1 - \tilde{z}_0^2)^{-1/2} \left( \Phi_{2n}(\bar{x}, \tilde{B}) - \frac{\tilde{\Gamma}_{2n} \tilde{d}_0}{2\Gamma_0} \right) d\bar{x} \]

\[ = (1 - \tilde{z}_0^2)^{1/2} \int_{-1}^{\bar{x}} (1 - \tilde{z}_0^2)^{-1/2} \left( \Phi_{2n}(\bar{x}, \tilde{B}) - \frac{\tilde{\Gamma}_{2n} \tilde{d}_0}{2\Gamma_0} \right) d\bar{x}. \]

Now we induceively confirm that \((\tilde{z}_{2n}(\bar{x}, \tilde{B}), \tilde{\Gamma}_{2n}(\tilde{B}))\) \((n \geq 1)\) satisfy (1.24), (1.37) and

(1.50) \[ \tilde{z}_{2n}(\pm 1, \tilde{B}) = 0. \]
We first confirm that \((\tilde{z}_2(\tilde{x}, \tilde{B}), \tilde{\Gamma}_2(\tilde{B}))\) satisfies (1.24) and (1.50). From (1.27) we immediately see that \(\{\tilde{z}_0; \tilde{x}\}\) is holomorphic on \(\tilde{E}_{r_1, r_2}^2\). Furthermore, using (1.25) and (1.26), we find that

\[(1.51) \quad (\tilde{z}_0^2 - 1) \left( \frac{g_+(a)(\tilde{x} - 1)^2}{(\tilde{x} + 1)^2} - \left( \frac{\tilde{z}_0}{\tilde{x}} \right)^2 \frac{g_+(a)(\tilde{x} - 1)^2}{(\tilde{x} + 1)^2} \right) \]

is holomorphic at \(\tilde{x} = 1\) and hence on \(\tilde{E}_{r_1, r_2}^2\). By the same reasoning, the counterpart of (1.51) in \(\Phi_2\), i.e.,

\[(1.52) \quad (\tilde{z}_0^2 - 1) \left( \frac{g_-(a)(\tilde{x} + 1)^2}{(\tilde{x} - 1)^2} - \left( \frac{\tilde{z}_0}{\tilde{x}} \right)^2 \frac{g_-(a)(\tilde{x} + 1)^2}{(\tilde{x} - 1)^2} \right) \]

is also holomorphic on \(\tilde{E}_{r_1, r_2}^2\). In conclusion \(\Phi_2\) is holomorphic on \(\tilde{E}_{r_1, r_2}^2\). It is clear from the representation (1.48) (resp. (1.49)) of \(\tilde{\Gamma}_2\) (resp. \(\tilde{z}_2\)) that they are holomorphic and satisfy (1.37) and (1.50) on \(\tilde{E}_{r_1, r_2}^2\).

Next we confirm that \((\tilde{z}_{2n}, \tilde{\Gamma}_{2n})\) satisfies (1.24), (1.37) and (1.50) under the assumption that \((\tilde{z}_{2k}, \tilde{\Gamma}_{2k}) (1 \leq k \leq n - 1)\) satisfy these properties. By the same reasoning as the case of \(n = 1\), it suffices to show that \(\Phi_{2n}\) is holomorphic on \(\tilde{E}_{r_1, r_2}^2\). We first note that, since \(\tilde{z}_0\) satisfies (1.25) and (1.26), \(y_0\) is holomorphic and satisfies

\[(1.53) \quad y_0(\tilde{x}, \tilde{B}) \neq 0 \quad \text{on} \quad \tilde{E}_{r_1, r_2}^2.\]

Further the holomorphy of \(y_{2k} (1 \leq k \leq n - 1)\) follows from the induction hypothesis (1.50). Then the holomorphy of \(\Phi_{2n}^{(1)}\) and \(\Phi_{2n}^{(2)}\) immediately follows from the induction hypothesis also. On the other hand the seeming poles at \(\tilde{x} = \pm a\) that appear in (1.47) are cancelled out thanks to [Part I, Lemma C.1], and hence \(\Phi_{2n}^{(3)}\) is holomorphic on \(\tilde{E}_{r_1, r_2}^2\). (Indeed, we can apply [Part I, Lemma C.1] with \(w_0 = \tilde{z}_0 \pm 1\) and \(w_k = \tilde{z}_{2k} (k = 1, 2, \ldots)\) in this case.) Thus, we find that \(\Phi_{2n}\) is holomorphic on \(\tilde{E}_{r_1, r_2}^2\). Then the induction proceeds, and hence we obtain (1.24) and (1.50) for \(n \geq 1\).
Now we embark on the proof of the estimates (1.28) and (1.29). Let \( N \) be an arbitrarily large natural number. In order to derive these estimates, we introduce a new variable \( \zeta \) given by

\[
\zeta = \exp \left[ \frac{1}{N} \log \left( \frac{\tilde{x}}{N} \right) \right]
\]

and we consider a holomorphic function \( g(\tilde{x}) \) on \( D_N = \{ \tilde{x} \in \mathbb{C} : |\tilde{x}| \leq N \} \) as a holomorphic function \( g(N\zeta^N) \) on \( \{ \zeta \in \mathbb{C} : |\zeta| \leq 1 \} \).

Remark 1.3. As we will see below, to obtain (1.28) and (1.29) for arbitrarily small \( h \), we will let \( N \) sufficiently large so that (1.65) holds. Then \( D_N \) becomes larger and larger as \( N \) increases. Still, the same reasoning as in the proof of (1.24), (1.25) and (1.27) guarantee that,

\[
(1.54) \quad \zeta = \exp \left[ \frac{1}{N} \log \left( \frac{\tilde{x}}{N} \right) \right]
\]

for arbitrary large \( N \), we can take \( \delta > 0 \) sufficiently small so that \( \tilde{z}_{2n}(\tilde{x}, \tilde{B}) \) \((n = 0, 1, 2, \cdots)\) are holomorphic on \( \tilde{E}_{2, \delta}^2 \).

In what follows, we use the following notation: for a holomorphic function \( f(\zeta) \) on \( \{ \zeta \in \mathbb{C} : |\zeta| \leq 1 \} \), we define \( \|f\|_{\{\zeta\}} \) by

\[
\|f\|_{\{\zeta\}} := \sup_{|\zeta| \leq 1-\varepsilon} |f(\zeta)|
\]

for \( 0 < \varepsilon < 1 \). Then our task is to show the following

**Lemma 1.1.** There exist positive constants \( C_0(<1) \) and \( C_1 \) such that, for arbitrarily large natural number \( N \), we can take a sufficiently small positive constant \( \delta \) (depending on \( N \)) so that the following estimates hold for \( |\tilde{B}| \leq \delta \) and \( 0 < \varepsilon \leq (2N)^{-1} \log N \): for \( 1 \leq k \leq N - 1 \),

\[
(1.57) \quad |\hat{\Gamma}_{2k}| \leq C_0N^{k-N}(\varepsilon N)^{-2k}(2k)!((1 \log N)^k,
\]

\[
(1.58) \quad \|\hat{z}_{2k}\|_{\{\zeta\}} \leq C_0N^{k+1-N}(\varepsilon N)^{-2k}(2k)!((1 \log N)^k,
\]

\[
(1.59) \quad \left\| \frac{d\hat{z}_{2k}}{d\tilde{x}} \right\|_{\{\zeta\}} \leq C_0N^{k-N}(\varepsilon N)^{-2k}(2k)!((1 \log N)^k,
\]

\[
(1.60) \quad \left\| \frac{y_{2k}}{y_0} \right\|_{\{\zeta\}} \leq C_0N^{k-N}(\varepsilon N)^{-2k}(2k)!((1 \log N)^k,
\]

and for \( k \geq N \),

\[
(1.61) \quad |\hat{\Gamma}_{2k}| \leq C_0N^{-1}(\varepsilon N)^{-2k}(2k)!((1 \log N)^k,
\]
As the proof of Lemma 1.1 is delicate and lengthy, we describe its role in our whole reasoning before proving it; the proof of Lemma 1.1 will be given after we explain its role. Now a crucial point is that the estimate (1.28) (resp. (1.29)) we want to prove follows from (1.57) and (1.61) (resp. (1.58) and (1.62)). This can be confirmed in the following manner: Let $h > 0$ be an arbitrarily small number. Then we take $N$ so that it satisfies
\[ 4C_1 \log N < h. \]

By taking $\varepsilon = (2N)^{-1} \log N$, we obtain the following estimates from (1.57) and (1.61) for $n \geq 1$:
\[ \| \tilde{\varpi}_n \|_{\{\varepsilon\}} \leq C_0 N^{-1}(\varepsilon N)^{-2k}(2k)! \frac{4C_1}{\log N} \]

for $|\tilde{\varpi}_n| \leq \delta$, where $\delta$ is a positive constant appearing in Lemma 1.1. By the same way, we obtain the following estimates from (1.58) and (1.62):
\[ |\tilde{\varpi}_n(\tilde{x}, \tilde{\varpi})| \leq |\tilde{\varpi}_n(N\zeta^N, \tilde{\varpi})| \leq C_0 (2n)! \frac{4C_1}{\log N} \]

for $|\zeta| \leq 1 - (2N)^{-1} \log N$ and $|\tilde{\varpi}| \leq \delta$. Here we note that, for sufficiently large $N$,
\[ |\tilde{x}| \geq N^{1/2}/2 \text{ holds when } |\zeta| = 1 - (2N)^{-1} \log N. \]

Indeed, (1.68) follows from the relation $\tilde{x} = N\zeta^N$ and the following inequality:
\[ N\left(1 - \frac{\log N}{2N}\right)^N \geq \frac{1}{2} N \exp \left[ - \frac{1}{2} \log N \right] = \frac{1}{2} N^{1/2} \]

holds for sufficiently large $N$. Thus we can assume that (1.67) holds for $|\tilde{x}| \leq N^{1/2}/2$. Hence, by taking $N$ so that it satisfies $r_1 \leq N^{1/2}/2$ and (1.65),

\[ (1.62) \quad \| \tilde{\varpi}_n \|_{\{\varepsilon\}} \leq C_0 (\varepsilon N)^{-2k}(2k)! (C_1 \log N)^k, \]
\[ (1.63) \quad \| \frac{d\tilde{\varpi}_n}{d\tilde{x}} \|_{\{\varepsilon\}} \leq C_0 N^{-1}(\varepsilon N)^{-2k}(2k)! (C_1 \log N)^k, \]
\[ (1.64) \quad \| \frac{y_n}{y_0} \|_{\{\varepsilon\}} \leq C_0 N^{-1}(\varepsilon N)^{-2k}(2k)! (C_1 \log N)^k. \]
we obtain (1.28) and (1.29). In conclusion, we obtain Theorem 1.1. Thus the proof of Theorem 1.1 will be completed if we verify Lemma 1.1.

Proof of Lemma 1.1. To begin with we confirm that (1.57) \sim (1.60) hold for \( k = 1 \). We first show that \( \Phi_2 \) satisfies the following estimates: there exists a positive constant \( \tilde{C}_0 \) such that, for an arbitrary positive constant \( p > 1 \), we can take a positive constant \( \tilde{\tau}_0 \) so that

\[
\sup_{|\tilde{x}| \leq N} |\Phi_2(\tilde{x}, \tilde{B})| \leq \tilde{C}_0 N^{-p+1}
\]

holds for \( |\tilde{B}| \leq \delta \).

Remark 1.4. As (1.33) and (1.34) indicate, we readily find

\[
\Phi_{2n}(\tilde{x}, 0) = 0 \text{ for } n \geq 1.
\]

Therefore it is natural to expect that (1.70) holds by taking \( \delta \) sufficiently small depending on \( N \) and \( p \).

Indeed, by taking \( \delta > 0 \) sufficiently small, we may assume that \( \tilde{\Gamma}_0, y_0 \) and \( d\tilde{z}_0/d\tilde{x} \) are holomorphic on \( \tilde{E}^2_{N+Np, \delta} \). Furthermore, since \( \tilde{\Gamma}_0(0) = y_0(\tilde{x}, 0) = d\tilde{z}_0/d\tilde{x}(\tilde{x}, 0) = 1 \), by letting \( \delta > 0 \) sufficiently small again, we may also assume that

\[
\sup_{|\tilde{x}| \leq N+Np, |\tilde{B}| \leq \delta} \left\{|(\tilde{\Gamma}_0)^{\pm 1}|, |(y_0)^{\pm 1}|, \left| \left( \frac{d\tilde{z}_0}{d\tilde{x}} \right)^{\pm 1} \right| \right\} \leq 2
\]

holds. We fix \( \tilde{B} \) in the disc \( \{ \tilde{B} : |\tilde{B}| \leq \delta \} \). Then we obtain the following estimates for \( j = 1, 2, \cdots \) from Cauchy’s inequality:

\[
\sup_{|\tilde{x}| \leq N} \left| \frac{d^j\tilde{z}_0}{d\tilde{x}^j} \right| \leq 2(j - 1)! N^{-(j-1)p}.
\]

Therefore, from (1.73) we obtain

\[
|\{\tilde{z}_0; \tilde{x}\}| \leq \left| \left( \frac{d\tilde{z}_0}{d\tilde{x}} \right)^{-1} \frac{d^2\tilde{z}_0}{d\tilde{x}^3} \right| + \frac{3}{2} \left| \left( \frac{d\tilde{z}_0}{d\tilde{x}} \right)^{-2} \left( \frac{d^2\tilde{z}_0}{d\tilde{x}^2} \right)^2 \right|
\]

\[
\leq 32 N^{-2p}
\]
on $D_N$. In what follows, we fix $p$ at $N + 2$ and take $\delta$ sufficiently small so that (1.70) holds.

Next we derive the estimates of (1.51) on $D_N$. Since (1.51) is holomorphic on $D_N$, appealing to the maximum modulus principle, it suffices to estimate (1.51) on the boundary $\partial D_N$ of $D_N$. Further, since $g_{\pm}(x)$ is holomorphic at the origin, we can assume that

$$ |g_{\pm}(\pm a)| \leq \tilde{C}_1 $$

holds for some positive constant $\tilde{C}_1$. From the representation

$$ \tilde{z}_0(\tilde{x}) = 1 + (\tilde{x} - 1) \frac{\partial \tilde{z}_0}{\partial \tilde{x}} - \int_1^{\tilde{x}} (\tilde{x} - 1) \frac{\partial^2 \tilde{z}_0}{\partial \tilde{x}^2} d\tilde{x} $$

of $\tilde{z}_0(\tilde{x})$, we obtain

$$ \left( \frac{\tilde{z}_0 - 1}{\tilde{x} - 1} \right)^2 - \left( \frac{\partial \tilde{z}_0}{\partial \tilde{x}} \right)^2 = - \frac{2}{\tilde{x} - 1} \frac{\partial \tilde{z}_0}{\partial \tilde{x}} \int_1^{\tilde{x}} (\tilde{x} - 1) \frac{\partial^2 \tilde{z}_0}{\partial \tilde{x}^2} d\tilde{x} + \left( \frac{1}{\tilde{x} - 1} \int_1^{\tilde{x}} (\tilde{x} - 1) \frac{\partial^2 \tilde{z}_0}{\partial \tilde{x}^2} d\tilde{x} \right)^2. $$

Here we note that it follows from (1.73) that the following estimates hold on $\partial D_N$:

$$ \left| \frac{1}{\tilde{x} - 1} \int_1^{\tilde{x}} (\tilde{x} - 1) \frac{\partial^2 \tilde{z}_0}{\partial \tilde{x}^2} d\tilde{x} \right| \leq \frac{2(N + 1)^2}{N - 1} N^{-p}. $$

Further, by taking $\delta$ sufficiently small, we may assume that (1.35) holds with $\varepsilon = 1/2$ on $D_N$, and hence,

$$ N - \frac{3}{2} \leq |\tilde{z}_0 \pm 1| \leq N + \frac{3}{2} $$

holds on $\partial D_N$. Then, combining (1.75), (1.78) and (1.79), we obtain the following estimates of (1.51):

$$ \sup_{|x| = N} \left| g_+(a) \frac{\tilde{z}_0 + 1}{\tilde{z}_0 - 1} \left( \left( \frac{\tilde{z}_0 - 1}{\tilde{x} - 1} \right)^2 - \left( \frac{\partial \tilde{z}_0}{\partial \tilde{x}} \right)^2 \right) \right| \leq \tilde{C}_1 \frac{N + 3/2}{N - 3/2} \left( \frac{8(N + 1)^2}{N - 1} N^{-p} + \left( \frac{2(N + 1)^2}{N - 1} N^{-p} \right)^2 \right) $$
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By the same reasoning, we obtain the same estimates with (1.80) for (1.52). Therefore, combining (1.72), (1.74), (1.79) and (1.80), we obtain (1.70).

Now we derive (1.57) $\sim$ (1.60) from (1.70) for $k = 1$. Since $0 < \varepsilon \leq (2N)^{-1}\log N$, (1.57) for $k = 1$ immediately follows from the representation (1.48) of $\tilde{\gamma}_2$, (1.70) for $C_1 \geq (C_0)^{-1}\tilde{C}_0$ as follows:

$$\left|\tilde{\beta}_2(B)\right| \leq 4 \left|\beta_0\right| \sup_{|\tilde{z}_0| \leq N} |\Phi_2| \int_1^{-1} |1 - \tilde{z}_0^2|^{-1/2} \left|\left(\frac{d\tilde{z}_0}{d\tilde{x}}\right)^{-1}\right||d\tilde{z}_0| \leq 8C_0N^{-p+1}$$

$$\leq 8C_0N^{-p+1}(\varepsilon N)^{-2}2^{-2}(\log N)^2$$

$$\leq C_0N^{-p+2}(\varepsilon N)^{-2}2!(C_0)^{-1}\tilde{C}_0 \log N.$$  

Next we consider the estimates of $\tilde{z}_2$. Since $\tilde{z}_2$ is holomorphic on $D_N$, it suffices to estimate it for $\tilde{x} \in \partial D_N$. We obtain the following estimates from (1.49) and (1.70) for $\tilde{x} \in \partial D_N \cap \{\text{Re} \tilde{x} \geq 0\}$:

$$\left|\tilde{z}_2(\tilde{x}, \tilde{B})\right| \leq |1 - \tilde{z}_0^2|^{-1/2} \left(2 \sup_{|\tilde{x}| \leq N} |\Phi_2| + \frac{|\tilde{\beta}_2|}{2|\beta_0|}\right) \int_1^{\tilde{z}_0(\tilde{x})} |1 - \tilde{z}_0^2|^{-1/2}|d\tilde{z}_0|$$

$$\leq 5(2N + 3)\tilde{C}_0N^{-p+1}\tilde{C}_2 \log N$$

$$\leq 20\tilde{C}_0\tilde{C}_2N^{-p+2} \log N$$

$$\leq C_0N^{-p+4}(\varepsilon N)^{-2}2!(C_0)^{-1}\tilde{C}_0\tilde{C}_2 \log N,$$

where the integration path is taken as a straight line segment that connects 1 and $\tilde{x}$; thus this choice of the integration path together with the assumption on $\tilde{x}$ enables us to dominate the multivalued integral in the following manner:

$$\sup_{\pm \text{Re} \tilde{x} \geq 0} \int_{\pm 1}^{\tilde{z}_0(\tilde{x})} |1 - \tilde{z}_0^2|^{-1/2}|d\tilde{z}_0| \leq \tilde{C}_2 \log N,$$

where $\tilde{C}_2$ is a positive constant that is independent of $N$. Using the second representation of (1.49), we find that $\tilde{z}_2$ satisfies the same estimates with
for $\bar{x} \in \partial D_N \cap \{-\text{Re} \bar{x} \geq 0\}$. Therefore (1.82) holds on $D_N$. Then, since $|Nz^N| \leq N$ for $|z| \leq 1 - \varepsilon$, by taking $C_1 \geq (C_0)^{-1} \tilde{C}_0 \tilde{C}_2$, we immediately have (1.58) for $k = 1$. Further, from (1.37), (1.70), (1.81) and (1.82), we obtain the following estimates on $D_N$:

$$(1.84) \quad \left| \frac{\partial \bar{z}_2}{\partial \bar{x}} \right| \leq \left| \frac{\partial \bar{z}_0}{\partial \bar{x}} \frac{\bar{z}_0}{\bar{z}_0^2 - 1} \right| + \left| \frac{\partial \bar{z}_0}{\partial \bar{x}} \frac{\bar{z}_0}{2\tilde{\Gamma}} \right| + |\Phi_2|$$

$$\leq \frac{N + 1/2}{(N - 3/2)^2} 40\tilde{C}_0 \tilde{C}_2 N^{-p+2} \log N + 16\tilde{C}_0 N^{-p+1} + \tilde{C}_0 N^{-p+1}$$

$$\leq \tilde{C}_0 (320\tilde{C}_2 \log N + 17) N^{-p+1}$$

$$\leq C_0 N^{-p+3} (\varepsilon N)^{-2!} (2C_0)^{-1} \tilde{C}_0 (320\tilde{C}_2 + 17) \log N.$$ 

Therefore, by taking $C_1 \geq (2C_0)^{-1} \tilde{C}_0 (320\tilde{C}_2 + 17)$, we obtain (1.59) for $k = 1$. Finally, from (1.40) and (1.82), we obtain the following estimates on $D_N$:

$$(1.85) \quad |y_2| \leq \frac{2\tilde{z}_0}{\tilde{z}_0^2 - 1} |\tilde{z}_2|$$

$$\leq \frac{N + 1/2}{(N - 1)^2} 40\tilde{C}_0 \tilde{C}_2 N^{-p+2} \log N$$

$$\leq C_0 N^{-p+3} (\varepsilon N)^{-2!} (2C_0)^{-1} \tilde{C}_0 160\tilde{C}_2 \log N.$$ 

Hence we obtain (1.60) for $k = 1$ with $C_1 \geq (C_0)^{-1} \tilde{C}_0 160\tilde{C}_2$. In conclusion, we obtain (1.57) ~ (1.60) for $k = 1$. Here we remark that, from the discussion above,

(1.86) we can take $C_0 > 0$ arbitrarily small by taking $C_1$ sufficiently large.

Next we show (1.57) ~ (1.60) for $k = n$ $(2 \leq n \leq N - 1)$ under the assumption that these estimates hold for $1 \leq k \leq n - 1$. We first confirm the following estimates:

$$(1.87) \quad \|\Phi_{2n}\|_{\ell^1} \leq \tilde{C}_0 C_0^2 N^{n-N} (\varepsilon N)^{-2n} (2n)! C_1^n (\log N)^{n-1},$$

where $\tilde{C}_0$ is a positive constant that is independent of $n$, $N$ and $\varepsilon$. Let us consider the first term of $\Phi^{(1)}_{2n}$. From [Part I, Lemma 1.2.2] and the induction
hypothesis, we obtain the following estimates:

\[ \left\| \frac{1}{2} \frac{d \tilde{z}_0}{dx} \sum_{\mu=2}^{n} \sum_{|\mu|=n}^{*} (-1)^\mu \frac{y_{2\kappa_1} \cdots y_{2\kappa_\mu}}{y_0^\mu} \right\| \{\varepsilon\} \]

\[ \leq \left\| \frac{1}{2} \frac{d \tilde{z}_0}{dx} \right\| \{\varepsilon\} \sum_{\mu=2}^{n} \sum_{|\mu|=n}^{*} \left\| \frac{y_{2\kappa_1}}{y_0} \right\| \cdots \left\| \frac{y_{2\kappa_\mu}}{y_0} \right\| \{\varepsilon\} \]

\[ \leq \sum_{\mu=2}^{n} \sum_{|\mu|=n}^{*} \left| C_0^\mu N^{n-\mu N} (\varepsilon N)^{-2n} (2\kappa_1)! \cdots (2\kappa_\mu)! \right| (C_1 \log N)^n \]

\[ \leq \sum_{\mu=2}^{n} (4C_0)^\mu (2\mu - 1)! N^{n-\mu N} (\varepsilon N)^{-2n} (C_1 \log N)^n \]

\[ \leq N^n (\varepsilon N)^{-2n} (2n - 1)! (C_1 \log N)^n \sum_{\mu=2}^{n} \frac{(4C_0 N^{-N})^\mu}{(\mu - 2)!} \]

\[ \leq 16e^{4C_0} N^2 N^{n-2N} (\varepsilon N)^{-2n} (2n - 1)! (C_1 \log N)^n. \]

Here we note that the same reasoning as in (1.88) entails the following estimates for \(1 \leq k \leq n - 1\):

\[ \left\| \sum_{\mu=1}^{k} \sum_{|\mu|=k}^{*} (-1)^\mu \frac{y_{2\kappa_1} \cdots y_{2\kappa_\mu}}{y_0^\mu} \right\| \{\varepsilon\} \]

\[ \leq 4e^{4C_0} C_0 N^{k-N} (\varepsilon N)^{-2k} (2k)! (C_1 \log N)^k. \]

Next we consider the second term of \(\Phi^{(1)}_{2n}\). Since at least two of \(k_j\)'s are non-zero, the factor \(C_0 N^{-N}\) appears at least twice in the estimation of the term. For example, the following part of the term with \(k_2 = k_3 = 0\) is one of the essential terms in the estimation:

\[ \left\| \frac{1}{2} \sum_{k_1 + k_4 = n}^{k_1, k_4 \leq n - 1} \frac{d \tilde{z}_{2k_1}}{dx} \sum_{\mu=1}^{k_4} \sum_{|\mu|=k_4}^{*} (-1)^\mu \frac{y_{2\kappa_1} \cdots y_{2\kappa_\mu}}{y_0^\mu} \right\| \{\varepsilon\} \]

\[ \leq 8e^{4C_0} C_0^2 N^{n-2N} (\varepsilon N)^{-2n} (2n - 1)! (C_1 \log N)^n. \]

On the other hand, when at least three of \(k_1, \cdots, k_4\) are non-zero, the factor \(C_0 N^{-N}\) appears at least three times. Then, since \(C_0 N^{-N} \ll 1\), we obtain
better estimates than (1.90) for these terms. Therefore the second term of $\Phi_{2n}^{(1)}$ satisfies the following estimates for some positive constant $\tilde{C}_0$:

$$\Phi_{2n}^{(1)} \leq \tilde{C}_0 C_0^2 N^{n-2N}(\varepsilon N)^{-2n}(2n-1)!(C_1 \log N)^n.$$  

Finally, since $|\tilde{z}_0^2| - 1 \geq (|\tilde{x}| - 3/2)^2 \geq N/8$ holds for $|\zeta| = 1 - \varepsilon$ ($0 < \varepsilon \leq (2N)^{-1} \log N$) (cf. (1.68) and (1.79)), the estimates of the third term of $\Phi_{2n}^{(1)}$ follows from the maximum modulus principle and the induction hypothesis as follows:

$$\frac{1}{2} \sum_{k_1 + k_2 = n} \left| \tilde{z}_0 \tilde{x} \right| \leq \tilde{C}_0 C_0^2 N^{n+1-2N}(\varepsilon N)^{-2n}(2n-1)!(C_1 \log N)^n.$$  

We thus obtain the following estimates of $\Phi_{2n}^{(1)}$ from (1.88), (1.91) and (1.92) for some positive constant $C_0$:

$$\left\| \Phi_{2n}^{(1)} \right\|_{\{\varepsilon\}} \leq \tilde{C}_0 C_0^2 N^{n-2N}(\varepsilon N)^{-2n}(2n-1)!(C_1 \log N)^n.$$  

Now we consider the estimation of $\Phi_{2n}^{(2)}$. We first show the following

**Lemma 1.2.** Let $d\tilde{z}_k/d\tilde{x}$ satisfy (1.59) for $0 < \varepsilon \leq (2N)^{-1} \log N$. Then the following inequalities hold:

$$\left\| \frac{d^2 \tilde{z}_2}{dx^2} \right\|_{\{\varepsilon\}} \leq e^{2(1 - \varepsilon)}(\varepsilon N)^{-2N}(C_0 N^{k-1-N})^{2k+1}!(C_1 \log N)^k,$$

$$\left\| \frac{d^2 \tilde{z}_2}{dx^3} \right\|_{\{\varepsilon\}} \leq e^{2(1 - \varepsilon)}(\varepsilon N)^{-2N}(C_0 N^{k-2-N}) \times \left( 1 + \frac{\log N}{2k+2} \right) (\varepsilon N)^{2k-2}(2k+2)! (C_1 \log N)^k.$$  
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*Proof.* Appealing to the maximum modulus principle, it is enough to show (1.94) and (1.95) for \(|\zeta| = 1 - \varepsilon\). We first note the following relation:

\[
\frac{d^2 \tilde{z}_{2k}}{d\tilde{x}^2} = \frac{\zeta^{-N+1}}{N^2} \frac{d}{d\zeta} \frac{d\tilde{z}_{2k}}{d\tilde{x}},
\]

(1.96)

\[
\frac{d^3 \tilde{z}_{2k}}{d\tilde{x}^3} = \left( \frac{\zeta^{-2N+2}}{N^4} \frac{d^2}{d\zeta^2} + \frac{-N + 1}{N^4} \zeta^{-2N+1} \frac{d}{d\zeta} \right) \frac{d\tilde{z}_{2k}}{d\tilde{x}}.
\]

(1.97)

We use the following representation:

\[
\frac{d^j}{d\zeta^j} \frac{d\tilde{z}_{2k}}{d\tilde{x}} = \frac{j!}{2\pi \sqrt{-1}} \int_{|\tilde{\zeta} - \zeta| = (k+1)^{-1}\varepsilon} \frac{d\tilde{z}_{2k}}{d\tilde{x}} (\tilde{\zeta} - \zeta)^{j+1}. \]

(1.98)

We immediately find that the integral path of (1.98) is contained in \(|\tilde{\zeta}| \leq 1 - \tilde{\varepsilon}\) with \(\tilde{\varepsilon} = k\varepsilon/(k + 1)\). Since

\[
\left\| \frac{d^j}{d\zeta^j} \frac{d\tilde{z}_{2k}}{d\tilde{x}} \right\|_{\{\varepsilon\}} \leq C_0 N^{k-N} (\varepsilon N)^{-2k}(2k)! (C_1 \log N)^k
\]

\[
= C_0 N^{k-N} \left( 1 + \frac{1}{k} \right)^{2k} (\varepsilon N)^{-2k}(2k)! (C_1 \log N)^k
\]

\[
\leq e^2 C_0 N^{k-N} (\varepsilon N)^{-2k}(2k)! (C_1 \log N)^k
\]

follows from (1.59), we obtain the following estimates from (1.98):

\[
\left\| \frac{d^j}{d\zeta^j} \frac{d\tilde{z}_{2k}}{d\tilde{x}} \right\|_{\{\varepsilon\}} \leq j!(k + 1)^j e^{-j} e^2 C_0 N^{k-N} (\varepsilon N)^{-2k}(2k)! (C_1 \log N)^k.
\]

(1.100)

Then, from (1.100), we obtain the estimates of (1.96) and (1.97) as follows:

\[
\left\| \frac{\zeta^{-N+1}}{N^2} \frac{d}{d\zeta} \frac{d\tilde{z}_{2k}}{d\tilde{x}} \right\|_{\{\varepsilon\}} \leq e^2 (1 - \varepsilon)^{-N} C_0 N^{k-1-N} (\varepsilon N)^{-2k-1}(2k + 1)! (C_1 \log N)^k,
\]

(1.101)

\[
\left\| \left( \frac{\zeta^{-2N+2}}{N^4} \frac{d^2}{d\zeta^2} + \frac{-N + 1}{N^4} \zeta^{-2N+1} \frac{d}{d\zeta} \right) \frac{d\tilde{z}_{2k}}{d\tilde{x}} \right\|_{\{\varepsilon\}}
\]

(1.102)
\[
\leq e^2(1 - \varepsilon)^{-2N} C_0 N^{k-2-N} (\varepsilon N)^{-2k-2} (2k+2)! (C_1 \log N)^k
\]
\[
+ 2e^2(1 - \varepsilon)^{-2N} C_0 N^{k-2-N} (\varepsilon N)^{-2k-1} (2k+1)! (C_1 \log N)^k.
\]

Since \( \varepsilon N \leq 2^{-1} \log N \), (1.94) and (1.95) immediately follow from (1.101) and (1.102).

We return to the estimation of \( \Phi_{2n}^{(2)} \). Let us consider the first term of \( \Phi_{2n}^{(2)} \).

By the same reasoning as the estimation of (1.89), the following holds for \( k \geq 1 \): 

\[
\sum_{k=1}^{k} \sum_{\mu=1}^{k} (-1)^\mu \left( \frac{d\tilde{z}_0}{dx} \right)^{\mu} \frac{d\tilde{z}_{2\mu+1}}{dx} \cdots \frac{d\tilde{z}_{2n+1}}{dx} \| \varepsilon \}
\leq 8e^{8C_0} C_0 N^{k-N} (\varepsilon N)^{-2k} (2k)! (C_1 \log N)^k.
\]

By the discussion similar to the estimation of (1.91), we find that the terms with \( k_1 = 0 \) or \( k_2 = 0 \) are essential in the estimation. In particular, since (1.73) holds, we see that the following term with \( k_2 = 0 \) is the worst contribution:

\[
\left\| \frac{\tilde{z}_0^2 - 1}{4I_0} \left( \frac{d\tilde{z}_0}{dx} \right)^{-2} \frac{d^3\tilde{z}_{2(n-1)}}{dx^3} \| \varepsilon \right\}
\leq 2(N^2(1 - \varepsilon)^{2N} + 3)e^2(1 - \varepsilon)^{-2N} C_0 N^{n-3-N}
\times \left( 1 + \frac{\log N}{2n} \right) (\varepsilon N)^{-2n} (2n)! (C_1 \log N)^{n-1}
\leq e^{2} C_0 N^{n-N} (\varepsilon N)^{-2n} (2n)! (C_1 \log N)^{n-1}.
\]

Therefore, having (1.73) in mind, we obtain the following estimates for some positive constant \( C_0' \):

\[
\left\| \frac{\tilde{z}_0^2 - 1}{4I_0} \sum_{k_1+k_2=n-1} \left( \frac{d\tilde{z}_0}{dx} \right)^{-2} \frac{d^3\tilde{z}_{2k_1}}{dx^3} \right\| \varepsilon \}
\leq e^{2} C_0 N^{n-N} (\varepsilon N)^{-2n} (2n)! (C_1 \log N)^{n-1}.
\]
we find the following estimates:
(1.106) \[ \left\| \frac{3(z_0^2 - 1)}{8\Gamma_0} \sum_{k_1+k_2+k_3=n-1} \left( \frac{d\tilde{z}_0}{dx} \right)^{-3} \frac{d^2\tilde{z}_{2k_1}}{dx^2} \frac{d^2\tilde{z}_{2k_2}}{dx^2} \sum_{\mu=\min(1,k_3)}^{k_3} \prod_{i=1}^{\mu} (-1)^{\mu} (\mu+1) \frac{d\tilde{z}_{2k_1}}{dx} \sum_{j=1}^{\mu} \cdots \frac{d\tilde{z}_{2k_\mu}}{dx} \right\|_\epsilon \]

By the same reasoning, we find that the following estimates for the second term of \( \Phi_{2n}^{(2)} \) follows from (1.94) and [Part I, Lemma 1.2.2]:

(1.107) \[ \| \Phi_{2n}^{(2)} \|_\epsilon \leq \tilde{C}_0 C_0 N^{n-N}(\varepsilon N)^{-2n}(2n)!((C_1 \log N)^{n-1} \]

Thus we see that the following estimates hold for some positive constant \( \tilde{C}_0 \):

Finally we consider the estimation of \( \Phi_{2n}^{(3)} \). Let us consider the first term of \( \Phi_{2n}^{(3)} \). Since it is holomorphic on \(|\zeta| < 1\), it suffices to estimate it for \(|\zeta| = 1 - \varepsilon\). We first note that, since \(|\tilde{z}_0| - 1| \geq 4^{-1}\sqrt{N}\) holds on \(|\zeta| = 1 - \varepsilon\), we find the following estimates:

(1.108) \[ \left\| \sum_{\mu=1}^{k} \sum_{|k|_0=k} (-1)^\nu (\mu+1) \frac{\tilde{z}_{2k_1} \cdots \tilde{z}_{2k_\mu}}{(\tilde{z}_0 - 1)^{\nu}} \right\|_\epsilon \]

By the same discussion as the estimation of (1.91), we find that the terms with one of \( k_j \) being \( n-1 \) are essential in the estimation. In particular, since \( 32 \varepsilon^{3(2n)_{k-N+1/2}} N^{-1/2} \ll 1 \), comparison of (1.108) and (1.59) entails that the worst is the term with \( k_3 = n-1 \), which can be estimated as follows:

(1.109) \[ \left\| \frac{\tilde{z}_0 + 1}{\tilde{z}_0 - 1} \frac{d\tilde{z}_0}{dx} g_+(a) \sum_{\mu=1}^{n-1} \sum_{|k|_0=n-1} (-1)^\nu (\mu+1) \frac{\tilde{z}_{2k_1} \cdots \tilde{z}_{2k_\mu}}{(\tilde{z}_0 - 1)^{\nu}} \right\|_\epsilon \]

\[ \leq \frac{N(1-\varepsilon)^N + 3/2}{N(1-\varepsilon)^N - 3/2} \tilde{C}_1 e^{32\varepsilon C_0} \times \frac{N^{n-N-1/2}(\varepsilon N)^{-2(n-1)}(2n-2)!((C_1 \log N)^{n-1}}
\[
\leq 4^3 \tilde{C}_1 e^{32C_0} C_0 N^{n-N-1/2} \frac{(\log N)^2}{n^2} (\varepsilon N)^{-2n} (2n)! (C_1 \log N)^{n-1} \\
\leq 4^5 \tilde{C}_1 e^{32C_0} C_0 N^{n-N} (\varepsilon N)^{-2n} (2n)! (C_1 \log N)^{n-1},
\]

where \( \tilde{C}_1 \) is a positive constant that satisfies (1.75). In this way, we can obtain the estimates of the first term of \( \Phi_{2n}^{(3)} \). On the other hand, we immediately find that the second term also satisfies the same estimates with the first term. Therefore we find that the following estimates hold for \( \Phi_{2n}^{(3)} \) with a positive constant \( C_0 \):

\begin{equation}
\| \Phi_{2n}^{(3)} \|_{\{\varepsilon\}} \leq \tilde{C}_0 C_0 N^{n-N} (\varepsilon N)^{-2n} (2n)! (C_1 \log N)^{n-1}. \tag{1.110}
\end{equation}

By taking \( C_1^{-1} \leq C_0 \) and summing up (1.93), (1.107) and (1.110), we obtain (1.87).

Now we confirm (1.57) \( \sim (1.60) \) for \( k = n \). We first note that the following estimates follow from (1.48) and (1.87):

\begin{equation}
|\tilde{\Gamma}_{2n}(\tilde{B})| \leq \frac{4|\tilde{\Gamma}_0|}{\pi} \int_1^{-1} |1 - \tilde{z}_0^2|^{-1/2} d\tilde{z}_0 \|\Phi_{2n}\|_{\{\varepsilon\}} \leq 8\tilde{C}_0 C_0 N^{n-N} (\varepsilon N)^{-2n} (2n)! (C_1 \log N)^{n-1}. \tag{1.111}
\end{equation}

Then, by taking \( C_0 \) sufficiently small so that they satisfy \( 8\tilde{C}_0 C_0 < 1 \), we obtain (1.57). Next, from (1.49), (1.87) and (1.111), we obtain the following estimates on \( \{ |\tilde{x}| = N(1 - \varepsilon)^N \} \cap \{ \text{Re} \tilde{x} \geq 0 \} \):

\begin{equation}
|\tilde{z}_{2n}(\tilde{x}, \tilde{B})| \leq |1 - \tilde{z}_0|^2 \frac{1}{2} \int_1^\tilde{z}_0 |1 - \tilde{z}_0^2|^{-1/2} d\tilde{z}_0 \left( 2\|\Phi_{2n}\|_{\{\varepsilon\}} + \frac{|\tilde{\Gamma}_{2n}|}{2|\tilde{\Gamma}_0|} \right) \leq 20(1 - \varepsilon)^N \tilde{C}_0 \tilde{C}_2 C_0 N^{n+1-N} (\varepsilon N)^{-2n} (2n)! (C_1 \log N)^n, \tag{1.112}
\end{equation}

where \( \tilde{C}_2 \) is a positive constant appearing in (1.83). By the same discussion, we find from the second representation of (1.49) that (1.112) also holds on \( \{ |\tilde{x}| = N(1 - \varepsilon)^N \} \cap \{ -\text{Re} \tilde{x} \geq 0 \} \). Since \( \tilde{z}_{2n} \) is holomorphic on \( \{ |\tilde{x}| \leq N(1 - \varepsilon)^N \} \), we see that (1.112) holds there. Hence, by taking \( C_0 \) so that \( 20\tilde{C}_0 \tilde{C}_2 C_0 < 1 \) holds, we obtain (1.58) for \( k = n \). Then, using the relation (1.37), we obtain the following estimates from (1.87), (1.111) and (1.112):

\begin{equation}
\left\| \frac{\partial \tilde{z}_{2n}}{\partial \tilde{x}} \right\|_{\{\varepsilon\}} \leq 2 \frac{N(1 - \varepsilon)^N + 1/2}{(N(1 - \varepsilon)^N - 3/2)^2} \|\tilde{z}_{2n}\|_{\{\varepsilon\}} + 2|\tilde{\Gamma}_{2n}| + \|\Phi_{2n}\|_{\{\varepsilon\}} \tag{1.113}
\end{equation}
\[
(320\tilde{C}_0 \tilde{C}_2 + 9\tilde{C}_0)C_0^2N^{n-N}(\varepsilon N)^{-2n}(2n)!(C_1 \log N)^n.
\]

Therefore, by taking \(C_0\) so that \((320\tilde{C}_0 \tilde{C}_2 + 9\tilde{C}_0)C_0 < 1\) holds, we find that \(\tilde{z}_{2n}\) satisfies (1.59). Furthermore, by the maximum modulus principle, we obtain the following estimates from (1.40), (1.58), (1.69) and (1.112):

\[
\|y_{2n}\|_{\{\varepsilon\}} \leq \frac{1}{N^2(1-\varepsilon)^2N - 1} \left(2\|\tilde{z}_0\|_{\{\varepsilon\}}\|\tilde{z}_{2n}\|_{\{\varepsilon\}} + \sum_{k=1}^{n-1}\|\tilde{z}_{2k}\|_{\{\varepsilon\}}\|\tilde{z}_{2(n-k)}\|_{\{\varepsilon\}}\right)
\]

\[
\leq \frac{4}{N^2(1-\varepsilon)^2N} \left(80N(1-\varepsilon)^{2N}\tilde{C}_0 \tilde{C}_2 + 2N^{-1} N^{1-N}\right)
\]

\[
\times C_0^2 N^{n+1-N}(\varepsilon N)^{-2n}(2n)!(C_1 \log N)^n
\]

\[
\leq 4(80\tilde{C}_0 \tilde{C}_2 + 1)C_0^2 N^{n-N}(\varepsilon N)^{-2n}(2n)!(C_1 \log N)^n.
\]

Therefore, by taking \(C_0\) so that it satisfies \(4(80\tilde{C}_0 \tilde{C}_2 + 1)C_0 < 1\), we obtain (1.60) for \(k = n\). Thus the induction proceeds and we obtain (1.57) \sim (1.60) for \(1 \leq k \leq N - 1\).

Now, we confirm (1.61) \sim (1.64) for \(k \geq N\). We first remark that, from (1.57) \sim (1.60), we find that (1.61) \sim (1.64) also hold for \(1 \leq k \leq N - 1\). Hence we show (1.61) \sim (1.64) for \(k = n\) \((n \geq N)\) under the assumption that these estimates hold for \(1 \leq k \leq n - 1\). By the same discussion with the derivation of (1.57) \sim (1.60) from (1.87), it suffices to show the following estimates:

\[
\|\Phi_{2n}\|_{\{\varepsilon\}} \leq \tilde{C}_0 C_0^2 N^{-1}(\varepsilon N)^{-2n}(2n)! C_1^n(\log N)^{n-1},
\]

where \(\tilde{C}_0\) is some positive constant. We first confirm the following estimates:

\[
\|\Phi_{2n}^{(1)}\|_{\{\varepsilon\}} \leq \tilde{C}_0 C_0^2 N^{-1}(\varepsilon N)^{-2n}(2n - 1)! (C_1 \log N)^n.
\]

Then, since \(\log N \leq n\), we find that \(\Phi_{2n}^{(1)}\) satisfies (1.115). As in the derivation of (1.93), the following term is essential in the estimation of \(\Phi_{2n}^{(1)}\):

\[
\left\| \frac{1}{2} \frac{1}{\tilde{z}_0^3} \frac{1}{1} d\tilde{z}_0 \sum_{k_1 + k_2 = n}^{*} \tilde{z}_{2k_1} \tilde{z}_{2k_2} \right\|_{\{\varepsilon\}}
\]

\[
\leq 8N^{-1}C_0^2(\varepsilon N)^{-2n}(C_1 \log N)^n \sum_{k_1 + k_2 = n}^{*} (2k_1)(2k_2)!
\]

\[
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\]
Here we used the fact that $|\tilde{z}_0^2 - 1| \geq N/8$ holds for $|\zeta| = 1 - \varepsilon$. In this way, we can show that the first and the second term of $\Phi^{(1)}_{2n}$ also satisfy (1.116) by the same discussion with the estimation of (1.88) and (1.91).

Next, we show the following estimates:

(1.118) $\|\Phi^{(2)}_{2n}\|_{(\varepsilon)} \leq \tilde{C}_0 C_0 N^{-1}(\varepsilon N)^{-2n}(2n)! (C_1 \log N)^{n-1}$.

We first note that, by the same discussion with the proof of Lemma 1.2, we obtain the following estimates for $k = 1, 2, \cdots$ from (1.63):

(1.119) $\left\| \frac{d^2 \tilde{z}_{2k}}{d \tilde{x}^2} \right\|_{(\varepsilon)} \leq e^2 (1 - \varepsilon)^{-N} C_0 N^{-2}(\varepsilon N)^{-2k-1}(2k + 1)! (C_1 \log N)^k$,

(1.120) $\left\| \frac{d^3 \tilde{z}_{2k}}{d \tilde{x}^3} \right\|_{(\varepsilon)} \leq e^2 (1 - \varepsilon)^{-2N} C_0 N^{-3} \times \left( \frac{\log N}{2k + 2} \right) (\varepsilon N)^{-2k-2}(2k + 2)! (C_1 \log N)^k$.

Let us consider the first term of $\Phi^{(2)}_{2n}$, which is essential in the estimation of $\Phi^{(2)}_{2n}$. Since $\log N \leq n$, we find the following estimates from (1.120):

(1.121) $\left\| \frac{d^3 \tilde{z}_{2(k-1)}}{d \tilde{x}^3} \right\|_{(\varepsilon)} \leq \frac{3e^2}{2} (1 - \varepsilon)^{-2N} C_0 N^{-3}(\varepsilon N)^{-2n}(2n)! (C_1 \log N)^{n-1}$.

And, since $\log N \leq n$, we find the following estimates from (1.120) for $1 \leq k \leq n - 2$:

(1.122) $\left\| \frac{d^3 \tilde{z}_{2(k-1)}}{d \tilde{x}^3} \right\|_{(\varepsilon)} \leq e^2 (1 - \varepsilon)^{-2N} C_0 N^{-2}(\varepsilon N)^{-2k}(2k)! (C_1 \log N)^{k-1}$.

Then, by the same reasoning with the estimates of (1.105), we obtain the following estimates for the first term of $\Phi^{(2)}_{2n}$:

(1.123) $\left\| \frac{z_0^2 - 1}{4 \Gamma_0} \left( \frac{d \tilde{z}_0}{d \tilde{x}} \right)^{-2} \left\{ \frac{d^3 \tilde{z}_{2(n-1)}}{d \tilde{x}^3} - \frac{d^3 \tilde{z}_{2(n-1)}}{d \tilde{x}^3} \right\} \right\|_{(\varepsilon)}$
\[
\begin{align*}
&+ \sum_{k_1+k_2=n-1} \frac{d^3 \tilde{z}_{2k_1}}{d \tilde{x}^3} \sum_{\mu = \min \{1, k_2 \}}^k \sum_{\tilde{\mu} = k_2} (-1)^\mu \left( \frac{d \tilde{z}_0}{d \tilde{x}} \right)^{-\mu} \frac{d \tilde{z}_{2k_1}}{d \tilde{x}} \cdots \frac{d \tilde{z}_{2k_\mu}}{d \tilde{x}} \\
&+ \frac{d^3 \tilde{z}_0}{d \tilde{x}^3} \sum_{\mu = 1}^k \sum_{\tilde{\mu} = k_2} (-1)^\mu \left( \frac{d \tilde{z}_0}{d \tilde{x}} \right)^{-\mu} \frac{d \tilde{z}_{2k_1}}{d \tilde{x}} \cdots \frac{d \tilde{z}_{2k_\mu}}{d \tilde{x}} \right\} \|_{\varepsilon} \\
&\leq 8N^2 (1 - \varepsilon) 2N \{ e^2 (1 - \varepsilon)^{-2N} C_0 N^{-3} (\varepsilon N)^{-2n} (2n)! (C_1 \log N)^{n-1} \\
&+ 8e^{8C_0 + 2} (1 - \varepsilon)^{-2N} C_0^2 N^{-3} (\varepsilon N)^{-2n} (2n)! (C_1 \log N)^{n-1} \\
&+ 8e^{8C_0} C_0 N^{1-p} (\varepsilon N)^{-2(n-1)} (2n - 2)! (C_1 \log N)^{n-1} \} \\
&\leq 8C_0 N^{-1} (\varepsilon N)^{-2n} (2n)! (C_1 \log N)^{n-1} \\
&\times \{ e^2 + 8e^{8C_0 + 2} C_0 + e^{8C_0} N^{-p+2} n^{-2} (\log N)^2 \}.
\end{align*}
\]

Since \( p \geq N + 2 \), we immediately find that the first term of \( \Phi_{2n}^{(2)} \) satisfies (1.118). In the same way, from (1.119), we can show the following estimates:

(1.124) \[
\frac{3^3 \tilde{\varepsilon}_0^2 - 1}{8 \tilde{\Gamma}_0} \sum_{k_1 + k_2 + k_3 = n-1} \left( \frac{d \tilde{z}_0}{d \tilde{x}} \right)^{-3} \frac{d^2 \tilde{z}_{2k_1}}{d \tilde{x}^2} \frac{d^2 \tilde{z}_{2k_2}}{d \tilde{x}^2} \\
\times \sum_{\mu = \min \{1, k_1 \}, \tilde{\mu} = k_3} (-1)^\mu (\mu + 1) \left( \frac{d \tilde{z}_0}{d \tilde{x}} \right)^{-\mu} \frac{d \tilde{z}_{2k_1}}{d \tilde{x}} \cdots \frac{d \tilde{z}_{2k_\mu}}{d \tilde{x}} \right\} \|_{\varepsilon} \\
\leq \tilde{C}_0 C_0 N^{-2} (\varepsilon N)^{-2n} (2n - 1)! (C_1 \log N)^{n-1}.
\]

Hence, from (1.123) and (1.124), we obtain (1.118).

Finally, by the same discussion with the estimation of (1.109), we obtain the following estimates:

(1.125) \[
\| \Phi_{2n}^{(3)} \|_{\varepsilon} \leq \tilde{C}_0 C_0 N^{-3/2} (\varepsilon N)^{-2n+2} (2n - 2)! (C_1 \log N)^{n-1}.
\]

Then, since \( N^{1/2} \leq n \) and \( (\varepsilon N)^2 \leq n \), we find that \( \Phi_{2n}^{(3)} \) satisfies (1.115).

Summing up, we have confirmed (1.61) \sim (1.64) for \( k = n \). Thus the induction proceeds. This completes the proof of Lemma 1.1, completing the proof of Theorem 1.1.

\[\square\]
As is shown in [KT], we can deduce the following Theorem 1.2 from Theorem 1.1:

**Theorem 1.2.** Let \( \tilde{S} \) and \( S \) respectively be a solution of

\[
\tilde{S}^2 + \frac{\partial \tilde{S}}{\partial x} = \eta^2 \left( \frac{aA + xB}{x^2 - a^2} + \eta^{-2} \left( \frac{g_+(a)}{(x-a)^2} + \frac{g_-(a)}{(x+a)^2} \right) \right)
\]

and

\[
S^2 + \frac{\partial S}{\partial z} = \eta^2 \left( \frac{a\Gamma}{z^2 - a^2} + \eta^{-2} \left( \frac{g_+(a)}{(z-a)^2} + \frac{g_-(a)}{(z+a)^2} \right) \right),
\]

and suppose that

\[
\arg \tilde{S}_{-1}(x, a, A, B) = \arg \left( \frac{\partial z_0}{\partial x} S_{-1}(z_0(x, a, A, B), a, \Gamma_0(a, A, B)) \right)
\]

holds. Then they satisfy

\[
\tilde{S}_{\text{odd}}(x, a, A, B, \eta) = \left( \frac{\partial z}{\partial x} \right) S_{\text{odd}}(z(x, a, A, B, \eta), a, \Gamma(a, A, B, \eta), \eta)
\]

on \( E_{r_1, r_2} \), where \( \tilde{S}_{\text{odd}} \) and \( S_{\text{odd}} \) respectively denote the odd part of \( \tilde{S} \) and \( S \).

We also have the following

**Theorem 1.3.** Let \( \tilde{\psi}_\pm(x, a, A, B, \eta) \) be WKB solutions of the generic (i.e., \( a \neq 0 \)) Mathieu equation (1.1) that are normalized at a simple pole \( x = a \) as

\[
\tilde{\psi}_\pm(x, a, A, B, \eta) = \frac{1}{\sqrt{S_{\text{odd}}}} \exp \left( \pm \int_a^x \tilde{S}_{\text{odd}} dx \right),
\]

and \( \psi_\pm(z, a, \Gamma, \eta) \) be WKB solutions of the Legendre equation (1.4) that is normalized at a simple pole \( z = a \) as

\[
\psi_\pm(z, a, \Gamma, \eta) = \frac{1}{\sqrt{S_{\text{odd}}}} \exp \left( \pm \int_a^z S_{\text{odd}} dz \right).
\]
Then they satisfy the following relation (1.132) on an open set $E_{r_1,r_2}$ given by (1.8):

$$\tilde{\psi}_\pm(x, a, A, B, \eta) = \left(\frac{\partial z}{\partial x}\right)^{-1/2} \psi_\pm(z(x, a, A, B, \eta), a, \Gamma(a, A, B, \eta), \eta),$$

where $z(x, a, A, B, \eta)$ and $\Gamma(a, A, B, \eta)$ are the series constructed in Theorem 1.1.

We have so far discussed how WKB solutions of (1.1) are related to WKB solutions of (1.4). But we need in Section 2 the Legendre equation in the form (1.2). Here we discuss how WKB solutions of (1.4) and those of (1.2) are related; as we will see below the relation can be found in a straightforward manner. For the sake of simplicity of description we consider the situation when the parameter $\Gamma$ in (1.4) is a genuine constant; this restriction does not cause any problems in our later discussion, as appropriate use of microdifferential operators will enable us to relate (1.4) with $\Gamma$ being a genuine constant and (1.4) with $\Gamma$ being infinite series. (See Proposition 3.3.) To relate (1.4) and (1.2) we define an infinite series

$$\Lambda(a, \Gamma, \eta) = \sum_{n=0}^{\infty} \Lambda_n(a, \Gamma) \eta^{-n}$$

and functions $\mu(a)$ and $\nu(a)$ of $a$ by

$$\Lambda = \sqrt{\Gamma + (\sqrt{a} \eta)^{-2} \left(g_+(a) + g_-(a) + \frac{1}{4}\right)} - \frac{(\sqrt{a} \eta)^{-1}}{2},$$

$$\mu = \sqrt{1 + 2(g_+(a) + g_-(a))},$$

$$\nu = 2(g_+(a) - g_-(a)).$$

Since $\Lambda(a, \Gamma, \eta)$ satisfy

$$a \Gamma = a \Lambda^2 + \eta^{-1}\sqrt{a} \Lambda - \eta^{-2}(g_+(a) + g_-(a)),$$

we immediately obtain (1.4) from (1.2) by choosing $\Lambda, \mu$ and $\nu$ in (1.2) respectively by (1.134),(1.135) and (1.136). Therefore we find the following
Proposition 1.1. Let $T_{\text{odd}}(z, a, \Lambda, \nu, \eta)$ and $\phi_{\pm}(z, a, \Lambda, \nu, \eta)$ respectively be the odd part of the solution of the Riccati equation

\begin{equation}
T^2 + \frac{\partial T}{\partial z} = \eta^2 \left( \frac{a\Lambda^2}{z^2 - a^2} + \eta^{-1} \frac{\sqrt{a}\Lambda}{z^2 - a^2} + \eta^{-2} \frac{az + a^2(\mu^2 - 1)}{(z^2 - a^2)^2} \right) \tag{1.138}
\end{equation}

and WKB solutions of (1.2) that are normalized at a simple pole $z = a$ as

\begin{equation}
\phi_{\pm}(z, a, \Lambda, \mu, \nu, \eta) = \frac{1}{\sqrt{T_{\text{odd}}}} \exp \left( \pm \int_a^z T_{\text{odd}} dz \right). \tag{1.139}
\end{equation}

Then the following relations hold:

\begin{align}
S_{\text{odd}}(z, a, \Gamma, \eta) &= T_{\text{odd}}(z, a, \Lambda(a, \Gamma, \eta), \mu(a), \nu(a), \eta), \\
\psi_{\pm}(z, a, \Gamma, \eta) &= \phi_{\pm}(z, a, \Lambda(a, \Gamma, \eta), \mu(a), \nu(a), \eta),
\end{align}

where the infinite series $\Lambda(a, \Gamma, \eta)$ and the functions $\mu(a)$ and $\nu(a)$ are those given by (1.134), (1.135) and (1.136) respectively.

Remark 1.5. Since $\Lambda(a, \Gamma, \eta)$ given by (1.134) is a convergent power series in $\eta$, $\Lambda_n(a, \Gamma)$ $(n \geq 1)$ satisfy the following estimates: There exists a positive constant $C$ such that

\begin{equation}
|\Lambda_n(a, \Gamma)| \leq \sqrt{|\Gamma|} \left( \frac{C}{\sqrt{|a\Gamma|}} \right)^n \tag{1.142}
\end{equation}

holds for $a\Gamma \neq 0$ and $n \geq 1$.

2. Analytic properties of Borel transformed WKB solutions of the Legendre equation with a large parameter

The main purpose of this section is to present analytic properties of Borel transformed WKB solutions of (1.2) with genuine constants $a, \Lambda, \mu$ and $\nu$. To begin with, we show the following important

Proposition 2.1. Let $T_{\text{odd}}(z, a, \Lambda, \eta)$ be the odd part of the solution of (1.138) whose top degree part $T_{-1}(z, a, \Lambda)$ is chosen so that it is positive for positive $a$, $z(> a)$ and $\Lambda$. Then we have

\begin{equation}
\oint_{\gamma} T_{\text{odd}}(z, a, \Lambda, \eta) dz = 2\pi i \sqrt{a}\Lambda\eta + \pi i, \tag{2.1}
\end{equation}

where $\gamma$ is a closed curve that encircles two simple poles $z = \pm a$ counter-clockwise.
Proof. Let

\[
T^{(\pm)}(z, a, \Lambda, \eta) = \sum_{n=-1}^{\infty} T_n^{(\pm)}(z, a, \Lambda) \eta^{-n}
\]

be the solutions of (1.138) whose top degree parts \(T_{-1}^{(\pm)}(z, a, \Lambda)\) are respectively given by

\[
T_{-1}^{(\pm)}(z, a, \Lambda) = \pm \sqrt{\frac{a \Lambda^2}{z^2 - a^2}}.
\]

Then \(T_{0}^{(\pm)}\) and \(T_{1}^{(\pm)}\) are respectively given by

\[
T_{0}^{(\pm)} = \frac{1}{2} \frac{z}{z^2 - a^2} \pm \frac{1}{2} \frac{1}{\sqrt{z^2 - a^2}}
\]

and

\[
T_{1}^{(\pm)} = \pm \frac{4\mu z + a^2(4\mu^2 - 1)}{8 \sqrt{a} \Lambda (z^2 - a^2)^{3/2}}.
\]

Further we can inductively confirm that \(T_{n}^{(\pm)}\) \((n \geq 2)\) have the following form:

\[
T_{n}^{(\pm)} = \sum_{2 \leq p \leq n+2} c_{p,n}^{(\pm)} (z^2 - a^2)^{-p/2}
+ \sum_{3 \leq p \leq n+2} d_{p,n}^{(\pm)} z (z^2 - a^2)^{-p/2},
\]

where \(c_{p,n}^{(\pm)}\) and \(d_{p,n}^{(\pm)}\) are constants. Hence, by noting that

\[
\oint_{\gamma} \frac{dz}{\sqrt{z^2 - a^2}} = 2\pi i
\]

and

\[
\oint_{\gamma} T_n^{(\pm)} dz = 0
\]

hold for \(n \geq 1\), we immediately obtain (2.1). \(\square\)
Now we consider the Voros coefficient

\begin{equation}
V(a, \Lambda, \eta) = \sum_{n=1}^{\infty} V_n \eta^{-n}
\end{equation}

of (1.2), which is, by definition, given by

\begin{equation}
\int_{a}^{\infty} \left( T_{\text{odd}} - \eta T_{-1} - \frac{1}{2z} \right) \, dz
\end{equation}

(cf. [DP], [AKT]). Let $\phi^{(\infty)}_{\pm}$ be WKB solutions of (1.2) that are normalized at infinity as

\begin{equation}
\phi^{(\infty)}_{\pm} = \frac{z^{\pm 1/2}}{\sqrt{T_{\text{odd}}}} \exp \left[ \pm \int_{z}^{\infty} \left( T_{\text{odd}} - \eta T_{-1} - \frac{1}{2z} \right) \, dz \right],
\end{equation}

where

\begin{equation}
y_{\pm}(z, a, \Lambda) = \int_{a}^{z} \sqrt{\frac{\Lambda^2}{z^2 - a^2}} \, dz.
\end{equation}

Then WKB solutions (1.139) of (1.2) that are normalized at $z = a$ as (1.139) are written by $V$ and $\phi^{(\infty)}_{\pm}$ as follows:

\begin{equation}
\phi_{\pm} = a^{\mp 1/2} \exp (\pm V) \phi^{(\infty)}_{\pm}.
\end{equation}

An important property of $\phi^{(\infty)}_{\pm}$ is that they are Borel summable when

\begin{equation}
\text{the path of integration of (2.11) from } \infty \text{ to } z \text{ can be deformed so that it does not intersect Stokes curves of (1.2).}
\end{equation}

See [KoS] for the proof of the Borel summability of $\phi^{(\infty)}_{\pm}$. Hence the representation (2.13) of $\phi_{\pm}$ entails that the calculation of the alien derivative of $\phi_{\pm}$ is reduced to that of $V$. Fortunately the explicit form of $V$ has been given by T. Koike ([Ko]) as follows:

\begin{equation}
V_n = \frac{1}{n(n + 1)(\sqrt{a\Lambda})^n} \left[ B_{n+1} + \sum_{k+2l=n+1}^{k+l} \frac{(n + 1)!}{k!(2l)!} B_k \left\{ \left( \frac{1}{2} \right)^{2l} - \theta_+^{2l} - \theta_-^{2l} \right\} \right]
\end{equation}
for \( n \geq 1 \), where \( B_n \) \((n = 0, 1, 2, \cdots)\) are Bernoulli numbers defined by

\[
\frac{t}{e^t - 1} = \sum_{n=0}^{\infty} \frac{B_n}{n!} t^n
\]

and

\[
\theta_{\pm}(\mu, \nu) = \sqrt{\frac{\mu^2 \pm \nu^2}{2}}.
\]

In [Ko] the derivation of (2.15) is done in a parallel way to the computation of the Voros coefficient of the Weber equation and the Whittaker equation. See [SS] and [T] (resp., [KoT]) for the computation of the Voros coefficient of the Weber equation (resp., the Whittaker equation). Hence the Borel transform \( V_B(a, \Lambda, y) \) of \( V \) is concretely given by

\[
V_B = \frac{1}{y(\exp(y/\sqrt{a\Lambda}) - 1)} \times \left\{ 1 + \cosh \left( \frac{y}{2\sqrt{a\Lambda}} \right) - \cosh \left( \frac{\theta_{+} y}{\sqrt{a\Lambda}} \right) - \cosh \left( \frac{\theta_{-} y}{\sqrt{a\Lambda}} \right) \right\}.
\]

It immediately follows from (2.18) that \( V_B \) behaves as

\[
V_B = \frac{1}{2\sqrt{a\Lambda}} \left( \frac{1}{4} - (\theta_{+}^2 + \theta_{-}^2) \right) + O(y)
\]

near \( y = 0 \) and

\[
V_B = \frac{1 + (-1)^m - \cosh (2m\pi i \theta_{+}) - \cosh (2m\pi i \theta_{-})}{2m\pi i (y - 2m\pi i \sqrt{a\Lambda})} + O(1)
\]

near \( y = 2m\pi i \sqrt{a\Lambda} \) for \( m \in \mathbb{Z} \setminus \{0\} \). Therefore \( V_B \) is singular at \( y = 2m\pi i \sqrt{a\Lambda} \) \((m \in \mathbb{Z} \setminus \{0\})\) and it has simple poles there.

Now let us compute the alien derivative

\[
\Delta V = \sum_{m \geq 1} \Delta_{y=2m\pi i \sqrt{a\Lambda}} V
\]

of the Voros coefficient \( V \) by using the alien calculus initiated by [Ec] and developed by [P], [DP] and [Sa]. Since \( V_B \) is single-valued and only has
simple pole singularities, $\Delta_{y=2m\pi i\sqrt{a}\Lambda}$ is given by the residue of $V_B$ at $y = 2m\pi i\sqrt{a}\Lambda$, i.e.,

$$\Delta_{y=2m\pi i\sqrt{a}\Lambda} = \frac{1 + (-1)^m - \cosh (2m\pi i\theta_+) - \cosh (2m\pi i\theta_-)}{m}. \tag{2.22}$$

Then, by employing the alien calculus, we find

$$\Delta_{y=2m\pi i\sqrt{a}\Lambda} \exp(\pm V) = \pm \frac{1 + (-1)^m - \cosh (2m\pi i\theta_+) - \cosh (2m\pi i\theta_-)}{m} \exp(\pm V). \tag{2.23}$$

Noting the fact that

$$\Delta_{y=2m\pi i\sqrt{a}\Lambda} \left( e^{\mp \eta y} a^{\mp 1/2} \phi_{\pm}^{(\infty)} \right) = 0 \tag{2.24}$$

hold for $m \geq 1$ under the condition (2.14), we find (2.13) entails the following relations when (2.14) is satisfied:

$$\Delta_{y=2m\pi i\sqrt{a}\Lambda} \left( e^{\mp \eta y} a^{\mp 1/2} \phi_{\pm} \right) = \Delta_{y=2m\pi i\sqrt{a}\Lambda} \left( e^{\mp \eta y} a^{\mp 1/2} \exp(\pm V) \phi_{\pm}^{(\infty)} \right)$$

$$= e^{\mp \eta y} a^{\mp 1/2} \phi_{\pm}^{(\infty)} \Delta_{y=2m\pi i\sqrt{a}\Lambda} \left( \exp(\pm V) \right)$$

$$= \pm \frac{1 + (-1)^m - \cosh (2m\pi i\theta_+) - \cosh (2m\pi i\theta_-)}{m} \exp(\pm V)$$

$$\times e^{\mp \eta y} a^{\mp 1/2} \phi_{\pm}^{(\infty)} \exp(\pm V)$$

$$= \pm \frac{1 + (-1)^m - \cosh (2m\pi i\theta_+) - \cosh (2m\pi i\theta_-)}{m} e^{\mp \eta y} \phi_{\pm}. \tag{2.25}$$

Summing up all these, we obtain the following

**Theorem 2.1.** Let $\phi_{\pm}(z, \eta)$ denote the WKB solutions of the Legendre equation (1.2) that are normalized at a simple pole $z = a$ as in (1.139). Then their Borel transform $\hat{\phi}_{\pm,B}(z, y)$ are singular at

$$y = \mp y_+(z) + 2m\pi i\sqrt{a}\Lambda \quad (m = 0, \pm 1, \pm 2, \cdots), \tag{2.26}$$
where \( y_+(z) \) is the function given by (2.12), and its alien derivative there satisfies the following relation (2.27) for \( z \) that can be connected with \( z = \infty \) by a path that is contained in the interior of a Stokes region of the Legendre equation.

\[
(\Delta y = \mp y_+ + 2m\pi i\sqrt{a}\phi_\pm)_{B}(z, y) = \pm \Xi_m(\mu, \nu)\phi_{\pm, B}(z, y - 2m\pi i\sqrt{a}\Lambda),
\]

where

\[
\Xi_m(\mu, \nu) = \frac{1}{m} \left\{ 1 + (-1)^m - \cosh \left( 2\pi im\sqrt{\frac{\mu^2 + \sqrt{\mu^4 - \nu^2}}{2}} \right) - \cosh \left( 2\pi im\sqrt{\frac{\mu^2 - \sqrt{\mu^4 - \nu^2}}{2}} \right) \right\}.
\]

3. Analytic properties of Borel transformed WKB solutions of the Mathieu equation — properties relevant to simple poles

The principal aim of this section is to deduce analytic properties of Borel transformed WKB solutions of the Mathieu equation (1.1) for \( a \neq 0 \) and \( A \neq 0 \) that are relevant to its two simple poles from those of the Legendre equation (1.2) through the transformation obtained in Section 1. To begin with, we show a result corresponding to Proposition 2.1 for the Mathieu equation. First, combining Proposition 1.1 and Proposition 2.1 we immediately find

\[
\int_{\gamma} S_{\text{odd}}(z, a, \Gamma, \eta)dz = 2\pi i\sqrt{a}\Lambda(a, \Gamma, \eta)\eta + \pi i,
\]

where \( \gamma \) is the path given in Proposition 2.1. Therefore Proposition 3.1 below follows from Theorem 1.2.

**Proposition 3.1.** Let \( \tilde{S}_{\text{odd}}(x, a, A, B, \eta) \) be the odd part of the solution of (1.126) whose top degree part \( \tilde{S}_{-1}(x, a, A, B) \) is chosen so that it satisfies (1.128). Then we have

\[
\int_{\gamma} \tilde{S}_{\text{odd}}(x, a, A, B, \eta)d\eta = 2\pi i\sqrt{a}\Lambda(a, \Gamma(a, A, B, \eta), \eta)\eta + \pi i,
\]

where the infinite series \( \Lambda(a, \Gamma, \eta) \) and \( \Gamma(a, A, B, \eta) \) are those given in Proposition 1.1 and Theorem 1.2 respectively and \( \gamma \) is a closed curve that encircles two simple poles counterclockwise.
Let us now employ the relation (1.141) between $\phi_\pm$ and $\psi_\pm$ to deduce analytic properties of $\psi_{\pm, B}$ from those of $\phi_{\pm, B}$. Here we make full use of microlocal analysis, which has been made possible by the estimation (1.142) that $\Lambda_n$ satisfies. The concrete procedure is as follows: first, by the Taylor expansion, the right-hand side of (1.141), can be written as

$$\sum_{k=0}^\infty \frac{\hat{\Lambda}^k(a, \Gamma, \eta)}{k!} \frac{\partial^k}{\partial \Lambda^k} \phi_\pm(z, a, \Lambda_0(a, \Gamma), \mu(a), \nu(a), \eta),$$

where

$$\hat{\Lambda}(a, \Gamma, \eta) = \Lambda(a, \Gamma, \eta) - \Lambda_0(a, \Gamma).$$

Then, taking into account the estimates (1.142) of $\Lambda_n$, we can rewrite (3.3) in the form of an action of a microdifferential operator

$$\mathcal{L} =: \exp \left( \hat{\Lambda} \theta_\Lambda \right) :$$

upon $\phi_{\pm, B}$ through the Borel transformation. Here $\cdot : \cdot$ designates the normal ordered product (cf.[A1]) and $\theta_\Lambda$ is the symbol of $\partial_\Lambda$, i.e., $\tau_\Lambda := \partial_\Lambda$. More concretely, we can write the action of $\mathcal{L}$ as an action of an integro-differential operator so that (3.3) can be rewritten as follows:

**Proposition 3.2.** Suppose that the constants $a \neq 0$ and $\Lambda$ in (1.2) are different from 0. Let $\phi_{\pm, B}$ (resp., $\psi_{\pm, B}$) be the Borel transformed WKB solutions of (1.2) (resp., (1.4)) and suppose that they are both normalized at a simple pole $z = a$. Then they satisfy the following relation:

$$\psi_{\pm, B}(z, a, \Gamma, y) = \int_{y_+}^y K_\Lambda(a, \Gamma, y - y', \partial_\Lambda) \phi_{\pm, B}(z, a, \Lambda, \mu(a), \nu(a), y') dy' \bigg|_{\Lambda=\Lambda_0(a, \Gamma)},$$

where $K_\Lambda(a, \Gamma, y, \partial_\Lambda)$ is a differential operator of infinite order that is defined on $\{(\Lambda, y) \in \mathbb{C}^2\}$, which analytically depends on $a$ and $\Gamma$ with the exception $a \Gamma = 0$, and

$$y_+(z, a, \Gamma) = \int_a^z \sqrt{\frac{a \Gamma}{z^2 - a^2}} \, dz,$$

$$\Lambda_0(a, \Gamma) = \sqrt{\Gamma}.$$ 

Here $\mu(a)$ and $\nu(a)$ are functions that are respectively given by (1.135) and (1.136).
See [K] and [SKK] for the notion of differential operators of infinite order.

**Remark 3.1.** The differential operator $K$ is locally defined for $a, \Gamma \neq 0$. However, as (1.134) implies, $K$ is multivalued on \{(a, \Gamma, \Lambda, y) \in \mathbb{C}^4 : a, \Gamma \neq 0\}.

**Remark 3.2.** It immediately follows from (3.7) and (3.8) that

\[
y_+(z, a, \Gamma) = \int_a^z \frac{\sqrt{a\Lambda_0^2(a, \Gamma)}}{z^2 - a^2} dz.
\]

Therefore, comparing (2.12) and (3.9), we find that $y_+$ is preserved by a change of parameters from $(\Lambda, \mu, \nu)$ to $(\Gamma, g_+(a), g_-(a))$.

Combining Theorem 2.1 and Proposition 3.2, we obtain the following

**Lemma 3.1.** Let $\psi_\pm(z, a, \Gamma, \eta)$ denote the WKB solutions of the Legendre equation (1.4) that are normalized at a simple pole $z = a$ as in (1.131). Then their Borel transform $\psi_{\pm,B}(z, a, \Gamma, y)$ are singular at

\[
y = \mp y_+(z, a, \Gamma) + 2m\pi i \sqrt{a\Gamma} \quad (m = 0, \pm 1, \pm 2, \cdots),
\]

where $y_+(z)$ is the function given by (3.7). Furthermore their alien derivatives there satisfy the following relation (3.11) on the condition that $z$ can be connected with $z = \infty$ by a path that is contained in the interior of a Stokes region of the Legendre equation (1.4):

\[
(\Delta_y = \mp y_+ + 2m\pi i \sqrt{a\Gamma}) \psi_{\pm,B}(z, a, \Gamma, y) = \pm \Xi_m(\mu, \nu) \left( \exp(-2m\pi i \sqrt{a\Lambda_0})\psi_{\pm,B}(z, a, \Gamma, y - 2m\pi i \sqrt{a\Gamma}) \right),
\]

where $\mu = \mu(a)$ and $\nu = \nu(a)$ are functions that are given by (1.135) and (1.136) respectively and $\Lambda(a, \Gamma, \eta)$ is a formal power series given by (1.134) and (3.4).

**Proof.** From the representation (3.6) of $\psi_{\pm,B}$ and the definition of the alien derivative, we find

\[
(\Delta_y = 2m\pi i \sqrt{a\Gamma}) \left( e^{\mp ny_+} \psi_{\pm,B}(z, a, \Gamma, y) \right) = \mathcal{L}_{2m\pi i \sqrt{a\Lambda}}(\Delta_y = 2m\pi i \sqrt{a\Lambda}) \phi_{\pm,B}^{(0)}(z, a, \Lambda, y) \big|_{\Lambda = \Lambda_0(a, \Gamma)}
\]
holds, where $\mathcal{L}_{\gamma_0}$ is the integro-differential operator obtained by taking $y = y_0$ as the end point of integration instead of $y = \mp y_+$ in (3.6) and $\phi^{(0)}_\pm = e^{\mp ny_+} \phi_\pm$. Therefore it follows from Theorem 2.1 that the right hand side of (3.12) is equal to

$$
\pm \Xi_m(\mu(a), \nu(a)) \mathcal{L}_{2m \pi i \sqrt{a}}(\phi^{(0)}_\pm(z, a, \Lambda, y - 2m \pi i \sqrt{a} \Lambda))|_{\Lambda = \Lambda_0(a, \Gamma)}.
$$

Let us introduce the following coordinate transformation from $(y, \Lambda)$ to $(y', \Lambda')$:

$$
\begin{align*}
&y' = y - 2m \pi i \sqrt{a} \Lambda \\
&\Lambda' = \Lambda.
\end{align*}
$$

We now prepare the following general lemma:

**Lemma 3.2.** Let $F : (y, \Lambda_1, \cdots, \Lambda_p) \to (y', \Lambda'_1, \cdots, \Lambda'_p)$ be a coordinate transformation given by

$$
\begin{align*}
&y' = y + f(\Lambda_1, \cdots, \Lambda_p) \\
&\Lambda'_1 = \Lambda_1 \\
&\vdots \\
&\Lambda'_p = \Lambda_p,
\end{align*}
$$

where $f(\Lambda_1, \cdots, \Lambda_p)$ is a holomorphic function of $\Lambda = (\Lambda_1, \cdots, \Lambda_p) \in \mathbb{C}^p$ at $\Lambda = \Lambda_0$. Let $\tilde{\Lambda}_1, \cdots, \tilde{\Lambda}_p$ be symbols of microdifferential operators of the following form:

$$
\tilde{\Lambda}_j(\Lambda_1, \cdots, \Lambda_p, \eta) = \sum_{n=1}^{\infty} \eta^{-n} \Lambda_{j,n}(\Lambda_1, \cdots, \Lambda_p) (j = 1, \cdots, p).
$$

Then the following relation holds:

$$
\exp(\tilde{\Lambda}(\Lambda, \eta) \cdot \theta_\Lambda) : = \exp \left[ \eta' \left( f(\Lambda' + \tilde{\Lambda}) - f(\Lambda') \right) \right] : \exp(\tilde{\Lambda}(\Lambda', \eta') \cdot \theta_{\Lambda'}) :,
$$

where $\eta' = \sigma(\partial/\partial y'), \theta_{\Lambda_1} = \sigma(\partial/\partial \Lambda_1), \cdots, \theta_\Lambda = (\theta_{\Lambda_1}, \cdots, \theta_{\Lambda_p})$, etc., and $\cdot$ is the inner product.
Proof. Let $P(\Lambda, \theta_{\Lambda}, \eta)$ denote the symbol of the left-hand side of (3.17), i.e.,

$$P(\Lambda, \theta_{\Lambda}, \eta) = \exp (\tilde{\Lambda}(\Lambda, \eta) \cdot \theta_{\Lambda}).$$

We first note the following equality:

$$P(\Lambda, \theta_{\Lambda}, \eta) := P'(\Lambda', \theta_{\Lambda'}, \eta'),$$

where $P'$ is given by

$$P'(\Lambda', \theta_{\Lambda'}, \eta') = \exp \left[ - F(y, \Lambda) \cdot (\eta', \theta_{\Lambda'}) \right] \exp (\partial_{\eta} \cdot \partial_{\theta_{\Lambda}} + \partial_{\theta_{\Lambda}} \cdot \partial_{\theta_{\Lambda}'})$$

$$\times P(\Lambda, \theta_{\Lambda}, \hat{\eta}) \exp \left[ F(\hat{y}, \hat{\Lambda}) \cdot (\eta', \theta_{\Lambda'}) \right] \bigg|_{(y, \Lambda) = (\hat{y}, \hat{\Lambda}) = F^{-1}(y', \Lambda')} = \exp (\partial_{\eta} \cdot \partial_{\theta_{\Lambda}} + \partial_{\theta_{\Lambda}} \cdot \partial_{\theta_{\Lambda}'}) P(\Lambda, \hat{\theta}_{\Lambda}, \hat{\eta})$$

$$\times \exp \left[ (F(\hat{y} + \hat{\Lambda}, \Lambda + \hat{\Lambda}) - F(y, \Lambda)) \cdot (\eta', \theta_{\Lambda'}) \right] \bigg|_{(y, \Lambda) = F^{-1}(y', \Lambda'), \hat{\Lambda} = \hat{\theta}_{\Lambda} = \hat{\eta} = 0}$$

(Cf. [SKK, Chapter 2, Theorem 1.5.5]. See also the proof of [AKY, Proposition 1.2.13].) Since

$$F(\hat{y} + \hat{\Lambda}, \Lambda + \hat{\Lambda}) - F(y, \Lambda) \cdot (\eta', \theta_{\Lambda'}) = \hat{\eta} \eta' + (f(\Lambda + \hat{\Lambda}) - f(\Lambda)) \eta' + \hat{\Lambda} \cdot \theta_{\Lambda},$$

and

$$e^{-\hat{\zeta}} \exp (\partial_{\hat{\zeta}} \cdot \partial_{\hat{\zeta}}) e^{\hat{\zeta} f(\hat{\zeta})} = f(\hat{\zeta} + \zeta)$$

holds for a holomorphic function $f(\zeta)$, we find

$$P'(\Lambda', \theta_{\Lambda'}, \eta') = \exp (\partial_{\theta_{\Lambda'}} \cdot \partial_{\Lambda'}) P(\Lambda, \hat{\theta}_{\Lambda}, \hat{\eta} + \eta')$$

$$\times \exp \left[(f(\Lambda + \hat{\Lambda}) - f(\Lambda)) \eta' + \hat{\Lambda} \cdot \theta_{\Lambda'} \right] \bigg|_{(y, \Lambda) = F^{-1}(y', \Lambda'), \hat{\Lambda} = \hat{\theta}_{\Lambda} = \hat{\eta} = 0} = \exp (\partial_{\theta_{\Lambda'}} \cdot \partial_{\Lambda'}) \exp (\hat{\Lambda}_{1}(\Lambda, \eta') \hat{\theta}_{\Lambda_{1}}) \cdots \exp (\hat{\Lambda}_{p}(\Lambda, \eta') \hat{\theta}_{\Lambda_{p}})$$

$$\times \exp \left[(f(\Lambda + \hat{\Lambda}) - f(\Lambda)) \eta' + \hat{\Lambda} \cdot \theta_{\Lambda'} \right] \bigg|_{\Lambda = \Lambda', \hat{\Lambda} = \hat{\theta}_{\Lambda} = \hat{\eta} = 0}$$
\[ \exp \left[ \eta' \left( f(\Lambda' + \tilde{\Lambda}) - f(\Lambda') \right) + \tilde{\Lambda} \cdot \theta_\Lambda \right]. \]

Thus we obtain (3.17) from (3.19).

We resume the proof of Lemma 3.1. It follows from (3.17) that

\[ \mathcal{L} =: \exp \left( \tilde{\Lambda}(a, \Gamma, \eta) \theta_\Lambda \right) : =: \exp \left( -2m\pi i \sqrt{a} \eta' \tilde{\Lambda}(a, \Gamma, \eta') \right) :: \exp \left( \tilde{\Lambda}(a, \Gamma, \eta') \theta_{\Lambda'} \right) ::. \]

Therefore we find

\[ \mathcal{L}_{2m\pi i \sqrt{a}\Lambda} \left( \phi_{\pm, B}^{(0)}(z, a, \Lambda, y - 2m\pi i \sqrt{a}\Lambda) \right) =: \exp \left( -2m\pi i \sqrt{a}(\Lambda_1 + \Lambda_2 \eta'^{-1} + \cdots) \right) : \mathcal{L}_0 \phi_{\pm, B}^{(0)}(z, a, \Lambda', y'), \]

where the action of \( \eta'^{-1} \) is fixed by taking \( y' = 0 \) as the end point of integration. Here we note that, from (3.6) and (3.8), we obtain

\[ \mathcal{L}_0 \phi_{\pm, B}^{(0)}(z, a, \Lambda, y - 2m\pi i \sqrt{a}\Lambda) \big|_{\Lambda = \Lambda_0(a, \Gamma)} = \left( e^{\mp y B} \psi_{\pm} \right)_B(z, a, \Gamma, y - 2m\pi i \sqrt{a}\Gamma). \]

Then (3.11) follows from (3.12), (3.13), (3.25) and (3.26).

From (3.1) and (3.8), we find that (3.11) can be rewritten as follows:

\[ \left( \Delta y = \mp y + 2m\pi i \sqrt{a\Gamma} \psi_{\pm} \right)_B(z, a, \Gamma, y) = \pm (-1)^m \Xi_m(\mu, \nu) \left( \exp(-m \int_{\gamma} S_{\text{odd}} dx) \psi_{\pm} \right)_B(z, a, \Gamma, y). \]

Now, we will study the singularity structure of Borel transformed WKB solutions of the Mathieu equation (1.1) using the transformation obtained in Theorem 1.1. To begin with, to simplify the notation, we restate the estimates (1.12) and (1.13) in the following form: there exists

\[ a \text{ continuous increasing function } h : \mathbb{R}_{>0} \to \mathbb{R}_{>0} \text{ that satisfies } h(\delta) \to 0 \text{ when } \delta \to 0. \]
such that \( z_{2n} \) and \( \Gamma_{2n} \) \((n \geq 1)\) given in Theorem 1.1 satisfy the following estimates on \( E_{r_1, \delta}^2 \) for \( 0 < \delta < r_2 \):

\[
|z_{2n}(x, a, A, B)| \leq (2n)!h^n(\delta)|aA|^{-n}, \tag{3.29}
\]

\[
|\Gamma_{2n}(a, A, B)| \leq (2n)!h^n(\delta)|aA|^{-n}. \tag{3.30}
\]

Let us consider the following \( \infty \)-Legendre equation:

\[
\left( \frac{d^2}{dz^2} - \eta^2 \left( \frac{a\Gamma(a, A, B, \eta)}{z^2 - a^2} + \eta^{-2} \left( \frac{g_+(a)}{(z - a)^2} + \frac{g_-(a)}{(z + a)^2} \right) \right) \right) \psi^\dagger = 0. \tag{3.31}
\]

We immediately see that WKB solutions \( \psi^\dagger_{\pm}(z, a, A, B, \eta) \) of (3.31) that are normalized at its simple pole \( z = a \) are given by

\[
\psi^\dagger_{\pm}(z, a, A, B, \eta) = \psi_{\pm}(z, a, \Gamma(a, A, B, \eta), \eta). \tag{3.32}
\]

Similarly to the relation between \( \phi_{\pm, B} \) and \( \psi_{\pm, B} \) discussed in Proposition 3.2, by applying the Taylor expansion and the Borel transformation successively to (3.32), we can relate the Borel transform of \( \psi^\dagger_{\pm} \) with that of \( \psi_{\pm} \) through the action of a microdifferential operator defined by

\[
\mathcal{G} =: \exp(\tilde{\Gamma}_0):,
\]

where

\[
\tilde{\Gamma}(a, A, B, \eta) = \Gamma(a, A, B, \eta) - \Gamma_0(a, A, B), \tag{3.34}
\]

and \( \theta_\Gamma \) is the symbol of \( \partial_\Gamma \). To be more specific, we find the following thanks to (3.30):

**Proposition 3.3.** Let \( \psi_{\pm, B} \) (resp. \( \psi^\dagger_{\pm, B} \)) be the Borel transformed WKB solutions of (1.4) (resp. (3.31)) for \( a \neq 0 \) (resp. \( A \neq 0 \)) that are normalized at a simple pole \( z = a \). Then \( \psi_{\pm, B} \) and \( \psi^\dagger_{\pm, B} \) satisfy the following relation:

\[
\psi^\dagger_{\pm, B}(z, a, A, B, y) = \int_{\gamma_0} \left. K_{\Gamma}(a, A, B, y - y', \partial_\Gamma) \rho_{\pm, B}(z, a, \Gamma, y') \right|_{\Gamma = \Gamma_0(a, A, B)} dy',
\]

where \( K_{\Gamma}(a, A, B, y, \partial_\Gamma) \) is a differential operator of infinite order that is defined on

\[
\{(a, A, B, \Gamma, y) \in \mathbb{C}^5 : a, A \neq 0, |B/A| < r_2, h(|B/A||y| < \sqrt{|aA|})\},
\]

\[
{(a, A, B, \Gamma, y) \in \mathbb{C}^5 : a, A \neq 0, |B/A| < r_2, h(|B/A||y| < \sqrt{|aA|})},
\]
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\[ y_+(z, a, A, B) = \int_a^z \sqrt{\frac{a\Gamma_0(a, A, B)}{z^2 - a^2}} \, dz, \]

and
\[ \sqrt{\Gamma_0(a, A, B)} = \frac{1}{2\pi i} \int_{\gamma} \sqrt{\frac{aA + xB}{x^2 - a^2}} \, dx. \]

In view of Lemma 3.1, we expect that \( \psi_{\pm, B}^1 \) have singularities at \( y = \mp y_+ + 2m\pi i\sqrt{a\Gamma_0} \) \( (m = 0, \pm 1, \pm 2, \ldots) \). This is the case if the representation (3.35) holds there, that is, they actually have the singularities there that correspond to those of \( \psi_{\pm, B} \). Let us confirm this fact when these singularities are contained in the domain of definition of the integro-differential operator given in Proposition 3.3. We first note that \( \Gamma_0 \) is independent of \( a \). Indeed, by taking \( \tilde{x} = x/a \) as a new variable, we obtain
\[ \sqrt{\Gamma_0(a, A, B)} = \frac{1}{2\pi i} \int_{\gamma} \sqrt{\frac{1}{\tilde{x}^2 - 1}} \, d\tilde{x}. \]

Therefore, by taking \( r_2 \) sufficiently small, we can assume that
\[ \frac{1}{2} |A| < |\Gamma_0(a, A, B)| < 2|A| \]
holds on \( \{|B| < r_2|A|\} \). Hence, if \( m \in \mathbb{Z}, A \) and \( B \) satisfy
\[ 2\sqrt{2}|m|\pi h(|B/A|) < 1, \]
the \( m \)-th singular point is in the domain of definition of the integro-differential operator. For each \( m \in \mathbb{Z}, \) this condition is satisfied by taking \( |B/A| \) sufficiently small. Further, through the representation (3.35), we can derive from Lemma 3.1 the following

**Lemma 3.3.** Let \( \psi_{\pm}^1(z, a, A, B, \eta) \) denote the WKB solutions of the \( \infty \)-Legendre equation (3.31) that are normalized at a simple pole \( z = a \). Then, when (3.41) holds, its Borel transform \( \psi_{\pm, B}^1(z, a, A, B, y) \) is singular at
\[ y = \mp y_+(z, a, A, B) + 2m\pi i\sqrt{a\Gamma_0(a, A, B)} \]
and its alien derivative there satisfies
\[ \left( \Delta_{y=\mp y_++2m\pi i\sqrt{a\Gamma_0}} \psi_{\pm}^1 \right)_B(z, a, A, B, y) \]
\[
= \pm (-1)^m \Xi_m (\mu, \nu) \left( \exp \left( -m \int_\gamma S^\dagger_{\text{odd}} dx \right) \psi \right)_B (z, a, A, B, y),
\]

where \( \mu = \mu (a) \) and \( \nu = \nu (a) \) are functions that are given by (1.135) and (1.136) respectively and \( S^\dagger_{\text{odd}} \) is the odd part of the solutions of the Riccati equation associated with (3.31).

**Proof.** As in the proof of Lemma 3.1, it suffices to show

\[(3.44) \quad G_{2m \pi i \sqrt{a}} \left( \left( \exp (-2m \pi i \sqrt{a} \tilde{\Lambda} \eta) \psi^{(0)}_{\pm} \right)_B (z, a, \Gamma, y - 2m \pi i \sqrt{a} \tilde{\Gamma}) \right) \big|_{\Gamma = \Gamma_0} \]

where \( G_{\gamma_0} \) is the integro-differential operator obtained by taking \( y = y_0 \) as the end point of integration instead of \( y = \mp y_+ \) in (3.35) and \( \psi^{(0)}_{\pm} = e^{\mp \eta y} \psi \). Let us introduce the following coordinate transformation from \((y, \Gamma)\) to \((y', \Gamma')\):

\[(3.45) \quad \begin{cases} y' = y - 2m \pi i \sqrt{a} \tilde{\Gamma} \\ \Gamma' = \Gamma. \end{cases} \]

Then, from Lemma 3.2, we obtain

\[(3.46) \quad G = \exp \left( \tilde{\Gamma} (a, A, B, \eta) \theta_{\Gamma} \right) : \]

\[= \exp \left[ -2m \pi i \sqrt{a} \eta' \left( \sqrt{\Gamma'} + \tilde{\Gamma} - \sqrt{\Gamma} \right) \right] : \exp \left( \tilde{\Gamma} (a, A, B, \eta') \theta_{\Gamma'} \right) : \]

Therefore we find

\[(3.47) \quad G_{2m \pi i \sqrt{a}} \left( \left( \exp (-2m \pi i \sqrt{a} \tilde{\Lambda} \eta) \psi^{(0)}_{\pm} \right)_B (z, a, \Gamma, y - 2m \pi i \sqrt{a} \tilde{\Gamma}) \right) \]

\[= \exp \left[ -2m \pi i \sqrt{a} \eta' \left( \sqrt{\Gamma'} + \tilde{\Gamma} - \sqrt{\Gamma} \right) \right] : \]

\[\times : \exp \left( \tilde{\Gamma} (a, A, B, \eta') \theta_{\Gamma'} \right) : \left( \exp (-2m \pi i \sqrt{a} \tilde{\Lambda} \eta') \psi^{(0)}_{\pm} \right)_B (z, a, \Gamma', y') \]

\[= \exp \left[ -2m \pi i \sqrt{a} \eta' \left( \sqrt{\Gamma'} + \tilde{\Gamma} - \sqrt{\Gamma} \right) \right] : \]

\[\times \left( \exp (-2m \pi i \sqrt{a} \tilde{\Lambda} (a, \Gamma' + \tilde{\Gamma}, \eta')) \psi^{(0)}_{\pm} (z, a, \Gamma' + \tilde{\Gamma}, \eta') \right)_B \]
where the action of : $\eta'^{-1}$ : is fixed by taking $y' = 0$ as the end point of integration. From (3.8) and (3.32), we find that, by replacing $\Gamma$ with $\Gamma_0(a, A, B)$, the rightmost term of (3.47) equals to

$$\exp \left[ -2m\pi i \sqrt{a}\eta \left( \Lambda(a,\Gamma(a, A, B, \eta), \eta) - \sqrt{\Gamma_0(a, A, B)} \right) \right] :$$

\[
\times \left( e^{\mp m \pi i} \psi_\pm^\dagger \right)_B (z, a, A, B, y - 2m\pi i \sqrt{a}\Gamma_0).
\]

Then (3.43) follows from the following equality:

$$\int_{\gamma} S_{\text{odd}}(z, a, A, B, \eta) dz = 2i \sqrt{a}\Lambda(a, \Gamma(a, A, B, \eta), \eta) \eta + \pi i.$$  

(3.49)

Now, we derive the singularity structure of Borel transformed WKB solutions of the Mathieu equation (1.1) from Lemma 3.3. We first remark that the Mathieu equation has two simple poles and one simple turning point. On the other hand, the ($\infty$-)Legendre equation has only two simple poles. Therefore, if we want to relate the Mathieu equation with the Legendre equation, in other words, if we want to focus our attention on the two simple poles of the Mathieu equation, we have to remove the effect of the simple turning point. This can be attained by controlling the merging velocity of the turning point, that is, $|A/B|$. Indeed, since the turning point is located at $x = -aA/B$, it is distant enough from the poles located at $x = \pm a$ if $|A/B|$ is large. The existence of the function $h(\delta)$ that satisfies (3.28) $\sim$ (3.30) enables us to ignore the effect of the simple turning point and to derive the structure of Borel transformed WKB solutions of the Mathieu equation at the (fixed) singularities related only to the two simple poles from that of the Legendre equation as is discussed below (especially in Theorem 3.2).

Let $\tilde{\psi}_\pm$ be WKB solutions of the Mathieu equation (1.1). Then, from (1.132), we obtain the following relation:

$$\tilde{\psi}_\pm(x, a, A, B, \eta) = \left( \frac{\partial}{\partial x} \right)^{-1/2} \psi_\pm^\dagger (z(x, a, A, B, \eta), a, A, B, \eta).$$  

(3.50)

For the simplicity of discussion, we take $z_0(x, a, A, B)$ as a new coordinate variable instead of $x$. This is guaranteed by Theorem 1.1. Let $M$ and $L_\infty$ respectively be the Borel transformed Mathieu operator expressed in
(z_0, a, A, B, y)-coordinate and the Borel transformed $\infty$-Legendre operator, i.e.,

\begin{equation}
M = \left( \frac{\partial x}{\partial z_0} \right)^{-2} \frac{\partial^2 x}{\partial z_0^2} - \frac{\partial^2 x}{\partial z_0^2} \left( \frac{\partial x}{\partial z_0} \right)^{-3} \frac{\partial}{\partial z_0}
- \frac{aA + xB}{x^2 - a^2} \frac{\partial^2}{\partial y^2} - \frac{g_+(a)}{(x - a)^2} - \frac{g_-(a)}{(x + a)^2},
\end{equation}

\begin{equation}
L_\infty = \frac{\partial^2}{\partial z_0^2} - \frac{a \Gamma(a, A, B, \partial/\partial y)}{z_0^2 - a^2} \frac{\partial^2}{\partial y^2} - \frac{g_+(a)}{(z_0 - a)^2} - \frac{g_-(a)}{(z_0 + a)^2}.
\end{equation}

Then, we find the following

**Theorem 3.1.** There exist invertible microdifferential operators $Z$ and $W$ that satisfy

\begin{equation}
MZ = WL_\infty
\end{equation}

on

\begin{equation}
\{(z_0, y, a, A, B; \zeta_0, \eta) \in T^* \mathbb{C}_{z_0} \times T^* \mathbb{C}_y \times \mathbb{C}^3 : |z_0| < r_1|a|, a \neq 0, A \neq 0, |B| < r_2|A| \}
\end{equation}

for some positive constants $r_1$ and $r_2$ with the exception of $z_0^2 - a^2 = 0$. The concrete form of $Z$ and $W$ are as follows:

\begin{equation}
Z =: \left( \frac{\partial x}{\partial z_0} \right)^{1/2} \left( 1 + \frac{\partial \bar{z}}{\partial z_0} \right)^{-1/2} \exp \left( \hat{z}(z_0, a, A, B, \eta) \zeta_0 \right),
\end{equation}

\begin{equation}
W =: \left( \frac{\partial x}{\partial z_0} \right)^{-3/2} \left( 1 + \frac{\partial \bar{z}}{\partial z_0} \right)^{3/2} \exp \left( \hat{z}(z_0, a, A, B, \eta) \zeta_0 \right),
\end{equation}

where

\begin{equation}
\hat{z}(z_0, a, A, B, \eta) = z(x(z_0, a, A, B), a, A, B, \eta) - z_0.
\end{equation}

Theorem 3.1 follows from the following proposition (cf. [AY]):

**Proposition 3.4.** Let $x(t)$ be a holomorphic change of variables at the origin from $\mathbb{C}_t$ to $\mathbb{C}_x$ satisfying

\begin{equation}
x(0) = 0 \text{ and } \frac{dx}{dt}(0) \neq 0
\end{equation}
and suppose that the following microdifferential operators $\mathcal{P}$ and $\mathcal{Q}$ are given:

\begin{align}
\mathcal{P} &= \frac{\partial^2}{\partial t^2} - p(t, \frac{\partial}{\partial y} \frac{\partial^2}{\partial y^2}), \\
\mathcal{Q} &= \frac{\partial^2}{\partial x^2} - q(x, \frac{\partial}{\partial y} \frac{\partial^2}{\partial y^2}),
\end{align}

where $p$ (resp., $q$) are microdifferential operators of order 0 defined near $t = 0$ (resp., $x = 0$) except for $\eta = 0$. Furthermore let $r(x, \eta)$ be the symbol of a microdifferential operator of order $-1$ and suppose that the total symbols $p(t, \eta) := \sigma(p(t, \partial/\partial y))$, $q(x, \eta) := \sigma(q(x, \partial/\partial y))$ and $z(x, \eta) = x + r(x, \eta)$ satisfy the following relation:

\begin{equation}
\begin{aligned}
p(t, \eta) &= \left(\frac{dz(x(t), \eta)}{dt}\right)^2 q(z(x(t), \eta), \eta) - \frac{1}{2} \eta^{-2} \{z(x(t), \eta); t\}.
\end{aligned}
\end{equation}

Then the following relation holds:

\begin{equation}
\mathcal{P}\mathcal{X} = \mathcal{Y}\mathcal{Q},
\end{equation}

where $\mathcal{X}$ and $\mathcal{Y}$ are microdifferential operators defined by

\begin{align}
\mathcal{X} &=: \left(\frac{dz}{dt}\right)^{-1/2} \exp(r(x(t), \eta)\xi) :, \\
\mathcal{Y} &=: \left(\frac{dz}{dt}\right)^{3/2} \exp(r(x, \eta)\xi) :,
\end{align}

and $\xi = \sigma(\partial/\partial x)$.

Proof. Let $P(x, \xi, \eta)$, $Q(x, \xi, \eta)$, $X(x, \xi, \eta)$ and $Y(x, \xi, \eta)$ respectively be total symbols of $\mathcal{P}$, $\mathcal{Q}$, $\mathcal{X}$ and $\mathcal{Y}$ in $(x, y)$-coordinate. For example, $P(x, \xi, \eta)$ and $Q(x, \xi, \eta)$ are respectively given by

\begin{align}
P(x, \xi, \eta) &= \left(\frac{dt}{dx}\right)^{-2} \xi^2 - \left(\frac{dt}{dx}\right)^{-3} \frac{d^2t}{dx^2} \xi - \eta^2 p(t(x), \eta), \\
Q(x, \xi, \eta) &= \xi^2 - \eta^2 q(x, \eta),
\end{align}

and
where \( t(x) \) is the inverse function of \( x(t) \). Then it suffices to show

\[
P \circ X(x, \xi, \eta) = Y \circ Q(x, \xi, \eta),
\]

where the composition \( \circ \) is defined by

\[
P \circ X(x, \xi, \eta) = \exp\left( \partial_x \partial_t \right) P(x, \xi, \eta) X(\hat{x}, \xi, \eta) \bigg| \frac{\hat{x} = x}{\xi = \xi}.
\]

(Cf. [A2, Proposition 2.5].) We first note that \( P(x, \xi, \eta) \) is expressed in terms of the total symbol

\[
\tilde{P}(t, \tau) = \tau^2 - \eta^2 p(t, \eta)
\]
of \( P \) in \((t, y)\)-coordinate, where \( \tau = \sigma(\partial / \partial t) \), as follows:

\[
P(x, \xi, \eta) = e^{-x \xi} \exp\left( \partial_x \partial_t \right) \tilde{P}(t, \tau, \eta) e^{x(t) \xi} \bigg| \frac{t=1(x)}{\tau=0}.
\]

Combining (3.68) and (3.70), we find

\[
P \circ X(x, \xi, \eta)
\]

\[= \exp\left( \partial_x \partial_t \right) \tilde{P}(t, \tau, \eta) \exp\left( \partial_x \partial_t \right) e^{(x(t) - x) \xi} X(\hat{x}, \xi, \eta) \bigg| \frac{t=1(x)}{\tau=0} \]

\[= \exp\left( \partial_x \partial_t \right) \tilde{P}(t, \tau, \eta) e^{(x(t) - x) \xi} X(x(\hat{t}), \xi, \eta) \bigg| \frac{t=1(x)}{\tau=0}.
\]

Therefore it follows from the concrete form of \( \tilde{P}(t, \tau, \eta) \) and (3.71) that

\[
P \circ X(x, \xi, \eta) = -\eta^2 p(t(x), \eta) X(x, \xi, \eta)
\]

\[+ \frac{\partial^2}{\partial t^2} \left( e^{(x(t) - x) \xi} X(x(\hat{t}), \xi, \eta) \right) \bigg| \frac{t=1(x)}{\tau=0}.
\]

On the other hand, since \( Y \) satisfies \( \partial^k \xi Y = r^k(x, \eta) Y \), we find

\[
Y \circ Q(x, \xi, \eta)
\]

\[= Y(x, \xi, \eta) Q(x, \xi, \eta) - \eta^2 \sum_{k=1}^{\infty} \frac{1}{k!} \frac{\partial^k}{\partial \xi^k} Y(x, \xi, \eta) \frac{\partial^k}{\partial x^k} q(x, \eta)
\]
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\[ Y(x, \xi, \eta)Q(x, \xi, \eta) + \eta^2 Y(x, \xi, \eta)q(x, \eta) \]
\[ - \eta^2 Y(x, \xi, \eta)q(x + r(x, \eta), \eta) \]
\[ = Y(x, \xi, \eta)\xi^2 - \eta^2 Y(x, \xi, \eta)q(z(x, \eta), \eta). \]

Then, since \( Y = (dz/dt)^2 X \), it follows from (3.61) and (3.73) that

\[ Y \circ Q(x, \xi, \eta) = Y(x, \xi, \eta)\xi^2 - \eta^2 X(x, \xi, \eta)p(t(x), \eta) \]
\[ - \frac{1}{2}\{z; t\}X(x, \xi, \eta). \]

Thus, comparing (3.72) and (3.74), we find that (3.67) immediately follows if the following relation is confirmed:

\[ \frac{\partial^2}{\partial t^2} \left( e^{(x(t) - x)} X(x(t), \xi, \eta) \right) \bigg|_{t=t(x)} = Y(x, \xi, \eta)\xi^2 - \frac{1}{2}\{z; t\}X(x, \xi, \eta). \]

Since the left hand side of (3.75) is equal to

\[ e^{-x\xi} \frac{\partial^2}{\partial t^2} \left( \left( \frac{dz(x(t), \eta)}{dt} \right)^{-1/2} \exp \left( z(x(t), \eta)\xi \right) \right) \bigg|_{t=t(x)} \]
\[ = \exp \left( r(x, \eta)\xi \right) \frac{\partial^2}{\partial t^2} \left( \frac{dz}{dt} \right)^{-1/2} + \left( \frac{dz}{dt} \right)^{3/2} \xi^2 \exp \left( r(x, \eta)\xi \right), \]
we find that (3.75) is an immediate consequence of

\[ \{z; t\} = -2\left( \frac{dz}{dt} \right)^{1/2} \frac{d^2}{dt^2} \left( \frac{dz}{dt} \right)^{-1/2}. \]

This completes the proof.

\[ \square \]

**Remark 3.3.** In the situation of Theorem 3.1, \( \mathcal{P} \) and \( \mathcal{Q} \) correspond to \( M \) and \( L_\infty \) respectively.

In view of (3.29), we obtain the following

**Proposition 3.5.** Let \( \psi_{\pm,B} \) and \( \tilde{\psi}_{\pm,B} \) respectively be the Borel transformed WKB solutions of (1.4) and (1.1) for \( a \neq 0 \) and \( A \neq 0 \) that are normalized at their simple poles as (1.131) and (1.130). Then they satisfy the following relation:

\[ \tilde{\psi}_{\pm,B}(z_0, a, A, B, y) \]
\[
\int_{y_{0}^+}^{y} K(z_0, a, A, B, y - y', \partial_z_0) \psi_{\pm, B}(z_0, a, A, B, y') dy',
\]

where \(K(z_0, a, A, B, y, \partial_z_0)\) is a differential operator of infinite order that is defined on

\[
\mathcal{E}_{1, n}^2 = \{(z_0, a, A, B, y) \in \mathbb{C}^5 : a \neq 0, |x| < r_1 |a|, |B/A| < r_2, \\
h(|B/A)|y| < \sqrt{|aA|}\}
\]

with some positive constants \(r_1 > 1\) and \(r_2 > 0\) and

\[
y_+(z_0, a, A, B) = \int_{z_0}^{z_0} \frac{\Gamma_0(a, A, B)}{\sqrt{z_0^2 - a^2}} dz_0.
\]

In conclusion, by employing similar discussions to Lemma 3.3 and Proposition 3.1, we obtain

**Theorem 3.2.** Let \(\tilde{\psi}_{\pm}(x, a, A, B, \eta)\) be WKB solutions of the Mathieu equation (1.1) with \(a \neq 0\) and \(A \neq 0\) that is normalized at a simple pole \(x = a\). Then, for each integer \(m\) we can take some positive constant \(\delta\) so that the following holds when \(|B/A| < \delta\) is satisfied: The Borel transform \(\tilde{\psi}_{\pm, B}(x, a, A, B, y)\) of \(\tilde{\psi}_{\pm}(x, a, A, B, y)\) is singular at

\[
y = \mp y_+(x, a, A, B) + 2m\pi i \sqrt{\Gamma_0(a, A, B)}
\]

and its alien derivative there satisfies

\[
(\Delta_{y = \mp y_+ + 2m\pi i \sqrt{\Gamma_0(a, A, B)}} \tilde{\psi}_{\pm})_B(x, a, A, B, y) = \pm (-1)^m \Xi_m(\mu, \nu) \left\{ \exp(-m \int_{\gamma} \tilde{S}_{\text{odd}} dx) \tilde{\psi}_{\pm} \right\}_B(x, a, A, B, y),
\]

where

\[
\Xi_m(\mu, \nu) = \frac{1}{m} \left\{ 1 + (-1)^m \cosh \left( 2\pi i m \sqrt{\frac{\mu^2 + \sqrt{\mu^4 - \nu^2}}{2}} \right) \right. \\
\left. - \cosh \left( 2\pi i m \sqrt{\frac{\mu^2 - \sqrt{\mu^4 - \nu^2}}{2}} \right) \right\},
\]
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(3.84) \[ \mu = \mu(a) = \sqrt{1 + 2(g_+(a) + g_-(a))}, \]

(3.85) \[ \nu = \nu(a) = 2(g_+(a) - g_-(a)), \]

(3.86) \[ y_+(x, a, A, B) = \int_a^x \sqrt{\frac{aA + xB}{x^2 - a^2}} \, dx \]

and

(3.87) \[ \sqrt{\Gamma_0(a, A, B)} = \frac{1}{2\pi i} \int_\gamma \sqrt{\frac{aA + xB}{x^2 - a^2}} \, dx. \]

Here \( \gamma \) is a closed curve that encircles two simple poles counterclockwise.

Remark 3.4. In Theorem 3.2, the positive constant \( \delta \) should be taken so small that (3.41) is satisfied for \(|B/A| < \delta \) for an arbitrarily given \( m \in \mathbb{Z} \).

Remark 3.5. In \((x, a, A, B)\)-coordinate, \( y_+(x, a, A, B) \) is given by (3.86). However, since

(3.88) \[ z_0(x, a, A, B) = a \cos \left( \frac{1}{\sqrt{a \Gamma_0}} \int_a^x \sqrt{aA + xB} \, dx \right) \]

satisfies

(3.89) \[ \frac{aA + xB}{x^2 - a^2} = \left( \frac{\partial z_0}{\partial x} \right)^2 \frac{a \Gamma_0}{z_0^2 - a^2}, \]

we find (3.80) is equivalent to (3.86).

4. Analytic properties of Borel transformed WKB solutions of an M2P1T equation

In this section, we study WKB theoretic structure of an M2P1T equation

(4.1) \[ \left( \frac{d^2}{dt^2} - \eta^2 Q(t, a, \rho, \eta) \right) \hat{\psi} = 0, \]

where the potential \( Q(t, a, \rho) \) is given in [Part I, Definition 1.1]. We constructed transformation series \( x(t, a, \rho, \eta), A(a, \rho, \eta) \) and \( B(a, \rho, \eta) \) in [Part I,
Section 1] that give equivalence between an M2P1T equation and the following $\infty$-Mathieu equation:

$$(\frac{d^2}{dx^2} - \eta^2(aA(a, \rho, \eta) + xB(a, \rho, \eta) + \eta^{-2}\left(\frac{g_+(a)}{(x-a)^2} + \frac{g_-(-a)}{(x+a)^2}\right)))\tilde{\psi}^t = 0.$$  

(4.2)

As the following discussion shows, (4.2) behaves as the WKB theoretic canonical form of an M2P1T equation.

Let $\hat{\psi}_\pm$ and $\tilde{\psi}_\pm^1$ respectively be WKB solutions of (4.1) and (4.2) that are normalized at their simple poles $t = a$ and $x = a$. Then, from [Part I, Theorem 1.3.3], we find the following relation holds:

$$(\frac{\partial}{\partial t})^{-1/2}\tilde{\psi}_\pm^1(x(t, a, \rho, \eta), a, \rho, \eta).$$  

(4.3)

For the simplicity of discussion, we take $x_0(t, a, \rho)$ as a new coordinate variable instead of $t$. This is guaranteed by [Part I, Theorem 1.3.1]. Let $N$ and $M_\infty$ respectively be the Borel transformed M2P1T operator expressed in $(x_0, a, \rho, y)$-coordinate and the Borel transformed $\infty$-Mathieu operator, i.e.,

$$N = \left(\frac{\partial}{\partial x_0}\right)^{2} - \frac{\partial^2 t}{\partial x_0^2} \left(\frac{\partial t}{\partial x_0}\right)^{3} \frac{\partial}{\partial x_0} - Q(t, a, \rho, \partial/\partial y) \frac{\partial^2}{\partial y^2}$$  

(4.4)

$$M_\infty = \frac{\partial^2}{\partial x_0^2} - \frac{aA(a, \rho, \partial/\partial y) + x_0B(a, \rho, \partial/\partial y)}{x_0^2 - a^2} \frac{\partial^2}{\partial y^2}$$

$$- \frac{g_+(a)}{(x_0-a)^2} - \frac{g_-(-a)}{(x_0+a)^2}.$$  

(4.5)

Then, from [Part I, Theorem 1.3.1] and Proposition 3.4, we obtain the following

**Theorem 4.1.** There exist invertible microdifferential operators $\mathcal{X}$ and $\mathcal{Y}$ that satisfy

$$N\mathcal{X} = \mathcal{Y}M_\infty$$  

(4.6)

on

$$\{(x_0, y, a, \rho; \xi_0, \eta) \in T^* \mathbb{C}_{x_0} \times T^* \mathbb{C}_y \times \mathbb{C}^2 :$$  

(4.7)
\[ |x_0| < r, 0 < |\rho| < r, R_0|a| < |\rho| \}

for some positive constants \( r \) and \( R_0 \) with the exception of \( x_0^2 - a^2 = 0 \). The concrete form of \( \mathcal{X} \) and \( \mathcal{Y} \) are as follows:

\[ Z =: \left( \frac{\partial t}{\partial x_0} \right)^{1/2} \left( 1 + \frac{\partial \hat{x}}{\partial x_0} \right)^{-1/2} \exp \left( \hat{x}(x_0, a, \rho, \eta) \xi_0 \right) :, \]

\[ W =: \left( \frac{\partial t}{\partial x_0} \right)^{-3/2} \left( 1 + \frac{\partial \hat{x}}{\partial x_0} \right)^{3/2} \exp \left( \hat{x}(x_0, a, \rho, \eta) \xi_0 \right) :, \]

where

\[ \hat{x}(x_0, a, \rho, \eta) = x(t(x_0, a, \rho), a, \rho, \eta) - x_0. \]

For the correspondence of Borel transformed WKB solutions, we have the following

**Proposition 4.1.** Let \( \hat{\psi}_{\pm,B} \) and \( \hat{\psi}_{\pm,B}^1 \) respectively be Borel transformed WKB solutions of a generic M2P1T equation (i.e. \( a, \rho \neq 0 \)) and the \( \infty \)-Mathieu equation that are normalized at their simple poles \( t = a \) and \( x = a \). Then they satisfy the following relation:

\[ \hat{\psi}_{\pm,B}(x_0, a, \rho, y) = \int_{y+}^{y} K_x(x_0, a, \rho, y - y', \partial x_0) \hat{\psi}_{\pm,B}^1(x_0, a, \rho, y') dy', \]

where \( K_x(x_0, a, \rho, y, \partial x_0) \) is a differential operator of infinite order that is defined on

\[ \bar{E}_{r,R_0,R_1}^1 = \{ (x_0, a, \rho, y) \in \mathbb{C}^4 : |x_0| < r, 0 < |\rho| < r, \]

\[ R_0|a| < |\rho|, R_1|y| < \sqrt{|\rho|} \}, \]

and

\[ y_+(x_0, a, \rho) = \int_a^{x_0} \sqrt{\frac{aA(a, \rho) + x_0B(a, \rho)}{x_0^2 - a^2}} dx_0. \]

Thus, the analysis of the singularity structure of Borel transformed WKB solutions of an M2P1T equation should be reduced to that of the \( \infty \)-Mathieu equation. However the complete singularity structure of Borel transformed
WKB solutions of the (∞-)Mathieu equation is too complicated to be analyzed directly. Fortunately, as the discussion in Section 3 shows, the singularity structure of Borel transformed WKB solutions of the Mathieu equation that is relevant to its two simple poles is now clarified. Using this knowledge for the Mathieu equation, we discuss the singularity structure of Borel transformed WKB solutions of an M2P1T equation in what follows.

We first relate the ∞-Mathieu equation with the Mathieu equation. To this end we use the following relation:

\[
\tilde{\psi}^\pm_\pm(x, a, \rho, \eta) = \tilde{\psi}^\pm(x, a, A(a, \rho, \eta), B(a, \rho, \eta), \eta).
\]

(4.14)

Applying the Borel transformation to (4.14), we can relate the Borel transform \(\tilde{\psi}^\pm\) of \(\tilde{\psi}^\pm\) with \(\tilde{\psi}^\pm\) through the action of a microdifferential operator

\[
AB =: \exp\left(\tilde{\theta}_A + \tilde{\theta}_B\right) :.
\]

(4.15)

where

\[
\tilde{\theta}_A(a, \rho, \eta) = A(a, \rho, \eta) - A_0(a, \rho),
\]

(4.16)

\[
\tilde{\theta}_B(a, \rho, \eta) = B(a, \rho, \eta) - B_0(a, \rho)
\]

(4.17)

and \(\theta_A\) (resp. \(\theta_B\)) is the symbol of \(\partial_A\) (resp. \(\partial_B\)). Thanks to the estimates (1.3.12) and (1.3.13) in [Part I, Theorem 1.3.1], we obtain the following

**Proposition 4.2.** Let \(\tilde{\psi}^\pm\) and \(\tilde{\psi}^\pm\) respectively be Borel transformed WKB solutions of the ∞-Mathieu equation and the Mathieu equation that are normalized at their simple poles \(x = a\). Then they satisfy the following relation:

\[
\tilde{\psi}^\pm_\pm(x, a, \rho, y) = \int_{y-y_+}^y K_{A, B}(a, \rho, y - y^\prime, \partial_A, \partial_B)\tilde{\psi}^\pm_\pm(x, a, A, B, y^\prime)dy^\prime|_{A=A_0(a,\rho)}^{A=A_0(a,\rho)}
\]

(4.18)

where \(K_{A, B}(a, \rho, y - y^\prime, \partial_A, \partial_B)\) is a differential operator of infinite order that is defined on

\[
\{(a, \rho, A, B, y) \in \mathbb{C}^5 : 0 < |\rho| < r, R_0|a| < |\rho|, R_1|y| < \sqrt{|\rho|}\}
\]

(4.19)

with some positive constants \(r, R_0\) and \(R_1\) and

\[
y_+(x, a, \rho) = \int_x^a \sqrt{\frac{aA(a, \rho) + xB(a, \rho)}{x^2 - a^2}}dx.
\]

(4.20)
Now we study the singularity structure of $\tilde{\psi}_{\pm,B}^{\dagger}$ using Theorem 3.2. Let us focus on the $m$-th singular point of $\tilde{\psi}_{\pm,B}$ located at (3.81). Evidently, from (3.41), the following condition should be satisfied:

\[
2\sqrt{2}|m|\pi h(|B_0(a,\rho)/A_0(a,\rho)|) < 1, \tag{4.21}
\]

where $h(\delta)$ is a function that satisfies (3.28) $\sim$ (3.30). Since $A_0(0,0) = f^{(1)}(0,0) \neq 0$ and $B_0(0,\rho) = \rho$, [Part I, Lemma 1.2.3] tells us that, by taking $R_0$ sufficiently large, we can assume that $A_0(a,\rho)$ and $B_0(a,\rho)$ satisfy

\[
\frac{1}{2} |f^{(1)}(0,0)| \leq |A_0(a,\rho)| \leq \frac{3}{2} |f^{(1)}(0,0)|, \tag{4.22}
\]

\[
\frac{1}{2} |\rho| \leq |B_0(a,\rho)| \leq \frac{3}{2} |\rho| \tag{4.23}
\]

on $\{R_0|a| < |\rho|\}$. Since $h(\delta)$ is an increasing function, we find that (4.21) follows from

\[
2\sqrt{2}|m|\pi h(3|\rho|/|f^{(1)}(0,0)|) < 1. \tag{4.24}
\]

Therefore, by taking $\rho$ sufficiently small with keeping the relation $R_0|a| < |\rho|$, we can make $|B_0(a,\rho)/A_0(a,\rho)|$ arbitrary small so that (4.24) holds. On the other hand, when

\[
2|m|\pi R_1 \sqrt{|a\Gamma_0(a, A_0(a,\rho), B_0(a,\rho))|} < \sqrt{|\rho|} \tag{4.25}
\]

is satisfied, the $m$-th singular point is contained in the domain of definition of the integro-differential operator in (4.18). Hence, in view of (3.40) and (4.22), it suffices to take $a$ sufficiently small relative to $\rho$ so that

\[
2\sqrt{3}|m|\pi R_1 \sqrt{|f^{(1)}(0,0)|\sqrt{|a|}} < \sqrt{|\rho|} \tag{4.26}
\]

holds. Then, using Theorem 3.2 and Proposition 4.2, we can show the following

**Lemma 4.1.** Let $\tilde{\psi}_{\pm}^{\dagger}$ denote the WKB solutions of the $\infty$-Mathieu equation (4.2) that are normalized at a simple pole $x = a$. Then, when (4.24) and (4.26) hold, its Borel transform $\tilde{\psi}_{\pm,B}^{\dagger}(x,a,A,B,y)$ is singular at

\[
y = \mp y_\pm(x,a,\rho) + mp(a,\rho) \tag{4.27}
\]
and its alien derivative there satisfies

$$
(\Delta_{y=\pm y,+m_p} \hat{\psi}_\pm^\dagger) B(x, \alpha, \rho, y)
$$

\[= \pm (-1)^m \Xi_m(\mu, \nu) (\exp(-m \int_\gamma \hat{S}_{\text{odd}}^\dagger dx) \hat{\psi}_\pm^\dagger) B(x, \alpha, \rho, y),
\]

where

$$
p(a, \rho) = \int_\gamma \sqrt{ \frac{f(t, a, \rho)}{t^2 - a^2} } \, dt
$$

and \( \Xi_m(\mu, \nu), \mu(a) \) and \( \nu(a) \) are functions that are given by (3.83), (3.84) and (3.85) respectively.

**Proof.** We first note the following relation, which is an immediate consequence of Proposition 3.1:

$$
\int_\gamma \hat{S}_{\text{odd}}^\dagger(x, a, \rho, \eta) \, dx
$$

\[= 2\pi i \sqrt{a} \Lambda(a, \Gamma(a, A(a, \rho, \eta), B(a, \rho, \eta), \eta), \eta) \eta + \pi i,
\]

where \( \Lambda \) and \( \Gamma \) are formal power series given in Section 1, \( \hat{S}_{\text{odd}}^\dagger \) is the odd part of a solution of the Riccati equation associated with the \( \infty \)-Mathieu equation and \( \gamma \) is a contour that encircles two simple poles of the \( \infty \)-Mathieu equation counterclockwise avoiding its simple turning point. Especially, we find

$$
p(a, \rho) = 2\pi i \sqrt{a} \Gamma_0(a, A_0(a, \rho), B_0(a, \rho)).
$$

Then, in a way parallel to the proof of Lemma 3.3, applying Lemma 3.2 to the symbol of \( AB \) and using a coordinate transformation \( F : (y, A, B) \rightarrow (y', A', B') \) defined by

$$
\begin{cases}
y' = y - 2m\pi i \sqrt{a} \Gamma_0(a, A, B) \\
A' = A \\
B' = B
\end{cases}
$$

instead of (3.45), we obtain Lemma 4.1.
Remark 4.1. From (3.40), (4.22) and (4.31), we find

\[(4.33) \quad |p(a, \rho)| = O(\sqrt{|a|})\]

when \(a\) tends to 0.

Now, from [Part I, Theorem 1.3.2] and (4.30), we obtain the following

**Proposition 4.3.** Let \(\hat{S}_{\text{odd}}\) be the odd part of a solution of the Riccati equation associated with an M2P1T equation. Then

\[(4.34) \quad \oint_{\gamma} \hat{S}_{\text{odd}}(t, a, \rho, \eta) dt = 2\pi i \sqrt{a}\Lambda(a, \Gamma(a, A(a, \rho, \eta), B(a, \rho, \eta), \eta), \eta) \eta + \pi i}\]

holds, where \(\gamma\) is a contour that encircles two simple poles of the M2P1T equation counterclockwise avoiding its simple turning point.

In conclusion, combining Proposition 4.1, Lemma 4.1 and Proposition 4.3, we obtain

**Theorem 4.2.** Let \(\hat{\psi}_\pm(t, a, \rho, \eta)\) be WKB solutions of a generic (i.e. \(a \neq 0, \rho \neq 0\)) M2P1T equation that is normalized at a simple pole \(t = a\). Then, for each integer \(m\) we can take some positive constants \(\delta_1\) and \(\delta_2\) so that the following holds when \(|\rho| < \delta_1\) and \(0 < |a| < \delta_2|\rho|\) are satisfied: The Borel transform \(\hat{\psi}_{\pm,B}(t, a, \rho, y)\) of \(\psi_\pm(t, a, \rho, \eta)\) is singular at

\[(4.35) \quad y = \pm y_+(t, a, \rho) + mp(a, \rho)\]

and its alien derivative there satisfies

\[(4.36) \quad \left(\Delta_{y=\pm y_++mp} \hat{\psi}_\pm\right)_{B}(t, a, \rho, y) = \pm(-1)^m \Xi_m(\mu, \nu)(\exp(-m \oint_{\gamma} \hat{S}_{\text{odd}} dx) \hat{\psi}_\pm)_{B}(t, a, \rho, y),\]

where

\[(4.37) \quad \Xi_m(\mu, \nu) = \frac{1}{m} \left\{1 + (-1)^m \cosh\left(2\pi im \sqrt{\frac{\mu^2 + \sqrt{\mu^4 - \nu^2}}{2}}\right)\right\}\]

55
\[- \cosh \left( 2\pi im \sqrt{\frac{\mu^2 - \sqrt{\mu^4 - \nu^2}}{2}} \right) \right\},

(4.38) \quad \mu = \mu(a) = \sqrt{1 + 2(g_+(a) + g_-(a))},

(4.39) \quad \nu = \nu(a) = 2(g_+(a) - g_-(a)),

(4.40) \quad y_+(t, a, \rho) = \int_a^t \sqrt{\frac{f(t, a, \rho)}{t^2 - a^2}} dt

and

(4.41) \quad p(a, \rho) = \int_\gamma \sqrt{\frac{f(t, a, \rho)}{t^2 - a^2}} dt.

Here \(\gamma\) is a contour that encircles two simple poles of the M2P1T equation counterclockwise avoiding its simple turning point.

Remark 4.2. In Theorem 4.2, the positive constants \(\delta_1\) and \(\delta_2\) should be taken so small that (4.24) and (4.26) are satisfied for \(|\rho| < \delta_1\) and \(0 < |a| < \delta_2|\rho|\) for an arbitrarily given \(m \in \mathbb{Z}\).

Remark 4.3. In \((t, a, \rho)\)-coordinate, \(y_+(t, a, \rho)\) is given by (4.40). However, since \(x_0(t, a, \rho)\) satisfies

(4.42) \quad \frac{f(t, a, \rho)}{t^2 - a^2} = \left( \frac{\partial x_0}{\partial t} \right)^2 \frac{a A_0 + x_0 B_0}{x_0^2 - a^2}

we find (4.40) is equivalent to (4.13).
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