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Abstract—In this paper, we propose control theoretic smoothing splines with $L^1$ optimality for reducing the number of parameters that describes the fitted curve as well as removing outlier data. A control theoretic spline is a smoothing spline that is generated as an output of a given linear dynamical system. Conventional design requires exactly the same number of base functions as given data, and the result is not robust against outliers. To solve these problems, we propose to use $L^1$ optimality, that is, we use the $L^1$ norm for the regularization term and/or the empirical risk term. The optimization is described by a convex optimization, which can be efficiently solved via a numerical optimization software. A numerical example shows the effectiveness of the proposed method.

Index Terms—Control theoretic splines, smoothing splines, $L^1$ optimization, convex optimization.

I. INTRODUCTION

The spline has been widely used in signal processing, numerical computation, statistics, etc. In particular, the smoothing spline gives a smooth curve that has the best fit to given noisy data [1], [2]. The smoothness is achieved by limiting the $L^2$ norm of the $m$-th derivative of the curve as well as minimizing the squared error (or empirical risk) between data and the curve.

The control theoretic smoothing spline [3] is generalization of the smoothing spline using control theoretic ideas, by which the spline curve is determined by the output of a linear dynamical system. It is shown in [4] that control theoretic splines give a richer class of smoothing curves relative to polynomial curves. Fig. 1 illustrates the idea of the control theoretic spline; given a finite number of data, the robot modeled by a dynamical system with transfer function $P(s)$ is driven by a control input $u(t)$ and draws a smooth curve $y(t)$ that fits to the data. The problem of the control theoretic spline is to find control $u(t)$ that gives an expected motion of the robot, based on the model $P(s)$ and the data set. Furthermore, the control theoretic spline has been proved to be useful for trajectory planning in [5], mobile robots in [6], contour modeling of images in [7], probability distribution estimation in [8], to name a few. For more applications and a rather complete theory of control theoretic splines, see [4].

Conventional design of control theoretic splines is based on $L^2$ optimization [3], and has two main drawbacks. One is that we need the same number of parameters as the data to represent the fitted curve. If the data set is big, then the number of parameters becomes crucial when for example the actuator system of the robot (see Fig. 1) has just a small area of memory. The other drawback is that the spline is not robust against outliers in observed data. In other words, conventional control theoretic splines are sensitive to outliers. To overcome these drawbacks, we propose to use $L^1$ optimality in the design. For reduction of the number of parameters, we utilize the sparsity-promoting property of the $L^1$ norm regularization, also known as LASSO (least absolute shrinkage and selection operator) [9], [10]. For robustness against outliers, we adopt the $L^1$ norm for the empirical risk minimization [11], assuming that the noise is Laplacian, heavier-tailed distribution than Gaussian that is assumed in conventional studies.

The problem is then described in convex optimization, which can be efficiently solved by numerical computation software, e.g. CVX on MATLAB [14], [15]. For numerical computation, we implement the design procedure on MATLAB programs with CVX, access [16] to obtain the programs. Based on the programs, we show a numerical example that illustrates the effectiveness of the proposed method.

The remainder of this article is organized as follows: Section II reviews the conventional $L^2$-optimal control theoretic spline and discusses drawbacks of the $L^2$ spline. Section III formulates the problem of the proposed $L^1$ spline to overcome drawbacks in the $L^2$ spline, and show a procedure to the solution. A numerical example is included in Section IV. Section V draws conclusions.

II. L2 CONTROL THEORETIC SMOOTHING SPLINES

Consider a linear dynamical system $P$ defined by

$$
\begin{align*}
\dot{x}(t) &= Ax(t) + bu(t), \\ y(t) &= c^\top x(t), \\ x(0) &= 0 \in \mathbb{R}^n,
\end{align*}
$$

where $A \in \mathbb{R}^{n \times n}$, $b, c \in \mathbb{R}^n$. We assume $(A, b)$ is controllable and $(c^\top, A)$ is observable. For this system, suppose that a

1. The idea of using a heavier-tailed loss function for control theoretic smoothing splines was first proposed in [12], [13].

2. For controllability and observability of a linear system, see e.g. [17, Chap. 9].
data set
\[ D := \{(t_1, y_1), (t_2, y_1), \ldots, (t_N, y_N)\} \]
is given, where \( t_1, \ldots, t_N \) are sampling instants which satisfy
\( 0 < t_1 < t_2 < \cdots < t_N =: T \), and \( y_1, \ldots, y_N \) are noisy
sampled data of the output of (1). The objective here is to find
control \( u(t), t \in [0, T] \) for the dynamical system (1) such that
\( y(t_i) \approx y_i \) for \( i = 1, \ldots, N \). For this purpose, the following
quadratic cost function has been introduced in [3]:
\[ J(u) := \lambda \int_0^T |u(t)|^2 dt + \sum_{i=1}^N w_i |y(t_i) - y_i|^2, \]
where \( \lambda > 0 \) is the regularization parameter that specifies the
tradeoff between the smoothness of control \( u(t) \) defined in the
first term of (2) and the minimization of the squared empirical risk in the second term. Also, \( w_i > 0 \) is a weight for \( i \)-th squared loss \( |y(t_i) - y_i|^2 \). Then the problem of \( L^2 \) control theoretic smoothing spline is formulated as follows:

**Problem 1** (\( L^2 \) control theoretic smoothing spline): Find control \( u(t) \) that minimizes the cost \( J(u) \) in (2) subject to the state-space equation in (1).

The optimal control \( u = u^* \) that minimizes \( J(u) \) is given by [3], [4]
\[ u^*(t) = \sum_{i=1}^N \theta_i^* g(t_i - t), \]
where \( g(\cdot) \) is defined by
\[ g(t) := \begin{cases} c^T e^{At} b, & \text{if } t \in [0, T], \\ 0, & \text{otherwise}. \end{cases} \]

Note that \( c^T e^{At} b \) in \( g(t) \) is the impulse response of the
dynamical system (1). The optimal coefficients \( \theta_1^*, \ldots, \theta_N^* \) are given by
\[ \mathbf{\theta}^* := [\theta_1^*, \ldots, \theta_N^*]^T = (\lambda I + W G)^{-1} W y, \]
where
\[ W := \text{diag}(w_1, \ldots, w_N), \quad y := [y_1, \ldots, y_N]^T. \]
The matrix \( G = [G_{ij}] \in \mathbb{R}^{N \times N} \) in (5) is the Grammian defined by
\[ G_{ij} = \langle g(t_i - \cdot), g(t_j - \cdot) \rangle = \int_0^T g(t_i - t) g(t_j - t) dt, \quad i, j = 1, \ldots, N. \]

An advantage of the \( L^2 \) control theoretic smoothing spline is that the optimal control can be computed offline via equation (5). However, the formula indicates that if the data size \( N \) is large, so is the number of base functions in \( u^*(t) \), as shown in (3). This becomes a drawback if we have only a small memory or a simple actuator for drawing a curve with the optimal control \( u^*(t) \). Another drawback is that the \( L^2 \) spline is not robust at all against outliers, as reported in [13], since the squared empirical risk in (2) assumes that the additive noise is Gaussian. To solve these problems, we adopt \( L^1 \) optimality for the design of spline.

### III. \( L^1 \) Control Theoretic Smoothing Splines

Before formulating the design problem of \( L^1 \) spline, we prove the following lemma:

**Lemma 1**: Assume that control \( u(t) \) is given by
\[ u(t) = \sum_{i=1}^N \theta_i g(t_i - t), \]
for some \( \theta_i \in \mathbb{R}, i = 1, 2, \ldots, N \). Then we have
\[ y(t) = \sum_{i=1}^N \theta_i (g(t - \cdot), g(t_i - \cdot)), \quad t \in [0, T]. \]
In particular, for \( j = 1, 2, \ldots, N \), we have
\[ y(t_j) = \sum_{i=1}^N \theta_i G_{ij}. \]

**Proof**: If \( u(t) = 0 \) for \( t < 0 \), then the solution of (1) is given by
\[ y(t) = \int_0^t c^T e^{A(t-\tau)} b u(\tau) d\tau = \int_0^T g(t - \tau) u(\tau) d\tau = \langle g(t - \cdot), u \rangle \]
Substituting (8) into the above equation gives (9). Then, from the definition of \( G_{ij} \) in (7), we immediately have (10).

By this lemma, the error \( y(t_i) - y_i \) is given by
\[ y(t_j) - y_j = \sum_{i=1}^N \theta_i G_{ij} - y_i, \quad j = 1, 2, \ldots, N, \]
or equivalently
\[ \begin{bmatrix} y(t_1) - y_1 \\ \vdots \\ y(t_N) - y_N \end{bmatrix} = \mathbf{G} \mathbf{\theta} - y, \]
where \( \mathbf{\theta} := [\theta_1, \ldots, \theta_N]^T \) and \( y \) is given in (6). Based on this, we consider the following optimization problem:

**Problem 2** (\( L^1 \)-optimal spline coefficients): Find \( \mathbf{\theta} \in \mathbb{R}^N \) that minimizes
\[ J_p(\mathbf{\theta}) := \eta ||\mathbf{\theta}||_1 + ||W (G \mathbf{\theta} - y)||_p^p, \]
where \( \eta > 0 \) and \( p \in \{1, 2\} \).

The regularization term, \( ||\mathbf{\theta}||_1 \), is for sparsity of coefficients \( \theta_1, \ldots, \theta_N \), as used in LASSO [9], [10]. Also, small \( ||\mathbf{\theta}||_1 \) leads to small \( L^1 \) norm of control \( u \) since from (8) we have
\[ \int_0^T |u(t)| dt \leq C ||\mathbf{\theta}||_1, \]
for some constant \( C > 0 \). On the other hand, the empirical risk term, \( ||W (G \mathbf{\theta} - y)||_p^p \), is for the fidelity to the data. For \( p = 1 \), additive noise is assumed to be Laplacian, a heavy-tailed distribution, to take outliers into account, while \( p = 2 \) is related to Gaussian noise. In each case, cost function \( J_p(\mathbf{\theta}) \) is convex in \( \mathbf{\theta} \).

Unlike \( L^2 \) spline, the solution to the optimization in Problem 2 cannot be represented in a closed form. However, by using a numerical optimization algorithm we can obtain an approximated solution within a reasonable time. For example,
for the optimization with \( p = 2 \), we can adopt FISTA (Fast Iterative Shrinkage-Thresholding Algorithm) [18], which is an extension of Nesterov’s work [19] to achieve the convergence rate \( O(1/k^2) \) at \( k \)-th iteration. On the other hand, for \( p = 1 \), there is no algorithm achieving such a rate, but the optimization is still convex and we can use an efficient convex optimization software, such as CVX on MATLAB [14], [15].

Remark 1: The optimization is related to the following signal subspace

\[
V := \left\{ u \in L^2[0, T] : u = \sum_{i=1}^{N} \theta_i g(t_i - \cdot), \ \theta_i \in \mathbb{R} \right\}.
\]

That is, we seek the optimal control \( u \) in \( V \) such that the coefficients minimize (12). Note that \( \{g(t_1 - \cdot), \ldots, g(t_N - \cdot)\} \) is a basis of \( V \) due to the controllability and observability of system (1).

Remark 2: Although we have assumed that the initial state \( x \) is 0, we can also set the initial state \( x(0) = x_0 \) as a design variable in a similar manner. In this case, the output \( y(t) \) becomes

\[
y(t_j) = e^{A t_j} x_0 + \sum_{i=1}^{N} \theta_i G_{ij}, \quad j = 1, 2, \ldots, N,
\]

and the optimization is formulated by

\[
\min_{x_0, \theta} \left\{ \eta \| \theta \|_1 + \| W (H x_0 + G \theta - y) \|_p \right\}_p,
\]

where \( H := [e^{A T_1} c, \ldots, e^{A T_N} c] \). This is also a convex optimization problem and can be efficiently solved via numerical optimization software.

Remark 3: The choice of parameters \( \eta \) and \( w_i \) influences the performance of curve fitting. The regularisation parameter \( \eta \) controls the trade-off between the sparsity and fidelity of the solution; a larger \( \eta \) leads to a sparser solution (i.e. more \( \theta_i \)'s are zero) while a smaller \( \eta \) leads to a smaller empirical risk.

On the other hand, \( w_i \) may be chosen to be larger if the data \( y_i \) contains smaller error. These parameters should be chosen by trial and error (e.g. cross-validation [10]).

IV. NUMERICAL EXAMPLE

In this section, we show a numerical example that illustrates the effectiveness of the proposed \( L^1 \) control theoretic smoothing spline. We set the dynamical system \( P \) with transfer function

\[
P(s) = \frac{1}{s^2 + 1}.
\]

State-space matrices for \( P(s) \) are given by

\[
A = \begin{bmatrix} 0 & 0 & -1 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{bmatrix}, \quad b = \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix}, \quad c = \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix}.
\]

We assume the original curve is given by

\[
y_{\text{orig}}(t) = \sin(2t) + 1.
\]

The sampling instants are given by

\[
t_i = 0.1 + 0.01(i - 1), \quad i = 1, 2, \ldots, 501,
\]

that is, the data are sampled at rate 100 [Hz] (100 samples per second) from initial time \( t_1 = 0.1 \). The observed data \( y_1, y_2, \ldots, y_{501} \) are assumed to be disturbed by additive Laplacian noise with mean 0 and variance 1. See Fig. 2 for the original curve \( y_{\text{orig}}(t) \) and the observed data \( y_1, y_2, \ldots, y_{501} \).

For these data, we compute the optimal coefficients of the \( L^1 \) control theoretic spline with \( p = 1 \) corresponding to Laplacian noise. The design parameters are \( \eta = 0.01 \) and \( w_i = 1 \) for all \( i \) (i.e. all elements have equal weight). We assume that the initial state \( x(0) = x_0 \) is also a design variable, that is, we solve optimization (13).

Fig. 2 shows the resulting fitted curve \( y(t) \) computed with the \( L^1 \)-optimal control \( u(t) \). We can see that the data are considerably disturbed by Laplacian noise, but the reconstructed curve well fits the original curve. To see the sparsity property of the \( L^1 \)-optimal coefficients, we plot the value of the coefficients in Fig. 3. As shown in this figure, the \( L^1 \)-optimal coefficients are quite sparse. In fact, the number of coefficients whose absolute values are greater than 0.001 is

\[
\frac{1}{500} \times 100 = 0.2
\]

Fig. 2. Simulation result of \( L^1 \) spline: original curve (dashed line), observed data (circles), fitted curve (solid line).

Fig. 3. Coefficients of \( L^1 \) spline.
just 5 out of 501 coefficients. On the other hand, we show the $L^2$-optimal coefficients with $\lambda = 0.0001$, see equation (2), in Fig. 4. This figure indicates that the coefficients are not sparse at all and the $L^2$ spline requires almost all the base functions to represent the fitted curve. Note that the reconstructed curve by the $L^2$ spline also well fits the original curve as shown in Fig. 5, which shows the error between the original curve and the fitted curves. This figure shows that the $L^2$ spline is almost comparable with the $L^1$ splines\textsuperscript{3}.

In summary, we can say by the simulation that the proposed $L^1$ control theoretic smoothing spline can effectively reduce the effect of noise in data and also give sufficiently sparse representation for the fitted curve.

V. CONCLUSION

In this paper, we have proposed the $L^1$ control theoretic smoothing splines for noise reduction and sparse representa-

\textsuperscript{3}Another example in [20] shows that an $L^1$ spline outperforms an $L^2$ spline in view of outlier rejection.

Future work may include extension to constrained splines as proposed in [20], and extension to sparse feedback control as discussed in [21], [22].
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