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Abstract

In this dissertation, we discuss the design and analysis of algorithms for graph exploration and resource allocation problems, and their application to energy management.

Efficient use of energy has been a topic of great importance in various fields. For example, in the research fields on sensor networks and robotics, efficient energy control is decisive because available energy resources are generally limited. Therefore, there have been strong needs for energy-efficient control algorithms. Another example is a recent movement to construct new-generation power networks and power management systems, such as the evolving smart grid and frameworks of automated demand response. Especially, new power networks have been proposed based on the concept of Energy-on-Demand (EoD), where an energy management system automatically controls amounts of power supplied to appliances limiting total power consumption below a targeted value. There also have been novel concepts such as “optimal allocation of energy”, where a power network optimally allocates power from various kind of power sources to appliances considering Quality-of-Energy (QoEn), which represents characteristics of power that appliances require and sources supply. For realizing these concepts, we need efficient algorithms, devices and systems for power allocation.

The first topic of this dissertation is the design and analysis of efficient online algorithms for the graph exploration problems. Algorithms for exploration of unknown terrains have been actively studied, and much research work focuses on exploration algorithms for minimizing the total moving distance by a searcher to obtain all the topological information of the terrains. Kalyanasundaram and Pruhs formulated the problem in an online problem on undirected edge-weighted graphs. In Chapter 3, we will discuss the design and analysis of graph exploration algorithms for cycles and unweighted graphs, and give tight bounds on competitive ratios.

Second, the design and analysis of an approximation algorithm for resource allocation problems applicable to QoEn-based power allocation are described in Chapter
4. The multiple knapsack problem with assignment restrictions (MKAR) is an extension of the multiple knapsack problem, where each item (appliance) has a subset of knapsacks (power sources) from which the item is able to be supplied. We consider two variants of the MKAR depending on relationship between capacity of sources and power consumption of appliances, and give an approximation algorithm and an inapproximability result.

The third topic is the design and implementation of devices for policy-based power management including optimal allocation of energy. In Chapter 5, we describe the design and implementation of a smart outlet, a device that measures detailed power consumption of each appliance, communicates with other devices, supplies power to appliances considering allocated amounts of power, and controls appliances in a policy-based manner utilizing collected information of user’s behavior and environmental information. We describe the design and implementation of a power router with functions for both QoEn power routing in EoD power networks and policy-based control of power assignment between two inputs and two outputs in a circuit-switching manner, and present its application to a power routing system for policy-based Home-to-Vehicle/Vehicle-to-Home in Chapter 6. The power router outputs power to its relevant port like routers in communication networks.

Lastly, we discuss a power allocation management system to maximize user’s Quality-of-Life, keeping total power consumption within a limited amount of available power, which is implemented utilizing the developed smart outlet and a power allocation algorithm. We can treat power allocation for energy-saving and reducing peak load as the knapsack problem, regarding that an appliance as an item, importance of the appliance for user’s life as the profit of the item, power consumption of the appliance as the size of the item, a power source as a knapsack, an available power amount of the power source as capacity of the knapsack. In Chapter 7, we describe a power management system utilizing an algorithm for the knapsack problem implemented on the smart outlet. To the best of our knowledge, this is the first literature that describes the implemented system utilizing a knapsack algorithm for power allocation management.
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Chapter 1

Introduction

1.1 Background

Efficient use of energy has been a topic of great importance in various fields. For example, in the research fields on sensor networks and robotics [12][61], efficient control is decisive because available energy resources are generally limited. Therefore, there have been strong needs for energy-efficient control algorithms. Another example is the recent movement to construct new-generation power networks and power management systems, such as the evolving smart grid [92] and frameworks of automated demand response [85]. In conventional power networks, energy-saving activities require user’s operation for controlling appliances. Though “energy use visualization”, where a system collects and visualizes data on energy usage by users, has been reported to have certain effect on saving energy [91], still users should control appliances by handwork and should feel troublesome to keep their energy-saving activities. Therefore, new-generation power networks have been proposed based on the concept of Energy-on-Demand (EoD) [56], where an energy management system automatically controls amounts of power supplied to appliances, while keeping total power consumption under some target value, based on management policies suited for user’s lifestyles and patterns of energy usage for easier and more effective energy-saving. There also have been novel concepts such as “optimal allocation of energy”, where a power network optimally allocates power from various kinds of power sources to appliances considering Quality-of-Energy (QoEn), which represents characteristics of power that appliances require and sources supply [72] [42]. Communication protocols for power routing have been proposed [54] to independently route power from multiple and different power sources to appliances based on QoEn in an end-to-end manner, assuming future power
networks with various kinds of distributed sources such as solar panels or Vehicle-to-Home (V2H). For realizing these concepts, we need efficient algorithms that allocate power to appliances keeping power consumption under the target value, new devices with functions for power measurement/power control/communication, and a power management system utilizing power allocation algorithms.

In this dissertation, we discuss the design and analysis of algorithms for graph exploration and resource allocation, and their application for energy management. First, the design and analysis of efficient online algorithms for the graph exploration problem are described. Second, we present the design and analysis of an approximation algorithm for resource allocation problems applicable to power allocation. Third topic is the design and implementation of devices called smart outlet and power router for policy-based power management including “optimal allocation of energy”. Then we discuss the power allocation management system for maximizing user’s Quality-of-Life (QoL) under the limitation of available power, which is implemented utilizing smart outlets and a power allocation algorithm.

Backgrounds for each topic of the dissertation are as follows; algorithms for exploration of unknown terrains have been actively studied, and much research work focuses on exploration algorithms for minimizing the total moving distance by a searcher [11][59][70]. Exploration problems are related to various applications including the energy-efficient exploration by mobile robots on unknown terrains, or efficient collection of graph information that change dynamically, such as topology estimation of smart micro grids [25]. The well-known problem formulation on visiting all the nodes in a given graph is traveling salesman problem (TSP) [50], whose objective is to find a route with minimum total cost that visits all the vertices of a graph and returns to the origin. Here the cost of an algorithm is defined as the total traversal distance. This problem is a well-known NP-hard problem, and there have been intensive studies such as heuristics and approximation algorithms. In TSP, all information on the graph is given to the algorithm in advance. However, in above mentioned applications, the terrain may be unknown until the searcher visits the place, and the searcher learns the local environment when it actually visits there. This kind of problem is known as the exploration or the map construction problem and there are several models. Kalyanasundaram and Pruhs [39] formulated the problem in an online problem on undirected edge-weighted graphs, and showed a 16-competitive algorithm. In Chapter 3, we discuss the design and analysis of graph exploration algorithms for cycles and unweighted graphs and improve previous results.
1.1 Background

In Chapter 4, the design and analysis of an approximation algorithm for resource allocation problems applicable to power allocation problems are described. Power sources have various characteristics such as cost, stability and CO₂ emission. For example, power from fossil fuel plant is considered to be stable but relatively costly; power from in-home solar panels is low-cost but unstable because it depends on weather conditions. On the other hand, power consuming devices have also characteristics on quality of power that they require. For example, a desktop PC that requires stable power should be supplied from commercial sources. However, a laptop with a battery may accept power from solar panels, because it works with relatively unstable power. Therefore, it is desirable to match power quality of power sources and power consuming devices. The power allocation between appliances and sources can be modeled as a resource allocation problem on bipartite graphs. However, it is hard to obtain an optimal and practical algorithm because it includes the NP-hard knapsack problem [32] as a special case. Hence it is natural to pursue some efficient approximation algorithm [35][93]. Considering application to the QoEn-based power allocation described above, we focus on the multiple knapsack problem with assignment restrictions (MKAR), where each item (appliance) has a limited subset of knapsacks (power sources) from which the item is able to be supplied. There have been studies on heuristics [18] along with studies on approximation algorithms [19][66] for the MKAR. We consider two variants of the MKAR, design approximation algorithms, and analyze approximation ratios.

As introduced above, we need novel devices for automated power management to keep total power consumption under the target value. In order to minimize undesired effect on user’s QoL that might be caused by setting a limit of available power, it should be proper to utilize data on user’s pattern of life, behavior information and various sensor information obtained by motion sensors or environmental sensors. For realizing these ideas, we need a device that measures detailed power consumption of each appliance, communicates with other devices, and controls supply of power to appliances based on allocated amount of power using gathered information of user’s behavior and environmental information. In Chapter 5, we describe the design and implementation of the device called smart outlet with these functions.

With various advanced technologies, a device called power router and communication protocols for realizing QoEn power routing have recently been proposed and implemented. Generally, the power router has multiple inputs, and outputs power to its relevant port like routers in communication networks. The implementation meth-
ods of existing power routers are classified as follows; circuit switching of AC 100V [82], Power-over-Ethernet based circuit switching [73], and packet switching based on power packetization [83]. A protocol for QoEn routing has been proposed and implemented applying technologies for Quality-of-Service (QoS) guarantees in computer networks [54]. One of the typical applications of power routing is Vehicle-to-Home (V2H), where an electric vehicle (EV) works not only as transportation but as a huge battery. For example, it is expected that an EV is charged in off-load period such as midnight, and it works as a power source on on-load period to reduce peak load. Assuming these applications, the design and implementation of a power router for both QoEn routing and autonomous local control, and its application to a power routing system for policy-based H2V/V2H are described in Chapter 6.

As discussed in Chapter 4, we can treat optimal power allocation as the knapsack problem, regarding that an appliance as an item, a power source as a knapsack, importance of an appliance as profit of an item, power consumption of an appliance as a size of an item, an available amount of power as capacity of a knapsack. There has been research work on the simulation-based or theoretical evaluations utilizing knapsack algorithms for power allocation assuming reducing peak load, flattening peak-load and supporting automated demand-response [49][67][75]. In Chapter 7, we describe experimental implementation of the power allocation management system utilizing an algorithm for the knapsack problem and the developed smart outlet. To the best of our knowledge, this is the first literature that describes the implemented system utilizing a knapsack algorithm for power allocation management.

1.2 Outline of this Dissertation

In Chapter 2, we will introduce online problems and competitive analysis of online algorithms, and NP-hard problems and approximation algorithms as preliminaries for theoretical analysis of algorithms.

Chapter 3 describes the design and theoretical analysis of graph exploration algorithms. Kalyanasundaram and Pruhs formulated the problem in an online problem on undirected edge-weighted graphs as follows: At the beginning, the searcher is at the starting node $o$, called the origin, and it knows the local information, namely, the labels of the nodes adjacent to $o$, and the weights of edges incident to $o$. When the searcher visits a new node $v$, then it learns the labels of nodes adjacent to $v$ and the weights of edges incident to $v$. When the searcher moves from $u$ to $v$ along
the edge \((u, v)\), it costs the weight of \((u, v)\). The task of the searcher is to visit all
the nodes and return to the origin with as small cost as possible. Asahiro et al. [8]
proved that if the input graph are cycle, there is a 1.5-competitive online algorithm,
while no online algorithm can be \((1.25 - \epsilon)\)-competitive for any positive constant \(\epsilon\).
In this chapter, we give an optimal online algorithm for this problem; namely, we
give a \(\frac{1+\sqrt{3}}{2} \approx 1.366\)-competitive algorithm, and prove that there is no \(2(\frac{1+\sqrt{3}}{2} - \epsilon)\)-
competitive algorithm for any positive constant \(\epsilon\). We also consider the problem on
unweighted graphs, and give a tight bound of 2; namely, we prove that algorithm DFS
is 2-competitive and that no online algorithm can have the competitive ratio better
than 2 (this lower bound holds even when graphs have planarity).

In Chapter 4, we consider the power allocation as resource allocation problems
on bipartite graphs. Namely, we analyze two variants of the MKAR with different
relationship between capacity of sources and power consumption of appliances, and
give an approximation algorithm and an inapproximability result. We first consider
the multiple knapsack problem with assignment restrictions with capacity restrictions
(MKARCC), where the capacity constraints mean that capacity of any knapsack is
at least \(k\) (\(k\) is a natural number) times of the size of the largest item assignable
to the knapsack, motivated by a situation where we can assume that capacity of
power sources are larger than the amount of power required by power consuming de-
vices at certain ratios. We give a \((1 + \frac{2}{k+1} + \epsilon)\)-approximation algorithm and show
\((1 + \frac{1}{k} - \epsilon)\) integrality gap of a linear programming relaxation used in the algorithm,
where \(\epsilon\) is an arbitrary small positive constant. Second, in contrast to the MKARCC,
we consider another variant of the MKAR where size of items may exceed the ca-
pacity of assignable knapsacks, and multiple knapsacks are able to supply one item
cooperatively. We call the problem as the splittable resource allocation problem with
assignment restrictions (SRAAR), motivated by a situation where multiple small dis-
tributed power sources supply single power consuming device coordinately. We give an
inapproximability result; namely, we prove that it is NP-hard to approximate SPAAR
within the ratio of \(n^{1-o(1)}\) even when all the items have same profit.

Chapter 5 describes the design, implementation and evaluation of a smart outlet,
which is developed for realizing “optimal allocation of energy” in a research project
“Integration Technology of Information, Communication and Energy (ICE-IT)” [68]
based on \(i\)-Energy concept [57]. In the research project, a policy-based power man-
agement system [31] is proposed and implemented, where power control is done in a
distributed and autonomous manner. Therefore, the smart outlet has been developed
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as a device capable of autonomous control, not only used in a centralized system. It has also been designed to have a precise power measurement function, to have sufficient computational resources to execute various policy-based control, to have extendibility and practicalities in both hardware and software aspects, and to be deployed sufficiently safely in real-life environments. The smart outlet has also sufficient specifications to be implemented with functions of appliance recognition and graphical user interfaces with a display for future extension. It has popular communication media (Wi-Fi and Ethernet) and protocols for easy coordination with other devices (e.g. information terminals, servers or other smart outlets.) As examples of power management policies utilizing the smart outlets, we have implemented experimental policies for saving energy and improving QoL; a software-based circuit breaker function, a function for reducing stand-by power utilizing motion sensors, and automated appliance control using environmental sensors.

We have implemented a policy-based power router for optimizing allocation of energy, extending the hardware and software implementation of the smart outlet. The major characteristics of the developed power router are that it has power sensors for power measurement (current, voltage, real-time power consumption, integral power consumption), and is able to control relays autonomously in a circuit-switching manner depending on sensed data and various policies. We have confirmed that an end-to-end power route is able to be established using the developed power router, combined with a routing server utilizing a QoEn routing protocol proposed and implemented by Miyamoto et al. [60]. As experimental implementation of autonomous local control, we have also implemented a control policy on the router that, when the power from one source suddenly becomes unavailable, it autonomously switches power supply with appliances to the other available source. We also have constructed a policy-based H2V/V2H control system in an experimental environment. Chapter 6 presents the design and implementation of the power router and the policy-based H2V/V2H control system.

In Chapter 7, we discuss the design and implementation of a power allocation management system utilizing an algorithm for the knapsack problem. The objective is to maximize the total profit of selected items (appliances), keeping total power consumption under the threshold. We have adopted the well-known dynamic-programming based algorithm for the knapsack problem, and have implemented both a local system where the processing is completed in only single power outlet, and a global centralized optimization system where the processing is across multiple outlets and
a controller. We have also evaluated the time duration needed for computing the optimal allocation, communication among devices and control of relays.

Chapter 8 presents conclusions and future work.
Chapter 2

Preliminaries

This dissertation includes discussions on online algorithms for online problems, and approximation algorithms for computationally hard problems. In this chapter, we describe motivations and backgrounds, definitions of online algorithms and its competitive analysis, NP-hard problems and approximation algorithms, and their evaluation methods as preliminaries for design and theoretical analysis of algorithms in Chapter 3 and 4.

2.1 Online Algorithms and Competitive Analysis

There are many realistic situations where it is natural to consider that the whole information is not given in advance, and we should make our decisions based on only information obtained so far. For example, in the case of stock exchange, we should decide whether we buy or sell stocks using only historical information of stock prices or current market statuses, without knowledge of future price changes. In the field of computer architectures, paging algorithms have to decide which data should be transferred between fast memory and slow storage without knowing future data access. These kind of problems are generally called online problems should be considered in a suitable framework. Algorithms for online problems are called online algorithms, and online algorithms should work with partial information given so far, not using information provided in future. In contrast, offline problems are problems where the whole information is completely given in advance, and offline algorithms are algorithms for offline problems and work using all the information.

Because an online algorithm should work with limited information, its performance is necessarily not as good as an optimal offline algorithm. In the example of
stock exchange, an online algorithm may fail to buy or sell the optimal amount of proper stocks, while an optimal offline algorithm is always able to obtain the optimal amount of profit using all the information concerned with future price changes of each stock. However, even online algorithms cannot perform as well as optimal offline algorithms in principle, it is natural to pursue online algorithms with the best possible performance.

There have been several schemes for evaluating performance of online algorithms. Today’s standard method is called competitive analysis [14], where we compare solutions obtained by an online algorithm and an optimal offline algorithm, and try to give performance guarantee of the online algorithm by analyzing a worst-case ratio between their solutions for arbitrary problem instances. Historically, competitive analysis was originally introduced by Sleator and Tarjan and applied to the list access problem [76].

Here we give formal descriptions of online algorithms and competitive analysis. An online algorithm receives a sequence of requests $\sigma$ one by one, and has no knowledge on future requests. Serving requests requires the algorithm to pay cost, and the objective of the algorithm is to minimize (in the case of minimization problems such as the online graph exploration problem treated in Chapter 3) the total cost required to serve all the requests. In competitive analysis, an online algorithm $\text{ALG}$ is compared to an optimal offline algorithm $\text{OPT}$, which knows whole request sequence $\sigma$ in advance, and pays optimal minimum cost. Given a sequence $\sigma$, let $\text{ALG}(\sigma)$ and $\text{OPT}(\sigma)$ denote the costs incurred by $\text{ALG}$ and $\text{OPT}$, respectively. Algorithm $\text{ALG}$ is said to be $\alpha$-competitive if $\text{ALG}(\sigma) \leq \alpha \cdot \text{OPT}(\sigma)$ holds for arbitrary sequence $\sigma$. An upper bound on the competitive ratio indicates worst-case performance guarantee of an algorithm for arbitrary problem instances, and a lower bound shows performance limitation of an algorithm.

### 2.2 NP-Hard Problems and Approximation Algorithms

Efficiency is one of the most important factors in designing algorithms and evaluating their performance. Generally, algorithms whose computational time is exponential in the size of an instance do not work efficiently and have poor scalability, because an even small increase of instance size causes a huge amount of computational time.
Algorithms are commonly regarded as efficient if they require only polynomial time in the size of an instance. Therefore, a computational problem is generally considered to be easy if it has a polynomial-time algorithm, and to be hard if it requires an exponential-time algorithm. Computational complexity is a theoretical measure of difficulty of computational problems, and problems have been categorized into various classes. Typical problem classes are P and NP; P is the set of decision problems that can be solved in polynomial-time by a deterministic Turing machine, and NP is the set of decision problems that can be solved in polynomial-time by a non-deterministic Turing machine.

Though intensive research work has been done on algorithms and computational complexity, polynomial-time algorithms have not been found for problems in NP-hard, which is a class of problems that are at least as hard as the hardest problems in NP. It is known that NP-hard problems have no polynomial-time algorithm under the assumption of P ≠ NP, which is strongly believed to hold though it has not been proved yet [32].

Many optimization problems including the knapsack problem we discuss in Chapter 4 have been proved to be NP-hard, therefore are less likely to be solved optimally with polynomial-time algorithms. However, in realistic situations, we have to deal with the NP-hard problems and obtain some solutions in practical time, even if it is hard to acquire optimal solutions. Approximation algorithms [93] are algorithms that work in polynomial time, and give not necessarily optimal but approximate solutions. Performances of an approximation algorithm are commonly evaluated by using a approximation ratio, which is a ratio between solutions obtained by an approximation algorithm and an optimal algorithm, analyzed in a worst-case manner for arbitrary problem instances.

Here we give formal definitions of NP-hard problems, approximation algorithms and an approximation ratio. A problem H is called NP-hard if any problem L in NP, which is solved in polynomial time using an oracle for H. In the analysis of an approximation ratio, an approximation algorithm ALG is compared to an optimal algorithm OPT, which always obtains an optimal solution. Given an input σ, let ALG(σ) and OPT(σ) denote the costs incurred by ALG and OPT. Algorithm ALG is said to be α-approximation if ALG(σ) ≤ α · OPT(σ) holds for arbitrary input σ (in the case of maximization problems such as the resource allocation problems treated in Chapter 4). An upper bound on the competitive ratio means worst-case performance guarantee of an algorithm for arbitrary instances, and a lower bound means perfor-
mance limitation of an algorithm. There are NP-hard problems that have polynomial time approximation scheme (PTAS) or fully polynomial time approximation scheme (FPTAS), which allows us to obtain near-optimal \((1 + \epsilon)\)-approximation solutions in polynomial-time, where \(\epsilon\) is an arbitrary positive constant.
Chapter 3

The Online Graph Exploration Problem on Restricted Graphs

3.1 Introduction

In the Traveling Salesperson Problem (TSP) [50], we are given a graph and non-negative weights (lengths) on edges. Our task is to find a tour visiting all the nodes and coming back to the starting node with minimum cost. The cost of a tour is the total length of the tour. This problem is a well-known NP-hard problem, and there have been intensive studies such as heuristics and approximation algorithms. Apparently, TSP has plenty of practical applications, which includes determining a pickup or delivery tour for delivery companies or minimizing the total movement cost of robot arms in LSI wiring. It also has been proposed to utilize TSP algorithms in sensor networks to charge sensor nodes efficiently [7].

In TSP, all information on the graph is given to the algorithm in advance. However, in some cases of real applications, the terrain may be unknown until the algorithm visits the place, and the algorithm learns the local environment when it actually visits there. For example, suppose that we wish to gather complete information of an unknown environment using a robot searcher with minimum usage of energy. At the beginning, the robot has no knowledge of the environment. It should decide where to visit next depending only on the partial information of the environment that it has gained through the exploration so far. Another example of real applications is Web crawling by search providers [89], where Web crawlers automatically browse the Web
through links among pages and make indexes used for search engines. In the context of smart grid, it has been pointed out that topology estimation is an important element for future micro grids in many respects, because it provides efficient power routing strategies on grids that dynamically change their topology including node connectivity or resource availability [25]. This kind of problem is known as the exploration or the map construction problem and there are several models. Kalyanasundaram and Pruhs formulated the problem in an online problem on undirected edge-weighted graphs as follows: At the beginning, the searcher is at the starting node \( o \), called the origin, and it knows the local information, namely, the labels of the nodes adjacent to \( o \), and the weights of edges incident to \( o \). When the searcher visits a node \( v \), then it learns the labels of nodes adjacent to \( v \) and the weights of edges incident to \( v \). When the searcher moves from \( u \) to \( v \) along the edge \((u, v)\), it costs the weight of \((u, v)\). The task of the searcher is to visit all the nodes and return to the origin with as small cost as possible. The goodness of the algorithm is evaluated by the competitive analysis [14, 26].

The most natural algorithm one may consider is the greedy type Nearest Neighbor algorithm (NN), which always visits a node nearest to the current node, among those that have not yet been visited. However, it has been shown that NN is not competitive even for planar graphs; there exists a planar graph \( G \) with \( n \) nodes such that the competitive ratio of NN is \( \Omega(\log n) \) [71]. Kalyanasundaram and Pruhs [39] proposed a modified version of NN, called ShortCut, and proved that it is 16-competitive for planar graphs.

Note that if input graphs to be explored are restricted to trees, the depth-first search always returns an optimal tour because to visit all nodes and come back to the origin, each edge must be traversed at least twice, and the depth-first search traverses each edge exactly twice. Hence, the simplest non-trivial case is probably cycles. Recently, Asahiro et al. [8] considered the graph exploration on cycles. They proved that NN achieves the competitive ratio of 1.5 and showed that no online algorithm can have the competitive ratio better than 1.25.

**Our Results.** In this chapter we consider the problems on two classes of graphs and give tight bounds on the competitive ratio for both cases. First we improve both upper and lower bounds of the problem on cycles, and give a tight bound \( \frac{1 + \sqrt{3}}{2} (\approx 1.366) \). For improving the upper bound, we propose a new algorithm called DIST, which decides the next node to visit depending on the (weighted) distances between the current node and each of the unvisited two nodes, the total length of
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The purpose of the Online Graph Exploration problem is to visit all the nodes of a given graph \( G = (V, E) \), where \( V \) and \( E \) denote the sets of nodes and edges, respectively. For each edge \((u, v) \in E\), a non-negative weight \( f(u, v) \), sometimes called the length, is associated. Initially, the searcher is at the specified node \( o \in V \), called the origin. It knows only the labels of the nodes adjacent to \( o \), and the length of edges connecting \( o \) with those neighborhood nodes. Once the searcher visits a node \( v \), it learns the labels of nodes adjacent to \( v \) and the length of edges incident to

the exploration so far, and the distance from the origin to the current node. We also consider the problem on unweighted graphs, and give a tight bound of 2; namely, we prove that algorithm DFS is 2-competitive and that no online algorithm can have the competitive ratio better than 2 (this lower bound holds even when graphs have planarity).

**Related Results.** There are several variants of the problem of exploring unknown environment online. Deng and Papadimitriou [21] considered the problem of exploring a directed unweighted graph. This problem requires us to explore not only all nodes but also all edges, and the cost of the searcher is measured by the total number of edges traversed. They gave an online algorithm with \( d^{O(d)}m \) edge traversals, where \( m \) is the number of edges in the graph and \( d \) is the minimum number of edges that have to be added to make the graph Eulerian. Albers and Henzinger [6] presented an algorithm that achieves an upper bound of \( d^{O(\log d)}m \), and Fleischer and Trippen [29] gave an algorithm with an upper bound of \( O(d^8m) \). Fleischer and Trippen [28] also made an experimental study of major online graph traversal algorithms and evaluated their practical performance on various graph families. In the polygon exploration problem (e.g. [20, 36]), an unknown environment is modeled by a polygon. The task of a searcher is to see all the boundaries of the polygon and come back to the starting point. Ausiello et al. [10] and Ausiello et al. [9] have studied the online traveling salesman problem in which requests are presented online, and the aim of the searcher is to visit each requested point (not necessarily in the order of requests, unlike the \( k \)-server problem). The Canadian traveller problem [69] is an online extension of the shortest path problem where a traveller tries to move from an origin to a goal with minimum total distance of a given graph, however he knows whether an edge is available or blocked (e.g. not available) only when he visits either vertex of the edge.
The searcher has a sufficiently large memory so that it can store all information obtained so far, namely, the labels of nodes, the weights of edges, and the topology of the subgraph consisting of nodes and edges it has already learned. The task of the searcher is to determine the next node to visit, using only the current knowledge. The goal of the searcher is to visit all the nodes and return to the origin. The cost of the searcher for the graph $G$ is the total length of the tour made by the searcher on $G$.

The performance of an online algorithms is evaluated by the competitive analysis: Let $\text{ALG}(G)$ denote the cost of an algorithm $\text{ALG}$ on $G$, and let $\text{OPT}(G)$ denote the cost of an optimal offline algorithm $\text{OPT}$ for $G$. We say that $\text{ALG}$ is $c$-competitive for a class of graphs $\mathcal{G}$ if $\text{ALG}(G)/\text{OPT}(G) \leq c$ for any graph $G \in \mathcal{G}$. We may write $\text{ALG}$ and $\text{OPT}$ instead of $\text{ALG}(G)$ and $\text{OPT}(G)$, respectively, when $G$ is clear.

### 3.3 A Tight Bound on Cycles

In this section we consider the problem on cycles and give a tight bound for the competitive ratio. Here is one simple but important fact [8]. Let $\ell_{\text{max}}$ be the maximum length of edges and $L = \sum_{(u,v) \in E} \ell(u,v)$ be the sum of the length of all edges.

**Fact 1** For any cycle $C$, $\text{OPT}(C) = L$ if $\ell_{\text{max}} \leq \frac{L}{2}$, and $\text{OPT}(C) = 2(L - \ell_{\text{max}})$ if $\ell_{\text{max}} > \frac{L}{2}$.

#### 3.3.1 A Lower Bound

In this section, we give a lower bound on the competitive ratio for any online algorithm.

**Theorem 3.1** For any positive constant $\epsilon$, there is no $(\frac{1+\sqrt{3}}{2} - \epsilon)$-competitive online algorithm for cycles.

**Proof.** We will introduce an adversary giving the above mentioned lower bound. Fix an integer $n$ and a constant $\mu$ such that $n > \frac{\sqrt{3}}{\epsilon}$ and $\mu < 1$. First, the adversary reveals two edges $(o, u_1)$ and $(o, v)$ incident to the origin with the equal length one. Without loss of generality, assume that the searcher moves to $u_1$. Then, the adversary reveals an edge $(u_1, u_2)$ such that $\ell(u_1, u_2) = 1$. If the searcher visits $u_2$, then a new edge $(u_2, u_3)$ with $\ell(u_2, u_3) = 1$ is revealed. Similarly, as long as the searcher visits a
new node $u_i (i \leq n - 1)$, the adversary gives an edge $(u_i, u_{i+1})$ with $\ell(u_i, u_{i+1}) = 1$.

Suppose that the searcher visits the node $v$ before visiting $u_n$, and suppose that this happens just after it visited $u_t$ where $t \leq n - 1$ (i.e. it went back to $v$ when it saw the edge $(u_t, u_{t+1})$) (Figure 3.1 (a)). Then the edge $(v, u_{t+1})$ with weight $t$ is revealed (Figure 3.1 (b)). The only unvisited node is $u_{t+1}$, and the best way for the searcher is to go to $u_{t+1}$ directly from $v$, and go back to the origin by either clockwise or counter-clockwise direction. The cost of the searcher is then $4t + 2$. The optimal tour is to visit all nodes along the cycle, whose cost is $2t + 2$. The competitive ratio in this case is then $(4t + 2)/(2t + 2) \geq 1.5$ since $t \geq 1$.

Next, suppose that the searcher visits $u_n$ before visiting $v$. Then the adversary gives an edge $(u_n, w)$ with length $\sqrt{3}n$ (Figure 3.2 (a)). We have two cases. First, suppose that the searcher visits $w$. Then the adversary reveals the edge $(w, v)$ such that $\ell(w, v) = \mu$ (Figure 3.2 (b)). The best way for the searcher is to visit $v$ and $o$ in this order (note that $\mu < 1$). The cost of the searcher is then $n + \sqrt{3}n + \mu + 1 = (1 + \sqrt{3})n + \mu + 1$. Note that the edge $(u_n, w)$ has the length more than half the total length of the whole cycle. Therefore, by Fact 1, the optimal cost is $2(n + \mu + 1)$. The competitive ratio is $\frac{(1+\sqrt{3})n + \mu + 1}{2(n + \mu + 1)} = \frac{1 + \sqrt{3}}{2} - \frac{\sqrt{3}(\mu + 1)}{2(n + \mu + 1)} > \frac{1 + \sqrt{3}}{2} - \frac{\sqrt{3}(\mu + 1)}{2n}$.
Finally, suppose that after the edge \((u_n, w)\) is revealed, the searcher goes back
to the node $v$. In this case, the adversary reveals the edge $(v, w)$ with $\ell(v, w) = (\sqrt{3} + 1)n - 1$ (Figure 3.2 (c)). Then the only unvisited node is $w$, and the best way for the searcher is now to visit $w$ directly from $v$, and then go back to the origin in either clockwise or counter-clockwise direction. The total cost of the tour is $n + n + 1 + (\sqrt{3} + 1)n - 1 + (\sqrt{3} + 1)n = (2\sqrt{3} + 4)n$. The optimal tour is a one along the cycle, whose cost is $(2\sqrt{3} + 2)n$. The competitive ratio in this case is

$$\frac{(2\sqrt{3}+4)n}{(2\sqrt{3}+2)n} = \frac{1+\sqrt{3}}{2}.$$ 

\[\square\]

### 3.3.2 An Upper Bound

In this section, we give an online algorithm $\text{DIST}$ and analyze its competitive ratio.

#### 3.3.2.1 Algorithm $\text{DIST}$

Since a given graph is a cycle, there are always two choices for the searcher: (except for the 1st step), either to go forward or to go back. (See Figure 3.3 (a). The visited nodes are surrounded by a dotted curve, and the current position of the searcher is indicated by the black node.) Before presenting the algorithm, we give a few notations. Suppose that as shown in Figure 3.3 (a), the searcher is currently at the node $u$, and is to determine which of $x$ and $y$ to visit. For any two nodes $v_1$ and $v_2$, let $d(v_1, v_2)$ denote the distance between $v_1$ and $v_2$ along the edges already known. Let $X$ be the total length the searcher has traversed so far, and define $W = X - d(o, u)$. The value of $W$ may change as time goes, so it might be appropriate to express it as e.g. $W_i$ for Step $i$. However, for conciseness, we use $W$ when there is no fear of confusion, or we sometimes say as “$W$-value at this moment”. Now, we are ready to give our algorithm $\text{DIST}$:

**Step 1**: The searcher is at the origin $o$, and there are two nodes adjacent to $o$. It moves to the node closer to $o$. If both are in the same distance, it chooses arbitrary one.

**Step $i$ ($i \geq 2$)**: Suppose that the searcher is at a node $u$ as shown in Figure 3.3 (a). If $\ell(u, x) \leq \sqrt{3}d(u, y) - W$, then the searcher moves to $x$. Otherwise, i.e., if $\ell(u, x) > \sqrt{3}d(u, y) - W$, then the searcher moves to $y$.

**Final step**: The current situation is like Figure 3.3 (b). When the searcher visits a node $u$, it learns that $u$ is connected to the unvisited but known node $y$ (because it has seen $y$ when it was on the node of the other side). Now, it knows the
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entire graph, and there is only one unvisited node $y$. The searcher selects the shorter path from $u$ to $y$, and then the shorter path from $y$ to $o$.

3.3.2.2 Competitive Analysis

In this subsection, we prove the following theorem:

**Theorem 3.2**  \( \text{DIST} \) is \( \frac{1+\sqrt{3}}{2} \)-competitive for cycles.

**Proof.**  Consider any time step of the online game, and suppose that the situation is
3.3 A Tight Bound on Cycles

Like Figure 3.3 (a). (In the case just before the final step, \( x \) is equal to \( y \) as Figure 3.3 (b).) Let \( W \) be the current \( W \)-value, namely, the total distance the searcher has traversed so far minus \( d(o, u) \). The following lemma is crucial in our analysis:

**Lemma 3.3** For anytime before the final step, \( W \leq (\sqrt{3} - 1)d(o, y) \).

\[
\begin{array}{c}
\text{(a)}
\end{array}
\begin{array}{c}
\end{array}
\begin{array}{c}
\text{(b)}
\end{array}
\begin{array}{c}
\text{(c)}
\end{array}
\]

**Figure 3.4** Proof of Lemma 3.3.

**Note:** In the case of Figure 3.3 (b), \( d(o, u) \) is the distance from \( o \) to \( u \) in a clockwise direction, and \( d(o, y) \) is the distance from \( o \) to \( y \) in a counter-clockwise direction.

**Proof.** The proof is by induction. After Step 1 is performed, the situation is like Figure 3.4 (a). Since \( W = \ell(o, u) - \ell(o, u) = 0 \), the inequality holds clearly.

Next, we assume that the inequality holds after Step \( i \), and show that it holds after
Step $i+1$. Suppose that after the execution of Step $i$, the situation is like Figure 3.3 (a). We denote the $W$-value at this moment by $W_i$. By the induction hypothesis, the following inequality holds: $W_i \leq (\sqrt{3} - 1)d(o, y)$. There are two cases to consider depending on whether the searcher moves to $x$ or $y$ in the next step.

**Case 1.** The searcher moves to $x$ at Step $i+1$. Then the situation is like Figure 3.4 (b). Note that by definition, the current $W$-value, denoted by $W_{i+1}$, is $W_{i+1} = W_i + \ell(u, x) - \ell(u, x) = W_i$. (This means that if the searcher goes forward, then the $W$-value remains unchanged. This property will be sometimes used hereafter.) Therefore $W_{i+1} \leq (\sqrt{3} - 1)d(o, y)$ by the induction hypothesis, which implies that the inequality holds after Step $i+1$.

**Case 2.** The searcher moves to $y$ at Step $i+1$. Then the situation is like Figure 3.4 (c). The total length of the tour by the searcher increases by $d(y, o) + d(o, y)$ at this step. The distance from the origin was $d(o, u)$ but is now $d(o, y)$. Hence, $W_{i+1} = W_i + d(y, o) + d(o, u) - d(o, y) + d(o, u) = W_i + 2d(o, u)$. Since the searcher selected $y$ rather than $x$, $\ell(u, x) > \sqrt{3}d(u, y) - W_i$ holds. Also, by the induction hypothesis, $W_i \leq (\sqrt{3} - 1)d(o, y)$. From these two inequalities and the equality $d(u, y) = d(u, o) + d(o, y)$, we have $d(o, y) < \ell(u, x) - \sqrt{3}d(u, o)$. Now using the hypothesis again, we have

\[
W_{i+1} = W_i + 2d(o, u) \\
\leq (\sqrt{3} - 1)d(o, y) + 2d(o, u) \\
< (\sqrt{3} - 1)(\ell(u, x) - \sqrt{3}d(u, o)) + 2d(o, u) \\
= (\sqrt{3} - 1)(\ell(u, x) + d(o, u)) \\
= (\sqrt{3} - 1)d(o, x)
\]

as required.

Now, suppose that we are at the moment just before the final step. Then, the current situation looks like Figure 3.5. The searcher is at the node $u$, and it just learned that the node $y$ adjacent to $u$ is the same as the one it saw from $v$ before. Since the searcher learned $\ell(u, y)$, it came to know the whole information on the cycle.

For simplicity, let $a$, $b$, $c$, and $d$ denote the lengths of paths (edges) $d(o, u)$, $\ell(u, y)$, $d(o, v)$, and $\ell(v, y)$, respectively, as depicted in Figure 3.5. Let $W^*$ be the $W$-value at this moment. Then, by Lemma 3.3, $W^* \leq (\sqrt{3} - 1)d(o, y) = (\sqrt{3} - 1)(c + d)$ holds. The only unvisited node is $y$, and the searcher will visit $y$ in either clockwise or counter-clockwise direction depending on which route is shorter, and then go back
to $o$ from $y$ in either clockwise or counter-clockwise direction, again depending on which route is shorter. We will do a case analysis.

**Case 1.** $b > a + c + d$. In this case, $a + b > c + d$ holds. Therefore, the searcher visits $y$ by way of $o$, in a counter-clockwise direction, and goes back to $o$ by way of $v$, in a clockwise direction. Since the cost of the searcher before the final step is $W^* + d(o, u) = W^* + a$ by the definition of the $W$-value, the final cost is $\text{DIST} = W^* + a + (a + c + d) + (c + d) = W^* + 2(a + c + d)$. Because $b > a + c + d$, $\ell_{\text{max}} = b > L/2$. Therefore, the optimal cost is $\text{OPT} = 2(a + c + d)$ by Fact 1. The competitive ratio is

$$\frac{\text{DIST}}{\text{OPT}} = \frac{W^* + 2(a + c + d)}{2(a + c + d)}$$

$$\leq 1 + \frac{(\sqrt{3} - 1)(c + d)}{2(a + c + d)}$$

$$\leq 1 + \frac{\sqrt{3} - 1}{2}$$

$$= \frac{1 + \sqrt{3}}{2}.$$

**Case 2.** $b \leq a + c + d$ and $a + b \leq c + d$. The searcher visits $y$ using the edge $(u, y)$, and goes back to $o$ in a counter-clockwise direction, i.e., by way of $u$. Therefore, $\text{DIST} = W^* + a + b + (b + a) = W^* + 2(a + b)$. Let $e_{\text{max}}$ be an edge with maximum length, namely, $\ell(e_{\text{max}}) = \ell_{\text{max}}$. We consider subcases according to the length and
position of $e_{\text{max}}$.  

**Case 2-(i).** $\ell_{\text{max}} \leq L/2$. By Fact 1, $\text{OPT} = a + b + c + d$. Thus,

$$\frac{\text{DIST}}{\text{OPT}} = \frac{W^* + 2(a + b)}{a + b + c + d} \leq \frac{(\sqrt{3} - 1)(c + d) + 2(a + b)}{a + b + c + d} = \sqrt{3} - 1 + \frac{(3 - \sqrt{3})(a + b)}{2(a + b)}$$

$$= \frac{1 + \sqrt{3}}{2}.$$ 

**Case 2-(ii).** $\ell_{\text{max}} > L/2$ and $e_{\text{max}} = (u, y)$. This does not happen because $b \leq a + c + d$.

**Case 2-(iii).** $\ell_{\text{max}} > L/2$ and $e_{\text{max}} = (v, y)$. By Fact 1, $\text{OPT} = 2(a + b + c)$. Consider the time when the searcher was at $v$ (Figure 3.6 (a)), and let $W'$ be the $W$-value at this moment. Let $w$ be an unvisited node other than $y$ (this notation is used sometimes hereafter). Then, by Lemma 3.3, $W' \leq (\sqrt{3} - 1)d(o, w) \leq (\sqrt{3} - 1)a$. Note that at the next step, the searcher moved to $w$ because $y$ is the last node visited by the searcher. Let $W''$ be the $W$-value just after the searcher moved to $w$. Then, the total length of the tour increased by $c + d(o, w)$, and the distance between the origin and the searcher changed from $c$ to $d(o, w)$. Hence, by a simple calculation, $W'' = W' + c + d(o, w) + c - d(o, w) = W' + 2c$. Note that the searcher does not change the direction hereafter until it reaches $u$. Therefore, the $W$-value remains unchanged until the searcher reaches $u$, namely, $W^* = W'' = W' + 2c \leq (\sqrt{3} - 1)a + 2c$ (recall that $W^*$ is the $W$-value when the searcher is at $u$). Now,

$$\frac{\text{DIST}}{\text{OPT}} = \frac{W^* + 2(a + b)}{2(a + b + c)} \leq \frac{(\sqrt{3} - 1)a + 2c + 2(a + b)}{2(a + b + c)} = 1 + \frac{(\sqrt{3} - 1)a}{2(a + b + c)} \leq 1 + \frac{\sqrt{3} - 1}{2} = \frac{1 + \sqrt{3}}{2}.$$
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Case 2-(iv). $\ell_{\text{max}} > L/2$ and $e_{\text{max}}$ is in the path from $o$ to $v$ (in a counter-clockwise direction). We can show that this case does not happen in the following way: Suppose, on the contrary, that this happens. Consider the time when the searcher was at $v$ (Figure 3.6 (b)). Since the searcher decided to move to $w$ rather than $y$, it must be the case that $\ell(v, y) > \sqrt{3}d(v, w) - W'$ where $W'$ is the $W$-value.
at this time. Also, by Lemma 3.3, \( W' \leq (\sqrt{3} - 1)d(o,w) \). Therefore, \( \ell(v,y) > \sqrt{3}d(v,w) - (\sqrt{3} - 1)d(o,w) = \sqrt{3}d(v,o) + d(o,w) \geq \ell_{\max} \) because \( d(v,o) \geq \ell_{\max} \) by assumption. But this is a contradiction. Therefore, we can conclude that this case does not happen.

**Case 2-(v).** \( \ell_{\max} > L/2 \) and \( e_{\max} \) is in the path from \( o \) to \( u \) (in a clockwise direction). This does not happen because \( a + b \leq c + d \).

**Case 3.** \( b \leq a + c + d \) and \( a + b > c + d \). The searcher visits \( y \) using the edge \((u,y)\), and goes back to \( o \) in a clockwise direction, i.e., by way of \( v \). Therefore, \( \text{DIST} = W^* + a + b + (c + d) \). Similarly, we consider the following subcases:

**Case 3-(i).** \( \ell_{\max} \leq L/2 \). By Fact 1, \( \text{OPT} = a + b + c + d \). Thus,

\[
\frac{\text{DIST}}{\text{OPT}} = \frac{W^* + a + b + c + d}{a + b + c + d}
\leq 1 + \frac{(\sqrt{3} - 1)(c + d)}{a + b + c + d}
< 1 + \frac{(\sqrt{3} - 1)(c + d)}{2(c + d)}
= \frac{1 + \sqrt{3}}{2}.
\]

**Case 3-(ii).** \( \ell_{\max} > L/2 \) and \( e_{\max} = (u,y) \). This does not happen because \( b \leq a + c + d \).

**Case 3-(iii).** \( \ell_{\max} > L/2 \) and \( e_{\max} = (v,y) \). This does not happen because \( a + b > c + d \).

**Case 3-(iv).** \( \ell_{\max} > L/2 \) and \( e_{\max} \) is in the path from \( o \) to \( v \) (in a counterclockwise direction). This does not happen because \( a + b > c + d \).

**Case 3-(v).** \( \ell_{\max} > L/2 \) and \( e_{\max} \) is in the path from \( o \) to \( u \) (in a clockwise direction). Consider the time when the searcher was at \( v \). We first show that the searcher had not yet traversed \( e_{\max} \) at this time. On the contrary, suppose that it had already traversed \( e_{\max} \) (Figure 3.7(a)). Since the searcher visits \( w \) at the next step, \( \ell(v,y) > \sqrt{3}d(v,w) - W' \), where \( W' \) is the \( W \)-value at this moment. Also, by Lemma 3.3, \( W' \leq (\sqrt{3} - 1)d(o,w) \). Hence, \( \ell(v,y) > \sqrt{3}d(v,w) - (\sqrt{3} - 1)d(o,w) = \sqrt{3}d(o,v) + d(o,w) \geq \ell_{\max} \), a contradiction. Therefore, the searcher traversed \( e'_{\max} \) for the first time after it left \( v \).

Now, let \( e_{\max} = (u',u'') \) and consider the time when the searcher was at \( u' \) (Figure
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3.7 (b)). Let $W''$ be the $W$-value at this moment. Since the searcher visited $u''$ next, 

$$
el_{\text{max}} \leq \sqrt{3}d(u', y) - W''$$

$$= \sqrt{3}(d(o, u') + d(o, y)) - W''$$

$$\leq \sqrt{3}(d(o, u) - \ell_{\text{max}} + d(o, y)) - W''.$$

The last inequality follows from the fact that $d(o, u') + \ell_{\text{max}} \leq d(o, u)$. From this
inequality,
\[
\ell_{\text{max}} \leq \frac{\sqrt{3}(d(o, u) + d(o, y)) - W''}{1 + \sqrt{3}}
= \frac{\sqrt{3}(a + c + d) - W''}{1 + \sqrt{3}}
= \frac{\sqrt{3}(L - b) - W''}{1 + \sqrt{3}}.
\]
Here, recall that \( L \) is the total length of the cycle. Because \( y \) is the last node visited by the searcher, the searcher does not change the direction hereafter, until it gets \( u \). Hence \( W^* = W'' \) (recall that \( W^* \) is the \( W \)-value when the searcher is at \( u \)). By Fact 1, \( \text{OPT} = 2(L - \ell_{\text{max}}) \). Hence,
\[
\frac{\text{DIST}}{\text{OPT}} = \frac{W^* + a + b + c + d}{2(L - \ell_{\text{max}})}
\leq \frac{W^* + L}{2(L - \frac{\sqrt{3}(L-b)-W''}{1 + \sqrt{3}})}
= \frac{(1 + \sqrt{3})(W^* + L)}{2(L + W^* + \sqrt{3}b)}
\leq \frac{1 + \sqrt{3}}{2}.
\]

3.4 A Tight Bound on Unweighted Graphs

In this section we consider the problem on graphs in which all edges have the same cost 1. Note that we do not restrict the topology of graphs.

3.4.1 An Upper Bound

The Depth-First Search (DFS) gives a good upper bound. When new edges and nodes are revealed, DFS chooses one of the unvisited nodes adjacent to the current node arbitrarily and visits it. If there is no such node, DFS backtracks, i.e., it goes back to the previous node through the edge used to come to the current node for the first time, and does the same procedure there.

To describe the behavior of DFS precisely, we give a recursive procedure \text{Search}. Inputs of \text{Search} are a node \( x \) and a sequence of nodes \( p \) (\( p \) could be empty). Intuitively,
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$x$ is the searcher’s current position and $p$ is the record of the exploration by the searcher so far.

**Procedure Search**($x$: vertex, $p$: a sequence of nodes)

The searcher is now at $x$. If there is an unvisited node $z$ adjacent to $x$, go to $z$ and Search($z, px$).

Otherwise,

If $p \neq \phi$, let $p = p'y$ where $y$ is the last node of $p$,

and $p'$ is a sequence of nodes obtained by eliminating $y$ from $p$.

Go back to $y$, and execute Search($y, p'$).

If $p = \phi$, halt.

**Algorithm DFS**

Search($o, \phi$)

**Theorem 3.4** DFS is 2-competitive for unweighted graphs.

*Proof.* For any given graph $G$, the set of the edges that algorithm DFS traverses is a spanning tree of $G$. Let $n$ denote the number of nodes of $G$. Since DFS traverses each edge exactly twice, $\text{DFS} = 2(n - 1)$. On the other hand, $\text{OPT} \geq n$ holds because any algorithm should traverse at least $n$ edges in order to visit all the nodes and return to the origin. Therefore, $\frac{\text{DFS}}{\text{OPT}} \leq \frac{2(n-1)}{n} < 2$. 

3.4.2 A Lower Bound

In this section we prove the following theorem. Note that this theorem holds even when graphs have planarity.

**Theorem 3.5** For any positive constant $\epsilon$, there is no $(2 - \epsilon)$-competitive online algorithm for unweighted graphs.

*Proof.* We will introduce an adversary giving the above mentioned lower bound. Fix an integer $n$ such that $n > \frac{3}{\epsilon}$. For a path $v_1, v_2, \ldots, v_k$, let $\langle v_1, v_2, \ldots, v_k \rangle$ denote its total length.

First, the adversary reveals two edges $(o, u_1)$ and $(o, v_1)$ incident to the origin. If
the searcher moves to $u_1$, a new edge $(u_1, v_2)$ is revealed. As long as the searcher visits a new node $u_i$ ($i \leq n - 1$), the adversary gives an edge $(u_i, u_{i+1})$. Similarly, if the searcher visits $v_i$ ($i \leq n - 1$), a new edge $(v_i, v_{i+1})$ is revealed. This procedure continues until the searcher reaches $u_n$ or $v_n$. Without loss of generality we can assume he reaches $u_n$ before $v_n$.

Now we assume that $v_1$, $v_2$, ..., $v_{t_1}$ have been visited, and $v_{t_1+1}$ has not been visited. Let $D_a$ denote the total length of the exploration so far. Because the searcher visited $v_{t_1}$ before reaching $u_n$, $D_a \geq 2\langle o, v_1, ..., v_{t_1} \rangle + \langle o, u_1, ..., u_n \rangle$

$$= n + 2t_1.$$  

Then, new edges $(u_n, p_1)$ and $(u_n, q_1)$ are revealed (Figure 3.8 (a)). When the searcher visits new node $p_t$ ($i \leq n + t_1 - 1$), $(p_t, p_{t+1})$ will be revealed, and when the searcher visits $q_t$ ($i \leq n + t_1 - 1$), $(q_t, q_{t+1})$ will be revealed (Figure 3.8 (b)). Hereafter, we will do a case analysis depending on the searcher’s behavior.

First we consider the case that the searcher reaches $v_{t_1+1}$ before visiting $p_{n+t_1}$ or $q_{n+t_1}$. Let $t_2 \leq n + t_1 - 1$ and $t_3 \leq n + t_1 - 1$ be integers such that $p_{t_3}$ and $q_{t_2}$ have been visited, and $p_{t_3+1}$ and $q_{t_2+1}$ are unvisited (Figure 3.8 (c)). The adversary does not reveal new edges anymore. Let $D_c$ denote the total length of the exploration so far. The searcher moved from $u_n$ to $v_{t_1+1}$ after visiting $p_{t_3}$ and $q_{t_2}$, therefore

$$D_c \geq D_a + 2\langle u_n, p_1, p_2, ..., p_{t_3} \rangle +$$

$$2\langle u_n, q_1, q_2, ..., q_{t_2} \rangle +$$

$$\langle u_n, u_{n-1}, ..., u_1, o, v_1, ..., v_{t_1+1} \rangle$$

$$= D_a + 2t_2 + 2t_3 + n + t_1 + 1$$

$$\geq 2n + 3t_1 + 2t_2 + 2t_3 + 1.$$  

Hereafter, the searcher visits $q_{t_2+1}$ and $p_{t_3+1}$, and returns to $o$ finishing exploration. The total distance is

$$\text{ALG} \geq D_c + \langle v_{t_1+1}, v_1, ..., o, u_1, ..., u_n \rangle +$$

$$2\langle u_n, q_1, q_2, ..., q_{t_2+1} \rangle +$$

$$2\langle u_n, p_1, p_2, ..., p_{t_3+1} \rangle +$$

$$\langle u_n, u_{n-1}, ..., o \rangle$$

$$= D_c + (t_1 + 1 + n) + 2(t_2 + 1) +$$

$$2(t_3 + 1) + n$$

$$\geq 4(n + t_1 + t_2 + t_3) + 6,$$
while $\text{OPT} = 2(n + t_1 + t_2 + t_3 + 3)$. Therefore, $\frac{\text{ALG}}{\text{OPT}} > 2 - \epsilon$.

Secondly, we consider the case that the searcher reaches $p_{n+t_1}$ or $q_{n+t_1}$ before visiting $v_{t_1+1}$ Without loss of generality we can assume that the searcher reaches $q_{n+t_1}$. Now suppose that $p_{t_4}$ has been visited and $p_{t_4+1}$ is unvisited. Let $D_d$ denote the total length of the exploration so far. By a similar observation as before,

$$D_d \geq D_a + 2\langle u_n, p_1, p_2, \ldots, p_{t_4} \rangle +$$
$$\langle u_n, q_1, q_2, \ldots, q_{n+t_1} \rangle$$
$$= D_a + 2t_4 + n + t_1$$
$$\geq 2n + 3t_1 + 2t_4.$$

Then the adversary reveals $(q_{n+t_1}, v_{t_1+1})$ (Figure 3.8 (d)), and finishes revealing. Hereafter the best way for the searcher is to visit $v_{t_1+1}$ traversing $(q_{n+t_1}, v_{t_1+1})$, and to return to $o$ after visiting $p_{t_4+1}$ (the last unvisited node). The total length of the tour is

$$\text{ALG} \geq D_d + \ell(q_{n+t_1}, v_{t_1+1}) +$$
$$\langle v_{t_1+1}, q_{n+t_1}, \ldots, u_n, p_1, \ldots, p_{t_4+1} \rangle +$$
$$\langle p_{t_4+1}, p_{t_4}, \ldots, u_n, u_{n-1}, \ldots, o \rangle$$
$$= D_d + 1 + (1 + n + t_1 + t_4 + 1) +$$
$$\langle 1 + t_4 + n \rangle$$
$$\geq 4(n + t_1 + t_4 + 1).$$

The total length of an optimal offline tour is

$$\text{OPT} = \langle o, v_1, \ldots, v_{t_1+1} \rangle + \ell(v_{t_1+1}, q_{n+t_1}) +$$
$$\langle q_{n+t_1}, \ldots, q_1, u_n, p_1, \ldots, p_{t_4+1} \rangle +$$
$$\langle p_{t_4+1}, \ldots, p_1, u_n, \ldots, u_1, o \rangle$$
$$= (t_1 + 1) + 1 + (n + t_1 + t_4 + 1) +$$
$$\langle t_4 + 1 + n \rangle$$
$$= 2(n + t_1 + t_4 + 2).$$

Therefore, $\frac{\text{ALG}}{\text{OPT}} > 2 - \epsilon.$

3.5 Concluding Remarks

In this chapter, we have studied the online graph exploration problem on two graph classes. First, we have given a tight competitive ratio of $\frac{1 + \sqrt{3}}{2}$ for the problem on
cycles. We have also studied the problem on unweighted graphs and have given a tight bound of 2.
Figure 3.8 Lower bound construction for unweighted graphs.
Chapter 4

Resource Allocation Problems on Bipartite Graphs with Assignment Restrictions

4.1 Introduction

Generally, the resource allocation problem is an optimization problem where the objective is to decide an allocation of resources to activities that maximizes (or, minimizes) particular objective functions, given a set of resources and activities. In this chapter, we consider the resource allocation problem on bipartite graphs consisting of sets of clients (activities) and resources.

In recent years, efficient usage of natural power sources, such as solar power and wind power, has been studied actively with the spread of in-home power generations such as solar panels. These kinds of relatively small sources are generally called distributed power sources. Future power networks are supposed to include various distributed generations in addition to conventional commercial power sources such as fossil fuel plants and nuclear power plants, and it is strongly desired these power sources are utilized effectively. Power sources have various characteristics such as cost, stability and CO\textsubscript{2} emission. For example, power from fossil fuel plants is considered to be stable but relatively costly, while power from in-home solar panels is low-cost but unstable because it depends on weather conditions. Power consuming devices also have characteristics on quality of power that they require. For example, a desktop PC needs stable power, therefore it should be supplied from commercial sources. On the other hand, a laptop with a battery accept power from solar panels, because it
is able to work with the battery when the solar panels fails to generate stable power due to weather conditions. Therefore, it is desired to match power quality of power sources and power consuming devices in an appropriate manner.

Power allocation systems and power routing protocols considering Quality of Energy (QoEn) have been proposed recently [72][54]. When we consider optimizing power allocation as a mathematical problem, it is hard to obtain an optimal and practical algorithm, because it includes an NP-hard knapsack problem [32] as a special case. Therefore, it is natural to pursue some efficient approximation algorithm [35][93].

In this chapter, we consider the power allocation as resource allocation problems on bipartite graphs, and analyze two different models depending on relation between power capacity of sources and power consumption of devices, and give approximation algorithms and inapproximability results. The Multiple Knapsack Problem with Assignment Restrictions (MKAR), proposed by Dawande et al. [19], is an extension of the multiple knapsack problem where each item has a subset of knapsacks that is able to contain the item. First we treat the Multiple Knapsack Problem with Assignment Restrictions and Capacity Constraints (MKARCC), where the capacity constraints mean that any knapsack has at least \( k \) (\( k \) is a natural number) times of the largest item assignable to the knapsack, and give a \( \left( 1 + \frac{2}{k+1} + \epsilon \right) \)-approximation algorithm and \( \left( 1 + \frac{1}{k} - \epsilon \right) \) integrality gap of the LP we use in our algorithm where \( \epsilon \) is an arbitrary small positive constant. The MKARCC models a situation where power sources have large capacity in some extent, compared with required power by a power consuming device. Second, in contrast to MKARCC, we consider the case where the size of items may exceed the capacity of knapsacks and items are able to be split and contained into multiple knapsacks. We call this problem the Splittable Resource Allocation Problem with Assignment Restrictions (SRAAR), and give an inapproximability result; namely, we show that it is NP-hard to obtain a polynomial time \( n^{1-o(1)} \)-approximation polynomial algorithm even when all the items have the same profit. The SRAAR models a situation where distributed power generation with small capacity can coordinately supply power consuming devices whose requested amount of power may be larger than capacity of the power sources.

This chapter is organized as follows; Section 4.2 introduces related work. Section 4.3 shows a \( \left( 1 + \frac{2}{k+1} + \epsilon \right) \)-approximation algorithm for MKARCC(\( k \)). In Section 4.4 we prove \( n^{1-o(1)} \)-approximation hardness for SRAAR. Section 4.5 concludes the
4.2 Related Work

The MKAR is a special case of the generalized assignment problems (GAP). Approximation algorithms for the GAP and their variants have been studied actively. Cohen et al. showed a combinatorial translation of any algorithm for the single knapsack problem into an approximation algorithm for GAP, and showed a \((1 + \alpha)\)-approximation algorithm for GAP, where \(\alpha\) is an approximation ratio for the single knapsack problem [16]. Shmoys and Tardos showed a 2-approximation algorithm for the minimization version of GAP [74]. Fleischer et al. derived an \(\frac{e}{e-1}\)-approximation algorithm for GAP [27]. Dawande et al. showed a 2-approximation algorithm for the restricted case of MKAR, where the size of an item is equal to its profit [19]. Approximation algorithms for other restricted instances of MKAR have been studied as well [2][3]. Later, Nutov et al. [66] considered a 2-approximation algorithm for the general MKAR.

4.3 The Multiple Knapsack Problem with Assignment Restrictions and Capacity Constraints

4.3.1 Problem Formulation

Let \(I\) be the set of items and \(J\) be the set of knapsacks. For each item \(i \in I\), the profit of \(i\), denoted by \(p_i\), and the size of \(i\), denoted by \(\ell_i\), are associated. For each knapsack \(j \in J\), its capacity \(c_j\) is associated.

We formulate an instance by a bipartite graph \(G = (I, J, E)\), where \((i, j) \in E\) means that item \(i\) is assignable to knapsack \(j\). Each edge \(e = (i, j)\) has length \(\ell_e = \ell_i\) and profit \(p_e = p_i\). We define the density of \(e\) as \(\pi_e = p_e / \ell_e\). For a vertex \(v\) of \(G\), \(\delta(v)\) denotes the set of edges that are incident on vertex \(v\). We formulate MKAR as an integer program as follows;
\[
\text{max} \sum_{e \in E} \pi_e x_e \\
\text{s.t.} \sum_{e \in \delta(j)} x_e \leq c_j, \forall j \in J \\
\sum_{e \in \delta(i)} x_e \leq \ell_i, \forall i \in I \\
x_e \in \{0, \ell_e\}, \forall e \in E
\]

In MKARCC\((k)\), any instance has to satisfy capacity constraints, namely \(c_j \geq k\ell_{\max}(j), \forall j \in J\) (here \(\ell_{\max}(j)\) means the largest size of an item assignable to knapsack \(j\).)

### 4.3.2 Algorithm ALG

The following corollary by Nutov et al. is crucial for constructing and analyzing our algorithm. For a feasible solution \(x\) of the above LP, let \(F(x)\) be the graph that consists of the set of fractional edges in \(x\), namely, the set of edges \(e\) such that \(0 < x_e < \ell_e\), and their endpoint vertices.

**Corollary 4.1** (Nutov et al. [66]) Given a feasible solution \(x\) to the LP relaxation of MKAR, we can find in \(O(|E(G)|^2)\) time a feasible solution \(z\) such that (i) \(\pi \cdot z \geq \pi \cdot x\), (ii) \(F(z)\) is a forest, and (iii) in any connected component of \(F(z)\), at most one leaf belongs to \(I\).

Our approximation algorithm ALG first obtains an optimal solution \(x^*\) of an LP relaxation of MKARCC\((k)\), using a polynomial time algorithm for linear programming \([63][40]\). It then constructs a solution \(z\) from \(x^*\) using Corollary 4.1. In Step 3, for each knapsack \(C_j\), we construct a single knapsack problem \(I_j\) consisting of knapsack \(C_j\), full items, and at most one matched item. Full items are those assigned to \(C_j\) in \(x^*\) by an integral edge (i.e., an edge \(e\) such that \(x_e = \ell_e\)). A matched item is defined as follows. We construct a maximum cardinality matching \(M\) in \(F(z)\) using the Hungarian method \([48]\). Then the matched item is the one matched with \(C_j\) in \(M\) if any. In Step 4, ALG obtains a near-optimal solution for each single knapsack problem \(I_j\), using an FPTAS \([55][45]\), and finally in Step 5, ALG outputs the union of selected items for each solution of \(I_j\). A formal description of the algorithm is given...
4.3 The Multiple Knapsack Problem with Assignment Restrictions and Capacity

in Algorithm 1.

**Algorithm 1** Algorithm ALG for MKARCC(k)

**Step 1.** Obtain an optimal solution \( x^* \) of a relaxed instance of MKARCC\((k)\), using a polynomial time algorithm for linear programming.

**Step 2.** Construct a solution \( z \) from \( x^* \) as shown in Corollary 4.1.

**Step 3.** Construct instances of the single knapsack problem by matching fractional items in \( F(z) \) to knapsacks.

**Step 4.** Using an FPTAS, obtain near-optimal solutions for all the instances of the single knapsack problem derived in Step 3.

**Step 5.** Output the total set of items selected in Step 4 as a solution for the original MKARCC\((k)\) instance.

4.3.3 Analysis of the Approximation Ratio of ALG

Let \( \text{OPT}'_j \) denote an optimal solution for the instance \( I' \) of the single knapsack problem focusing a knapsack \( j \) and its adjacent items, which is derived in Step 3 of ALG, and let \( \ell_{\text{OPT}}_j \) denote the total size of all the items in \( \text{OPT}'_j \). Let \( D \) denote the set of items not selected by \( \text{OPT}'_j \). Let \( \ell_{I''} \) and \( P_{I''} \) denote the total size and profit of an item set \( I'' \). Let \( \text{SUM}_j \) denote the total profit of a set of all the items adjacent to the knapsack \( j \), namely an item set consisting of the single matched item and other full items, and \( \ell_{\text{SUM}}_j \) denote the total size of all the items in \( \text{SUM}_j \). Note that \( \ell_{\text{SUM}}_j < c + \ell_{\text{max}} \), because the total size of the full items is less than \( c_j \) since \( z \) is a feasible solution in the LP, and the size of the matched item is at most \( \ell_{\text{max}} \) by the capacity constraints.

First, we prove the following lemmas concerning the profit of items in \( \text{OPT}'_j \).

**Lemma 4.2** For any subset \( S \) of the items selected by the \( \text{OPT}'_j \) such that \( \ell_S \geq \ell_D \), \( P_S \geq P_D \).

**Proof.** If we remove all the items in \( S \) from the knapsack, we can include \( D \) instead of \( S \). Hence, from the optimality of \( \text{OPT}'_j \), we have \( P_S \geq P_D \).

**Lemma 4.3** When \( |D| = 1 \), for any subset \( S \) of items selected by the \( \text{OPT}'_j \) such that \( \ell_S + (c - \ell_{\text{OPT}}_j) \geq \ell_{\text{max}} \), \( P_S \geq P_D \).

**Proof.** If we remove all the items in \( S \) form the knapsack, we can include \( D \) instead of \( S \) since \( \ell_D \leq \ell_{\text{max}} \). Hence, from the optimality of \( \text{OPT}'_j \), \( P_S \geq P_D \).
Lemma 4.4  When \(|D| \geq 2\), for any subset \(S\) of items selected by \(\text{OPT}_j\) such that 
\[ \ell_S + (c - \ell_{\text{OPT}_j}) \geq \ell_{\max}, \quad P_S \geq \frac{1}{2}P_D. \]

**Proof.** If we remove all the items in \(S\) from the knapsack, we can include \(j D_1\) items except the item with the lowest profit in \(D_1\), because the total size of those \(|D| - 1\) items is at most \(\ell_{\max}\). Hence, from the optimality of \(\text{OPT}_j\), \(P_S \geq P_D\). 

Lemma 4.5  For any set \(S\) of items selected by \(\text{OPT}_j\) such that 
\[ \ell_S \geq k' \ell_{\max} \quad (k' \text{ is a natural number}), \quad P_S \geq \left\lceil \frac{k'}{2} \right\rceil P_D. \]

**Proof.** Since the size of any item is at most \(\ell_{\max}\), we can partition \(S\) into at least \(\left\lceil \frac{\ell_S}{2\ell_{\max}} \right\rceil\) subsets with the size of at least \(\ell_{\max}\) and less than \(2\ell_{\max}\). By Lemma 4.2, each set has at least the profit of \(P_D\). Hence, \(P_S \geq \left\lceil \frac{k' \ell_{\max}}{2\ell_{\max}} \right\rceil P_D = \left\lceil \frac{k'}{2} \right\rceil P_D. \)

The following lemma is crucial to the analysis.

Lemma 4.6  \(\frac{\text{OPT}_{LP,j}}{\text{OPT}_j} \leq 1 + \frac{2}{k+1}\).

**Proof.** For proving the lemma, it is sufficient to show \(\frac{\text{OPT}_{LP,j}}{\text{OPT}_j} \geq \frac{k+1}{2} P_D\), because 
\[ \frac{\text{OPT}_{LP,j}}{\text{OPT}_j} < \frac{\text{SUM}_j}{\text{OPT}_j} \leq 1 + \frac{P_D}{\text{OPT}_j}. \]

We will do a case analysis depending on whether \(\text{OPT}_j\) includes the matched item in the knapsack or not. Let \(M\) denote the matched item, and \(P_M\) and \(\ell_M\) are the profit and size of \(M\), respectively. Let \(k_1\) denote a natural number such that 
\[ k \leq k_1 \leq \frac{c_j}{\ell_{\max}} < k_1 + 1. \]

**Case 1.** \(\text{OPT}_j\) includes the matched item in the knapsack.

Here \(P_M \geq P_D\) holds, because otherwise \(\text{OPT}_j\) included \(D\) in the knapsack instead of \(M\). Hereafter we will do a case analysis depending on whether \(k_1\) is odd or even.

**Case 1-(i).** \(k_1\) is odd.

Let \(L\) denote a set of the items selected by \(\text{OPT}_j\) other than \(M\), as shown in Figure 4.1. Here \(\ell_L \geq (k_1 - 2)\ell_{\max}\) holds, because \(\ell_M + \ell_L > c_j - \ell_{\max} \geq (k_1 - 1)\ell_{\max}\) and \(\ell_M \leq \ell_{\max}\). Therefore, by Lemma 4.5, \(P_L \geq \left\lceil \frac{k_1 - 2}{2} \right\rceil P_D = \frac{k_1-1}{2} P_D\). Hence,
\[
\text{OPT}_j' = P_M + P_L \\
\geq P_D + \frac{k_1 - 1}{2} P_D \\
\geq \frac{k_1 + 1}{2} P_D \\
\geq \frac{k + 1}{2} P_D.
\]
4.3 The Multiple Knapsack Problem with Assignment Restrictions and Capacity
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Figure 4.1 Case 1-(i): \( \text{OPT}_j \) includes the matched item in the knapsack and \( k_1 \) is odd.
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Figure 4.2 Case 1-(ii): \( \text{OPT}_j \) includes the matched item in the knapsack and \( k_1 \) is even.

**Case 1-(ii).** \( k_1 \) is even.

We partition the items in \( \text{OPT}_j \) into three parts of \( M \), \( L \) and \( R \), as shown in Figure 4.2. This partitioning is done in a way that satisfies \((k_1 - 2) \ell_{\text{max}} \leq \ell_M + \ell_L < (k_1 - 1) \ell_{\text{max}}\), and \( R \) is a set of the other items than \( M \) and \( L \). Here \( \ell_L \geq (k_1 - 3) \ell_{\text{max}} \) holds since \( \ell_M \leq \ell_{\text{max}} \). By Lemma 4.5, \( P_L \geq \left\lceil \frac{k_1 - 3}{2} \right\rceil P_D = (\frac{k_1}{2} - 1) P_D \). We also obtain \( P_R \geq \frac{1}{2} P_D \) by Lemma 4.3 and Lemma 4.4, because \( \ell_R + (c_j - \ell_{\text{OPT}_j}) \geq \ell_{\text{max}} \).
Figure 4.3 Case 2-(i): $OPT'_j$ does not include the matched item in the knapsack and $k_1$ is odd.

Hence,

$$OPT'_j = P_M + P_L + P_R$$

$$\geq P_D + \left(\frac{k_1}{2} - 1\right) P_D + \frac{1}{2} P_D$$

$$= \frac{k_1 + 1}{2} P_D$$

$$\geq \frac{k + 1}{2} P_D.$$ 

**Case 2.** $OPT'_j$ does not include the matched item in the knapsack.

In this case, the matched item is the sole item that $OPT'_j$ discards from the knapsack, because all the full items can be included in the knapsack if the matched item is discarded. Hereafter, we will do a case analysis depending on whether $k_1$ is odd or even.

**Case 2-(i).** $k_1$ is odd.

We partition the items in $OPT'_j$ into two parts of $L$ and $R$, as shown in Figure 4.3. This partitioning is done in a way that satisfies $(k_1 - 2)\ell_{max} \leq \ell_L < (k_1 - 1)\ell_{max}$, and $R$ is a set of the other items than $L$. By Lemma 4.5, $P_L \geq \left\lceil \frac{k_1 - 2}{2} \right\rceil P_D = \frac{k_1 - 1}{2} P_D$. We also obtain $P_R \geq P_D$ by Lemma 4.3, because $\ell_R + (c_j - \ell_{OPT'_j}) \geq \ell_{max}$. Hence,

$$OPT'_j = P_L + P_R$$

$$\geq \frac{k_1 - 1}{2} P_D + P_D$$

$$= \frac{k_1 + 1}{2} P_D$$

$$\geq \frac{k + 1}{2} P_D.$$
4.3 The Multiple Knapsack Problem with Assignment Restrictions and Capacity
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Figure 4.4 Case 2-(ii): \( \text{OPT}_j' \) does not include the matched item in the knapsack and \( k_1 \) is even.

**Case 2-(ii).** \( k_1 \) is even.

We partition the items of \( \text{OPT}_j' \) into four parts of \( L \), \( R_1 \), \( R_2 \) and \( R_3 \), as shown in Figure 4.4. This partitioning is done in a way that satisfies \((k_1 - 3)\ell_{\text{max}} \leq \ell_L < (k_1 - 2)\ell_{\text{max}}, (k_1 - 2)\ell_{\text{max}} \leq \ell_L + \ell_{R_1} < (k_1 - 1)\ell_{\text{max}}, (k_1 - 1)\ell_{\text{max}} \leq \ell_L + \ell_{R_1} + \ell_{R_2} \) and \( \ell_{R_1} \geq \ell_{R_2} \). By Lemma 4.5, \( P_L \geq \left\lceil \frac{k_1 - 3}{2} \right\rceil P_D = \left( \frac{k_1}{2} - 1 \right) P_D \). Since \( \ell_{R_1} + \ell_{R_2} \geq \ell_{\text{max}} \geq \ell_D \), it follows that \( P_{R_1} + P_{R_2} \geq P_D \) by Lemma 4.2. By Lemma 4.3, \( P_{R_2} + P_{R_3} \geq P_D \) holds, because \( \ell_{R_2} + \ell_{R_3} + (c_j - \ell_{\text{OPT}_j}) \geq \ell_{\text{max}} \). Similarly, by Lemma 4.3, \( P_{R_3} + P_{R_1} \geq P_D \) holds because \( \ell_{R_3} + \ell_{R_1} + (c_j - \ell_{\text{OPT}_j}) \geq \ell_{R_3} + \ell_{R_2} + (c_j - \ell_{\text{OPT}_j}) \geq \ell_{\text{max}} \). Therefore, it follows that \( P_{R_1} + P_{R_2} + P_{R_3} \geq \frac{3}{2} P_D \). Hence,

\[
\text{OPT}_j' = P_L + P_{R_1} + P_{R_2} + P_{R_3} \\
\geq \left( \frac{k_1}{2} - 1 \right) P_D + \frac{3}{2} P_D \\
= \frac{k_1 + 1}{2} P_D \\
geq \frac{k + 1}{2} P_D.
\]

**Theorem 4.7** \( \text{ALG} \) is a \( \left( 1 + \frac{2}{k+1} + \epsilon \right) \)-approximation algorithm for MKARCC\((k)\), where \( \epsilon \) is an arbitrary positive constant.

**Proof.** Let \( \text{ALG}_j \) denote the total profit of items included in knapsack \( j \) by \( \text{ALG} \). We define a positive constant \( \epsilon' \) that satisfies \( \epsilon' \leq \frac{\epsilon(k+1)}{k+3+\epsilon(k+1)} \). We can obtain an
approximate solution that satisfies $\text{ALG}_j \geq (1 - \epsilon')\text{OPT}_j'$ using an FPTAS for the knapsack problem in Step 4 of ALG. Hence,

$$\frac{\text{OPT}}{\text{ALG}} \leq \frac{\text{OPT}_{\text{LP}}}{\text{ALG}} \leq \max_j \left\{ \frac{\text{OPT}_{\text{LP}}_j}{\text{ALG}_j} \right\} \leq \max_j \left\{ \frac{\text{OPT}_{\text{LP}}_j}{(1 - \epsilon')\text{OPT}_j'} \right\} \leq \frac{1}{1 - \epsilon'} \left( 1 + \frac{2}{k + 1} \right) \leq 1 + \frac{2}{k + 1} + \epsilon.$$ 

\[4.3.4\] Integrality Gap of the Linear Relaxation Used in ALG

**Theorem 4.8** The integrality gap of the linear relaxation of MKARCC($k$) used in ALG is $1 + \frac{1}{k} - \epsilon$ where $\epsilon$ is an arbitrary positive constant.

**Proof.** Let $\epsilon'$ denote a positive small constant that satisfies $\epsilon' \leq \epsilon$. We consider an instance of MKARCC($k$) including $k+1$ items with the profit of 1 and the size of 1, and one knapsack with the capacity of $k + 1 - \epsilon'$. The optimal solution for the relaxation problem is $k + 1 - \epsilon'$, while the optimal solution for the original MKARCC($k$) is $k$. Hence, the integrality gap is $1 + \frac{1}{k} - \frac{\epsilon'}{k} \geq 1 + \frac{1}{k} - \epsilon$. \[\Box\]

### 4.4 Splittable Resource Allocation Problem with Assignment Restrictions

In this section, we consider another resource allocation problem where the size of items may exceed the capacity of the knapsacks and items are able to be split and contained into multiple knapsacks, in contrast to MKARCC($k$).
4.4 Splittable Resource Allocation Problem with Assignment Restrictions

4.4.1 Problem Formulation

Splittable Resource Allocation Problem with Assignment Restrictions

Instance: A set of items $I$, a set of knapsacks $J$ and a bipartite graph $G = (I, J, E)$ with a set of edges $E$ between $I$ and $J$. A vertex $i \in I$ ($i = 1, ..., n$) has the size $\ell_i$ and the profit $p_i$, and a vertex $j \in J$ has the capacity $c_j$.

Problem: To give non-negative weight on each $e \in E$. Here the total weight of edges incident on $j$ should be at most $c_j$. If the total weight of edges adjacent to vertex $i$ is at least $\ell_i$, it is said that an item $i$ is satisfied. The objective is to maximize the total profit obtained by satisfied items by giving weight to all the edges in $E$.

The proof of the hardness result is done by a reduction from the maximum independent set problem.

The Maximum Independent Set Problem

Instance: A graph $G = (V, E)$.

Problem: An independent set of $G = (V, E)$ is a subset of $V$ which has no edge between an arbitrary pair of two vertices. The objective is to find an independent set of $G$ that has maximum number of vertices.

4.4.2 Inapproximability Result

In this subsection, we will show an inapproximability result of SRAAR.

Theorem 4.9 There is no polynomial time algorithm for SRAAR whose approximation ratio is $n^{1-o(1)}$ under the assumption of NP $\not\subseteq$ ZPTIME($2^{O(n \log \log n)^{3/2}}$), even when all the items have the same profit.

Proof. We will construct an instance Ins$_2$ of SRAAR from an arbitrary instance Ins$_1$ of the maximum independent set problem in the following way. $G_1 = (V, E_1)$ is a graph in Ins$_1$ (without loss of generality, we can assume that $G_1$ is a connected graph), and we define $V = \{v_1, ..., v_n\}$. $G_2 = (I, J, E_2)$ is a graph in Ins$_2$ such that

- An item $i \in I$ corresponds to a vertex $v_i \in V$.
- An knapsack $j \in J$ such that $c_j = 1$, $(i, j) \in E_2$ and $(i', j) \in E_2$, corresponds
Figure 4.5 An example of the instance reduction from the maximum independent set problem to SRAAR.

- The profit and size of an item $i$ is $p_i = 1$ and $\ell_i = \deg(v_i)$ where $\deg(v_i)$ denotes a degree of $v_i$.

Figure 4.5 shows an example of the reduction.

In the above reduction, (i) if vertices $v_i$ and $v_{i'}$ are in a solution $V'$ for $\text{Ins}_1$, both items $i$ and $i'$ can be satisfied in $\text{Ins}_2$. Hence, $I' = \{i \mid v_i \in V'\}$ is a set of satisfied items in a solution for $\text{Ins}_2$, and $|I'| = |V'|$ holds. On the other hand, (ii) if items $i$ and $i'$ are in a set of satisfied items $I'$ in a solution for $\text{Ins}_2$, vertices $v_i$ and $v_{i'}$ are not adjacent in $\text{Ins}_1$. Therefore, $V' = \{v_i \mid i \in I'\}$ is a solution for $\text{Ins}_1$, and $|V'| = |I'|$ holds. From (i) and (ii), we obtain $\text{OPT}(\text{Ins}_1) = \text{OPT}(\text{Ins}_2)$ (OPT(Ins) denotes an optimal solution for an instance Ins.) Here we assume that there is a polynomial time $r$-approximation algorithm $\text{ALG}_2$ for SRAAR. Let $I'$ denote a set of items that are satisfied by $\text{ALG}_2$ in $\text{Ins}_2$. We consider an algorithm $\text{ALG}_1$ that choose $V' = \{v_i \mid i \in I'\}$ as a solution for $\text{Ins}_1$. Since $\text{ALG}_2$ is an $r$-approximation algorithm and $|V'| = |I'|$, $\frac{\text{OPT}(\text{Ins}_1)}{|V'|} = \frac{\text{OPT}(\text{Ins}_2)}{|I'|} \leq r$. Therefore, $\text{ALG}_1$ is an $r$-approximation algorithm for the maximum independent set problem. However, it is known that there is no polynomial $n^{1-o(1)}$-approximation algorithm for the maximum independent set problem.
problem under the assumption of \( \text{NP} \not\subseteq \text{ZPTIME}(2^{O(\log n(\log \log n)^{3/2})}) \) [24]. Hence, we obtain the theorem.
\[\square\]

4.5 Concluding Remarks

In this chapter, we have considered two kinds of resource allocation problems on bipartite graphs with assignment restrictions, assuming power allocation problems on power networks with distributed sources. First, we have defined the multiple knapsack problem with assignment restrictions and capacity constraints (MKARCC), have designed the \( (1 + \frac{2}{k+1} + \epsilon) \)-approximation algorithm, and have shown that the integrality gap of the LP relaxation used in the algorithm is \( (1 + \frac{1}{k} - \epsilon) \) where \( \epsilon \) is an arbitrary small positive constant. Second, we have defined the splittable resource allocation problem with assignment restrictions (SRAAR), and have obtained the \( n^{1-o(1)} \)-approximation hardness result.
Chapter 5

The Design and Implementation of a Smart Outlet for Policy-based Power Management

5.1 Introduction

To cope with recent global warming and the expected shortage of fossil fuel in the future, it has been required to reduce CO$_2$ emission, and to realize efficient usage of energy and utilization of natural generations. In Japan, today’s total energy consumption in home has increased and been more than twice as much as that in 1973, which is caused by change of lifestyle pursuing usefulness and comfort, and structural change of society such as increase of households [4]. The electricity shortage caused by the Great East-Japan Earthquake in 2011 also highlighted the importance of energy saving in home. Recently, various “energy use visualization” systems have been studied and put into practice, which make the power consumption by appliances visible to users, to help users to carry out energy-saving activities, and it has been reported to be effective [91]. The users still have some troublesomeness, however, even if the system suggests guidelines for energy-saving, because users still have to execute control by handwork.

Several novel in-home power network concepts have been proposed for effective power management with less handwork, where some power management system collects data of power consumption caused by users, the devices work autonomously and
cooperatively, and the system proactively optimizes power allocation for appliances based on policies suited for user’s lifestyle and patterns of power usage. For example, in i-Energy concept [56], “optimal allocation of energy” has been proposed, where the power management system optimizes power allocation (e.g. up to 200W for a TV, 30W for a fan) considering user’s QoL, and when total power consumption exceeds a threshold value the system automatically controls power allocation based on control policies suited for users, assuming situations that total usable power is limited in demand-response scheme or for reducing peak load. The system uses data of power consumption, the patterns of user’s life, behavior information and environmental information to reduce power allocation to specific appliances. To realize these concepts, we need some device that measures power consumption for each appliance, communicates with other devices, and controls power supply based on user’s behavior and environmental information.

In this chapter, the design, implementation and evaluation of a smart outlet are described, which is developed for realizing “optimal allocation of energy” in a research project “Integration Technology of Information, Communication and Energy (ICE-IT)” [68] based on the i-Energy concept. Figure 5.1 shows an overview of policy-based power management using the smart outlets that we assume in this research work. The smart outlet has been designed to have a precise power measurement function, to have sufficient computational resources for implementation of various power control policies, to have extendibility and practicality in both hardware and software aspects,
and to be deployed sufficiently safely in real-life environments. The smart outlet has sufficient specifications to be implemented with functions of appliance recognition and graphical user interfaces with a display for future extension. We have adopted popular communication media (Wi-Fi and Ethernet) and communication protocols for easy coordination with other devices (information terminals or servers, other smart outlets). As examples of power control policies utilizing the smart outlets, we have implemented several policies for energy saving and improving QoL; a software-based circuit breaker function, a function for reducing stand-by power using motion sensors, and automated control of appliances using environmental sensors.

This chapter is consisted as follows; Section 5.2 refers related work. The following Section 5.3 describes the design and implementation of the hardware and software of the smart outlet. Section 5.4 shows an evaluation of the power measurement function. Section 5.5 describes experimental implementation of power control policies; a software-based circuit breaker and a function for avoiding inrush current, which is followed by descriptions on real-life deployment of the smart outlets with power control policies utilizing various sensor information in Section 5.6. Section 5.7 presents concluding remarks.

5.2 Related Work

There has been research work on methods for finding waste of energy by using smart outlet networks without active power control [1][15][52]. For active power control, Han et al. proposed a system for reducing standby power of appliances. For making power consumption transparent for users, Akselrad et al. [5] proposed a method to utilize power consumption data gathered by a smart meter; since a smart meter is able to measure only a total power consumption of all appliances in a home, their proposed system attempts to decompose total power consumption data into individual data of each appliance using characteristics of appliances. Jiang et al. [38] constructed an IPv6/6LoWPAN-based mesh network that consists of power sensors for gathering power consumption data with high-fidelity. A system implemented by Song et al. [77] consists of smart outlets with ZigBee interfaces and IR nodes, and takes on-off control of appliances on detecting moving behavior of users. Another approach for policy-based power management is centralized ones; a centralized controller decides control of all of the smart outlets, and the outlets simply obey control messages from the controller; for example, there have been the EoD system proposed and implemented
by Kato et al. [43] and the system developed by Mrazovac et al. [62]. In particular, the former system keeps total power consumption under a limited value causing less undesired effect to user’s QoL with priority-based control of appliances. “Green tap” [64] developed by NEC System Technologies measures power consumption and controls relays of each socket, and is able to be used in both centralized and distributed systems, with environmental sensor nodes with ZigBee-based communications.

Recently, there have been commercial products alike as smart outlets; WeMo [13] by Belkin is able to be controlled by outer devices via Wi-Fi, and is able to control relays in scheduled time. iRemotap [90] by Ubiquitous has a power measurement function along with on-off control capability from outer devices. It also sends power consumption data to cloud servers, and the cloud service works as an “energy use visualization” system, though it does not control relays automatically in a policy-based manner.

The following functions have been proposed as general functions of smart outlets [88]:

- Measurement: Instantaneous current, instantaneous voltage, effective current, effective voltage, effective power, etc.
- Power control: On-off, current limiting, voltage control, etc.
- Communications: Communication with home servers or outer servers, other smart outlets, or smart appliances for sending power consumption data and receiving control messages.
- Other functions: User interfaces such as LED indicators, capabilities of logging power consumption data and sensor data (temperature, humidity, motion etc.).

5.3 Design and Implementation

The smart outlet in this research work is developed as a device for experimental use in a research project “Integration Technology of Information, Communication and Energy”, not as a commercial product. A smart outlet by Yoshihisa et al. [96] has been adopted as a reference of our development, because it is implemented for policy-based power management utilizing power consumption data, temperature and motion information, and there has been an experimental environment for simulation of policy-based power management using their outlets. Therefore, the outlet is relevant to be a reference for requirements definition to implement our smart outlet. The smart outlet
by Yoshihisa et al. consists of an independent board for power measurement and power control (with ADE5169) and a Linux board called Armadillo-220 (CPU ARM920T 200MHz, 32MB RAM), and is shaped to be wall-mounted. It has two socket, and one of them has a power measurement function and has a relay for on-off control. It has an Ethernet port and two USB ports for communication and extendibility.

Since the smart outlet is expected to have sufficient specifications for future installation of advances functions such as appliance recognition using current waveform [37] [41] or user interfaces using a display and sounds, It is rather of importance to have sufficient extendibility and computational resources than to be less costly and small. Based on the smart outlet by Yoshihisa et al. introduced above, we have designed the outlet to be able to measure power more precisely, to control each socket independently, and to be used as practically and safely in experimental environments as the conventional power outlets.

Requirements definition for power measurement and for control/communication/extendibility is presented in Table 5.1 and Table 5.2, respectively. Rated voltage is 100V, rated current is 15A and frequency is 50/60Hz, designed to be used with ordinary appliances in Japan. Sampling frequency is designed to be

<table>
<thead>
<tr>
<th>Items</th>
<th>Specs</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rated voltage</td>
<td>100V</td>
<td>For alternating current.</td>
</tr>
<tr>
<td>Rated current</td>
<td>15A</td>
<td></td>
</tr>
<tr>
<td>Rated frequency</td>
<td>50/60Hz</td>
<td>For capturing transient phenomena.</td>
</tr>
<tr>
<td>Measurement</td>
<td>Integral power,</td>
<td></td>
</tr>
<tr>
<td></td>
<td>instantaneous power,</td>
<td></td>
</tr>
<tr>
<td></td>
<td>voltage, current</td>
<td></td>
</tr>
<tr>
<td>Resolution</td>
<td>12bit</td>
<td>Equivalent with the standard power meters in Japan</td>
</tr>
<tr>
<td>Sampling frequency</td>
<td>20kHz</td>
<td>Sufficiently high for capturing transient phenomena.</td>
</tr>
<tr>
<td>Error</td>
<td>Under ±2%</td>
<td>Automatic two-range switching. (0.5/15A)</td>
</tr>
</tbody>
</table>
Table 5.2  Requirements definition of control, communications and extendibility.

<table>
<thead>
<tr>
<th>Items</th>
<th>Specs</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power control</td>
<td>Relays</td>
<td>Software-based watching and control functions and control from outer devices.</td>
</tr>
<tr>
<td>Communication media</td>
<td>Wi-Fi</td>
<td>The most popular media for easy connection with other devices.</td>
</tr>
<tr>
<td>Extendibility</td>
<td>USB</td>
<td>For installing various sensors.</td>
</tr>
</tbody>
</table>

20kHz, based on a report that sampling frequency in A/D conversion needs to be sufficiently higher than 1-2kHz for recent appliances using inverters and switching power sources [88]. The resolution is 12bit based on the standard for power meters in Japan. To improve preciseness in current measurement, we have adopted the standard method of two-range measurement, because it is commonly known that the error tends to be large when we use a single range in A/D conversion, especially on measuring small amounts of current. This achieves ±2% of error rate that satisfies the standard for power meters in Japan. The outlet is designed to be able to control relays autonomously based on various policies assuming the system we presented in Figure 5.1, not only to be controlled from outer devices such as controllers. We have considered that it is realistic to restrict power control function to be simple on/off control, because so-called smart appliances still have not been sufficiently popularized; moreover, even if the outlet limits current supply or controls voltage, ordinary appliances do not necessarily work normally. The outlet has a Wi-Fi and Ethernet interfaces as communication media for general connectivity with other devices and for being used practically in experiments in real-life environments. The specifications of the developed outlets are presented in Table 5.3, and an outward appearance is presented in Figure 5.2. It is shaped to be like a common power strip for being practically used in ordinary environments. We will describe the detail of implementation of both hardware and software in the following sections.

5.3.1 Hardware Design and Implementation

To achieve both precise power measurement in the order of milliseconds and capability of applications such as communication with other devices and policy-based power
Table 5.3 Specifications of the developed smart outlet.

<table>
<thead>
<tr>
<th>Items</th>
<th>Specs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power sensing function</td>
<td>Real instantaneous power,</td>
</tr>
<tr>
<td></td>
<td>integral power consumption,</td>
</tr>
<tr>
<td></td>
<td>effective current and effective voltage</td>
</tr>
<tr>
<td>Sampling frequency</td>
<td>20kHz</td>
</tr>
<tr>
<td>Resolution</td>
<td>12bit</td>
</tr>
<tr>
<td>Power control</td>
<td>Policy-based on-off control</td>
</tr>
<tr>
<td>Error</td>
<td>Under +/- 2%</td>
</tr>
<tr>
<td>Number of sockets</td>
<td>Four</td>
</tr>
<tr>
<td>Rated voltage</td>
<td>AC 100V</td>
</tr>
<tr>
<td>Maximum current</td>
<td>15A (in total of all the sockets)</td>
</tr>
<tr>
<td>OS</td>
<td>Debian Linux</td>
</tr>
<tr>
<td>CPU</td>
<td>ARM926 400MHz (on the application board)</td>
</tr>
<tr>
<td></td>
<td>TMS320F28035 60MHz (on the sensor/control board)</td>
</tr>
<tr>
<td>Memory and Storage</td>
<td>128MB RAM, 32MB FLASH</td>
</tr>
<tr>
<td>Extendibility</td>
<td>Two USB 2.0 ports</td>
</tr>
<tr>
<td></td>
<td>microSD slot (for expanding internal storage)</td>
</tr>
<tr>
<td>Communication media</td>
<td>Wi-Fi, Ethernet</td>
</tr>
<tr>
<td>Communication protocols</td>
<td>TCP/IP socket communications,</td>
</tr>
<tr>
<td></td>
<td>HTTP/CGI</td>
</tr>
<tr>
<td>Communication with outer devices</td>
<td>Among a home server,</td>
</tr>
<tr>
<td></td>
<td>outer servers and other smart outlets</td>
</tr>
<tr>
<td>Miscellaneous</td>
<td>LED indicator (for indicating statuses of relays),</td>
</tr>
<tr>
<td></td>
<td>data logging (using micro SD),</td>
</tr>
<tr>
<td></td>
<td>motion and environmental sensors (via USB)</td>
</tr>
</tbody>
</table>
management, we have adopt two individual boards in our design and implementation; one is for power measurement and control, and the other is for applications. The former is named as sensor/control board, and the latter as application board. We have adopted an ARM-based commercial board as the application board, which is capable of handling universal Linux OS and interfaces such as USB and Wi-Fi. Figure 5.3 shows a hardware block diagram. It consists of an application board, a sensor/control board, a relay board, a power source and current transformers. In the following section, we will describe the functions and implementation of the boards, and an evaluation of safety.

- Application board: The application board communicates the sensor/control board to gather power consumption data and to send relay control messages. It also communicates with outer devices and executes policy-based power management. As described above, compared with the smart outlet implemented by Yoshihisa et al., our smart outlet has been designed to have more computational resources for managing more outlets based on various policies, to be able to extended with some user interfaces (such as a display), and to be able to log power consumption data on inner storage. Therefore, we have adopt Armadillo-440 (CPU: ARM926 400MHz, Memory: 128MB RAM and 32MB FLASH), which is a commercial microcomputer upper-compatible with Armadillo-220. It has
two USB 2.0 ports for extendibility, one of which is used with a Wi-Fi interface and the other is assumed to be used with extensional devices such as various sensors.

- **Sensor/control board:** The sensor/control board measures current and voltage, and computes instantaneous and integral power consumption, and sends on-off messages to the relay board. In A/D conversion of current, it automatically switches its measurement range in a two-step manner (0.5/15A) for accurate measurement in the whole range. In calculation of power consumption, it samples current and voltage simultaneously using two A/D converters for improving preciseness. We have adopted TMS320F28035 (by Texas Instruments) with 16 inputs for processing in total eight current signals of four sockets and eight voltage signals. The left side of Figure 5.4 shows an image of the board.

- **Relay board:** The relay board has four mechanical relays for on-off control of each socket, and it controls relays obeying control messages from the sensor/control board. The right side of Figure 5.4 shows an image of the board.

- **Power source:** The power source converts AC 100V input to DC 5V outputs, and supplies power to the application board and the sensor/control board.
5.3.2 Software Design and Implementation

In software implementation, we have designed it to be able to execute various policies installed on the Linux OS. The sensed data and control messages are formatted in an XML-like manner for extendibility and readability. It uses standard TCP/IP socket communications and HTTP/CGI to communicate easily with other devices.

First, we will describe the software processing on the sensor/control board. It executes A/D conversion of current and voltage (AC 100V) values on each socket, which is measured with current transformers with 20kHz of sampling frequency and 12bit of resolution, and computes effective current, effective voltage, instantaneous power and integral power consumption. The process sends measured and computed data (current, voltage, instantaneous power and integrated power) based on polling from a power sensor interface process (described later) on the application board, and receives relay control messages from the power sensor interface process, and sends control signals to the relay board.

The software on the application board is as follows; we have adopted Debian
Linux OS for embedded computers, on which four main software processes run; a power sensor interface process, a communication client process, a Web server with CGI, a policy-based power management process. They communicate in text-based messages via named pipes. The interprocess communication is designed to be suited for both centralized control where a controller decides all the behaviors of outlets, and distributed and autonomous policy-based control, for improving flexibility of system configuration. Figure 5.5 presents an entire overview of processes and interprocess communication. We will describe the functions of each process and the data formats.

- **Power sensor interface process:** The power sensor interface process communicates with the sensor/control board via serial (UART) communication; it receives measured data sent from the sensor/control board in every 50 milliseconds, transforms the received data in the XML-like format (described later) and sends data to the communication client process via a named pipe. It also parses XML-like control messages from a Web server with CGI, transforms it to control messages to relays, and sends them to the sensor/control board.

- **Communication client process:** The communication client process sends the measured power data received from the power sensor interface process to the outer devices in every 0.5 seconds. The standard TCP/IP socket communica-
tion is used as a communication protocol.

- Web server with CGI: The web server with CGI receives control messages from outer devices (e.g. smartphones, server and other smart outlets), and sends the received messages to the power sensor interface process via a named pipe.
- Policy-based power management process: The policy-based power management process executes autonomous control based on defined policies. Experimental implementation of policies is based on power-consumption data and environmental sensor data, which will be described in Section 5.5.

### 5.3.3 Data Formats

We have defined XML-like messages for relay control and data transmission, intending future extendibility for adding various kind of tags (e.g. environmental sensor information) and readability.

- Relay control message: The below is an example of command_socket, a message for controlling relays. In this example, relay #1 should be turned on and #3 should be off.

```
<root>
  <info>
    <kind>command_socket</kind>
  </info>
  <data>
    <socket1><state>ON</state></socket1>
    <socket3><state>OFF</state></socket3>
  </data>
</root>
```

- Measured power consumption data: The below is an example of notice_wattmeter, which is used for sending measured power consumption data. This example means that integrated power on socket #1 is 20954Wh, instantaneous voltage is 102.070V, current is 1.551A, instantaneous power is 84.6W, and the relay has been turned on.

```
<root>
  <info>
    <kind>notice_wattmeter</kind>
  </info>
</root>
```
5.4 Evaluation of Power Measurement Function

We have evaluated error rates of power measurement, voltage measurement and current measurement. Power measurement error is tested in a range of from 100% to 3.3%, which is standardized in JIS C 1271-1: power meter. Voltage measurement error is tested in a range of 80V to 120V. Current measurement error is tested in a range of 100% (15A) to 0.0033% (5mA). The results show that power error is under 2%, voltage error is under 0.1% and current error is under 0.2%. These results mean that the developed outlet measures power precisely even on measuring standby power as small as 0.5W, because 0.033% current compared to rated values (100V, 15A) corresponds to approximately 5mA.

Figure 5.6 shows voltage and current waveforms of a fluorescent lamp with an inverter, which is measured using the smart outlet. It clearly shows distortions of waveforms unique for inverters, and shows instantaneous variation of current and voltage. This example shows that instantaneous power should be huge because peaks of current and voltage are overlapped. Therefore we have evaluated that the outlet has sufficient measuring preciseness for applications such as appliance recognition from current waveforms.
5.5 Experimental Implementation of Control Policies

In this section, we describe a software-based circuit breaker function for the optimal allocation of energy, and a function for avoiding overlaps between inrush currents as experimental implementation of control policies.

5.5.1 Software-based Circuit Breaker

The conventional breaker is implemented in a home distribution board, and it is not able to limit current supply for each individual socket in a home. When there happens over current, the breaker unnecessarily has to shut down the whole home power network that causes inconvenience for users. Also, the conventional heat-driven or magnetic-driven breakers work differently depending on various situations. Therefore, it is difficult to control them to work based on flexible conditions for each independent socket, which implies it is not sufficiently suited for optimal allocation of energy.

An advantage of the software-based breaker is that we can set flexible and exact
policies, which enables more intelligent and convenient limiting than the conventional breaker. Figure 5.7 shows overview of the software-based breaker. The sensor modules measures values of current in each individual socket, and make on-off control under the policies set by users. The policy is, for example, “The socket #1 must be turned off when current is over 6A for 120 seconds, or 9A for three seconds.”

5.5.1.1 Implementation
The circuit breaker watches current values of each socket, and shuts off a socket where current value exceeds threshold values for certain duration set by policies. The threshold value is computed using a base value of current and excess percentage. For example, when the base value of current is 5A and excess percentage is 120%, the threshold is computed as $5A \times 1.2 = 6A$. Excess percentage and duration time can be set in a two-step manner for flexible control. Similarly, the circuit breaker based on a total current value shuts down all the sockets when total current consumption exceeds a threshold value for a certain duration. These parameters can be set and
modified from outer devices via HTTP/CGI. The LED indicator blinks when current exceeds a threshold value to notify users before it actually shuts down the socket.

5.5.1.2 Experiments and Evaluations
We have made experiments under the following two policies set in the implemented breaker function, and have confirmed that the policies properly work.

- Limiting based on the individual socket: “Each socket must be turned off when current exceeds 120% of 3A for one second or 150% for three seconds.”
- Limiting based on the total current of all the sockets: “All sockets must be turned off when the total current of all the socket exceeds 120% of 15A for one second.”

Therefore, we have evaluated that the developed outlet has sufficient functions to watch and control for the optimal allocation of energy, because it properly controls sockets based on the conditions independently defined for each socket.

5.5.2 Function of Avoiding Overlaps of Inrush Currents
Many kinds of appliances cause an inrush current, which is a huge amount of current that occurs immediately after they are turned on and exceeds their rated current values. In case of recovering from blackouts, overlapped inrush currents caused by multiple appliances should be extraordinarily huge, forcing a circuit breaker at a distribution board to shut down all of the appliances, and causing unstability of voltage at power sources followed by undesired effects to other appliances. Especially, in case of distributed power sources such as solar power, voltage drop tends to be caused easily because its power capacity is generally limited.

We have implemented a function to avoid overlaps of inrush currents that interposes some delays when the outlet turn on multiple relays. We will describe the implementation, experiments and evaluations of the function.

5.5.2.1 Implementation
When the outlet boots up and multiple socket should be turned on simultaneously, this function inserts some delay between messages sent to the sensor/control board to turn each socket one by one, instead of sending multiple control messages at the same time. The delay amount is set suited to characteristics of inrush currents of the
appliances connected to the sockets.

5.5.2.2 Experiments and Evaluation
The experiments are executed using two incandescent lamps. Generally, an incandescent lamp causes inrush current when it is turned on until temperature of its filament is stabilized. The incandescent lamp’s rated power is 100W, and inrush current caused by a single lamp is 9.528A (average of 10 times). The inrush current caused after 20 milliseconds from being turned on, therefore we have set delay amount as 50 milliseconds so that the amount of delay is sufficient but does not cause inconvenience.

The overlapped inrush current of the two lamps is 19.296A (average of 10 times) when the delay is not inserted. Figure 5.8 shows an example of waveforms. In this example, the peak of the overlapped currents is 18.10A. On the other hand, when 50 milliseconds of delay is inserted, the total inrush current is 13.238A (average of 10 times). Figure 5.9 shows an example, where the peak current is 11.26A.
In this section, we describe the networking of multiple smart outlets for providing an energy-aware service platform and home automation of multiple and different appliances, utilizing various sensor information. The network consists of the smart outlets, various sensors (light, temperature, humidity and motion) connected to the outlets, and a server for accumulating data. We have deployed the network in real-life environments. With highly-frequent power sensing, environmental sensors and motion sensors, we have implemented power control policies for realizing energy-aware coordination of appliances. There should be two kinds of system architectures; one is a centralized architecture, in which a center server takes all the control of smart outlets in the network. It is rather simple architecture. The other is distributed architecture, where outlets work independently based on policies defined in each one. It takes
advantage of having no single-point-of-failure. The system is able to work in both centralized and distributed manners. We have implemented, in real-life environments, several policies which realize the centralized control based on power consuming information, and the distributed control based on environmental sensor information (to the best of authors knowledge, this is the first literature report describing deployment and experiments of distributed policy-based power management, especially in real-life environments.)

5.6.1 Environmental Sensors and Motion Sensor

We have installed environmental sensors and a motion sensor to the smart outlet, as shown in Figure 5.10. The environmental sensor is USB Weather Board [79], which senses temperature, humidity, light and pressure with a frequency of 1 per second. The motion sensor is AT WATCH NET IR_mini [65], which detects human motion using infrared.
5.6.2 Communication Network

Various communication media could be deployed in a smart outlet network; Wi-Fi, ZigBee, Ethernet, etc. Among them we have chosen Wi-Fi. Since smart outlets are usually placed on some narrow space in a room, wireless communications are more preferable than wired ones. Wi-Fi has rich bandwidth for highly-frequent data gathering and sending control messages, and it has been already well spread in ordinary homes, which means that additional construction of a network infrastructure is less required. The Wi-Fi standard used in the network is IEEE 802.11n with maximum bandwidth of 150Mbps using 2.4GHz of frequency; and it is protected with WPA2-AES encryption.

As a transport layer protocol, we have chosen TCP for reliability, dependability and safety, because the system does control electricity actively, not only gathering data.

The smart outlet runs an HTTP/CGI server via which other devices (a center server, a smartphone, etc.) control it.

5.6.3 Server

The network has a server (Core 2 Duo 1.4GHz, 4GB RAM, SSD, OS X 10.8 Mountain Lion) for accumulating data from the smart outlets. It also has an HTTP service for the visualization of power consumption. The server periodically generates a graph showing power usage based on gathered data. A user can see the data and the graph through accessing the server with web browsers.

The network can be accessed from outside of a home, and via the Internet a user can control the smart outlets and appliances connected with them.

5.6.4 Data Formats

Control messages, power sensing data, environmental sensor data and motion sensor data are formatted in XML-like manners as follows, considering the extendibility, versatility and easier handling.

A control message is formatted as shown below. When the smart outlet receives this message, it turns on socket 1 and turns off socket 3.

<root>
Environmental sensor data consist of time, temperature (Celsius), humidity (percent) and light (0 is the brightest and 1023 is the darkest).

Motion sensor data consist of time and whether it has detected a motion or not.

5.6.5 Deployment of the Developed System in Real-life Environments

We have deployed the system in two different places for experiment; a one-room apartment and a multiple-room apartment. In particular, in the one-room apartment...
we have been continuously running the system in real-life of a resident, gathering power consumption data of all appliances (expect some built-in lighting), and have implemented several policies for realizing energy-aware services utilizing environmental sensors and motion sensors. The appliances used in the one-room apartment are as follows; an air conditioner, a fan, a circulator, a microwave, a refrigerator, a coffee maker, a rice cooker, computers, an audio system, a TV, an electric kettle, a washer, an LED light and two dehumidifiers. The smart outlets are on the same Wi-Fi ESSID and on the same IP network in which the resident’s daily-use computers (laptops, tablets and a smartphone) participate. Figure 5.11 and Figure 5.12 show the deployment of the outlets in the one-room apartment and the multi-room apartment, respectively.

5.6.5.1 Gathering Power Consumption Data of Each Appliance
In order to sense power consumption and control all appliances in the experimental environment, we have placed four outlets in the one-room apartment, and seven outlets in the multi-room apartment. In both environments, power consumption data have been successfully gathered in every 0.5 seconds without causing particular data losses, even when the resident uses a microwave or an IH cooking heater which make noise with frequency of around 2.4GHz, and when the resident uses computers for daily-activities (watching video streaming, browsing web or using syncing services
with cloud servers). The time needed for transmitting data from an outlet to the server is around 10-200 milliseconds.

In the one-room apartment, power consumption data have been continuously gathered for several months. Figure 5.13 shows one-day (Sep. 9, 2012) power consumption data plotted in every one minute. By combining power consumption records of multiple and different appliances, it is easy to grasp resident’s behaviors of the day clearly. The usage of the computers and the fan mean that the resident was awake until 3:30 last night, and the usage of the TV implies that the resident woke up on approximately 10:00. The microwave was used for cooking at 12:30 for lunch, and 18:30 for dinner. The computers were turned 15:00-17:00 and around 23:00, while the rice cooker worked after 23:00.

Figure 5.14 represents an hourly power consumption data on another day (from 8:00 to 9:00, Nov. 6, 2012). Data gathering with high frequency (period of 0.5 second) enables us to grasp detailed information of power consumption of each appliance and behaviors of the resident; For example, periodic impulse-like peaks of the refrigerator should mean rush current it causes (widths of the peaks are about only one second).
On the other hand, irregular tiny peaks mean that the resident opened and closed the refrigerator, with widths of several seconds.
5.6.5.2 Scheduled On-Off Control of an Audio System

The smart outlet has a capability of scheduled on-off control using the standard cron daemon installed in Debian Linux OS. In the one-room apartment, we have set a schedule for reducing standby-power of an audio system, which is suitable for daily habits of the resident; during 8:30-17:30 on weekday (when the resident goes out for work and should be absent) the outlet automatically turns off the relay of the socket with which the audio system is plugged, and it does no control in weekend. This schedule-based control reduces approximately 6W.

5.6.5.3 Reduction of Stand-by Power Using a Motion Sensor

Another natural way to reduce standby-power reasonably is to utilize motion sensor information. As shown in Figure 5.15, we have installed the motion sensor to the smart outlet placed in the kitchen, and have set the following policy; when the motion sensor does not detect the resident for two hours, the smart outlet turns off the relay with
which the microwave is plugged. This control saves approximately 2W.

5.6.5.4 On-Off Control of an LED Light Using Environmental Sensors
Figure 5.15 also represents environmental sensors set in the living room. The two smart outlets located below on the figure share environmental sensor information by communicating above-mentioned XML-like messages. The outlet located on right side takes on-off control of the LED light, based on shared light information; when the room is dark, the LED light automatically turned on and works as a nightlight.

5.6.5.5 Coordination of Multiple or Different Appliances
As noted above, two different architectures can be considered for realizing coordination of multiple or different appliances; a centralized architecture and a distributed architecture. In the centralized architecture, a center server takes control of all the smart outlets based on policies. On the other hand, in the distributed architecture with no center server, each smart outlet works independently based on their own policies.

- Coordination of appliances based on power consumption data: It is commonly known that simultaneous usage of an air conditioner and a circulator makes cooling/heating efficiency better. Therefore, as an example of a coordination in the centralized manner, we have implemented an automatic coordination of the air conditioner and the circulator. In the system, the data gathering server also works as the center server. The server monitors power consumption of the air conditioner, and when the power consumption of the air conditioner suddenly arises from 0W to over 100W, the server interprets that the air conditioner is turned on by the user and it sends a control message to the targeted smart outlet with which the circulator is plugged.

- Coordination of appliances based on sensor information: We have implemented a policy for coordination of two dehumidifiers based on humidity sensor information in the distributed manner. Two different dehumidifiers are plugged with different outlets, and each outlet has environmental sensors and its own control policy. The implemented policies are as follows; the outlet located left side in the figure turns on the dehumidifier when a value of humidity is over 60%, and turns off when the value goes under 55%; the other outlet turns on the dehumidifier when humidity is over 65%, and turns off when under 60%.
5.7 Concluding Remarks

The policies make the dehumidifiers work only when needed, not be always turned on consuming approximately 50W in total.

5.7 Concluding Remarks

The design and implementation of a smart outlet for policy-based power management have been described, which aims to reduce user’s handwork required for power-saving activities and to realize efficient power control to realize optimal allocation of energy. The smart outlet has been designed to have an accurate power-sensing function, to have sufficient computational resources to execute various policy-based power management, and to be used safely in real-life situations. As applications of policy-based power management, the authors have implemented and evaluated a software-based circuit breaker, and a function of reducing overlaps of inrush current caused by multiple appliances. We have also implemented the smart outlet network as a platform for energy-aware services utilizing various sensor information. The smart outlet network has been deployed in the real-life environments; the one-room apartment and the multi-room apartment. Especially, in the one-room apartment the developed system continuously gathers power consumption data of all the appliances. It has been found that highly frequent gathering (0.5 seconds) of power consumption data helps us to analyze characteristics of appliances in detail, and to grasp daily behavior of the resident. The following energy-aware services have been implemented in the system; scheduled reduction of stand-by power, on-off control based on a motion sensor, coordination between the air conditioner and the air circulator based on power consumption data in a centralized manner, and coordination between two different humidifiers based on environmental information in a distributed manner. Therefore, we conclude that the developed smart outlet has sufficient functions for policy-based power management utilizing behavior information and environmental information.
Chapter 6

Policy-based Power Router with Power Sensors for Optimizing Allocation of Energy

6.1 Introduction

While the global warming and energy saving have been critical issues, power consumption in homes and offices is in increasing tendency because of the ongoing spread of various electric appliances, especially compared with that in 1970’s [4]. As assumed in the concept of smart grid [92], future power networks are supposed to contain different power sources in a mesh-like structure, including distributed generations such as solar panels, wind power generations, and electric vehicles (EV) that works not only as transportation but as a huge battery. Therefore, efficient use of various power sources has been crucial for energy saving. These power sources have characteristics such as cost, stability and amounts of CO\textsubscript{2} emission. Hence it is desired to use them in a way suited for various characteristics of power consuming devices; for example, it is preferable that a laptop computer is supplied from natural power sources because it has a battery and accepts less stable power, while a TV is desired to be supplied with power from sufficiently stable power sources such as a commercial power source.

With the recent advance on information technology, concepts of next-generation power networks have been proposed that automatically optimize power supply and consumption utilizing information technology for realizing efficient and flexible power
control. In the Open-Electric-Energy-Network (OEEN) [87], the concept of a power router was proposed that controls power flows based on information tagged with power to optimize power allocation. Recently, Matsuyama proposed a concept of Energy-on-Demand (EoD) [56], where power consuming devices explicitly request power based on Quality-of-Energy (QoEn) parameters such as the amount of power, stability, cost etc., and they would be supplied with power only when some mediation system in the network accepts their requests. The mediation system computes the optimal matching between power sources and power consuming devices based on QoEn parameters of both devices and sources, depending on power control policies best suited for the users. Moreover, QoEn power routing [72] has been proposed to realize end-to-end power routing between power sources and power consuming devices through multiple power routers in the network, applying schemes of end-to-end Quality-of-Service (QoS) routing and resource reservation in computer networks [17]. In addition to that, while the end-to-end QoEn routing is important as global optimization, another crucial factor is autonomous local control; for example, in a situation where distributed power sources appear and disappear dynamically, establishing the optimal end-to-end power route is not always completed sufficiently fast to immediately react to sudden or unexpected state change of power sources. Hence power consuming devices might be temporarily unavailable until the QoEn routing is completed. In such dynamic situations, it is better that the appliances temporarily be supplied with other available power sources until the unavailable power source is restored or some global optimization schemes reallocate other power sources to the power consuming devices. Therefore, the power router is desirable to be capable of autonomous local control as well as QoEn routing.

Based on these concepts and ideas, we have designed and implemented a policy-based power router as a prototype for experimental use in a research project “Integration Technology of Information, Communication and Energy” [68]. It has mechanical relays for power allocation between two power inputs and two outputs in a circuit-switching manner. The major characteristics of the developed power router are that it has power sensors at the outputs, and has sufficient computational resources for autonomous policy-based power control. It has also communication interfaces for sending and receiving control messages and sensed data between outer devices such as other routers or routing servers. We have confirmed that an end-to-end power route is able to be established using the developed power router, combined with a routing server utilizing a QoEn routing protocol proposed and implemented by Miyamoto et
al. [60]. As experimental implementation of autonomous local control, we have also
implemented a control policy on the router that, when the power from one source sud-
denly becomes unavailable, the power router autonomously switches power supply to
the other available source. This policy reduces temporal unavailability of appliances
and works as a complement to the global optimization with QoEn routing.

The rest of this chapter is composed as follows. In Section 6.2, we refer related
work. Section 6.3 presents basic concepts, gives requirements definition, and describes
the design and implementation of the power router. The experimental implementation
of QoEn routing and a local control policy are described in Section 6.4. Finally,
Section 6.5 presents future work and concludes this chapter.

6.2 Related Work

Several literatures discussed systems for power routing and efficient allocation of en-
ergy. Toyoda et al. originally proposed a fundamental concept of the power router
[87]. Toward more advanced integration of information and energy, Takuno et al. pro-
posed and implemented a PLC-based power routing system with direct information
tagging to power waveform [82] toward realizing the concept of power packetization
utilizing silicon carbide semiconductors. Shibata et al. designed and implemented a
PoE-based power routing system as a prototype of an EoD power network [73]. In an
EoD network proposed and implemented by Kato et al. [43], multiple smart outlets
work coordinately, and the entire smart outlet network can be regarded as a virtual
power router that optimizes power allocation to appliances. Universal Power Router
[80] is a device that controls power switch in a policy-based manner depending on
Time-of-Use, a state of battery, states of power generations, etc. It does not have ca-
pability of allocating different power sources to difference power consuming devices;
all the outputs should be supplied from single input. Intelligent Power Switch [33]
[53] has been developed for providing a testbed for research work on smart grid, has
six ports that work as both inputs and an outputs, and does not have power sensors
and functions for autonomous control. Takahashi et al. constructed and evaluated a
power network with multiple power routers, especially focusing physical feasibility of
connecting multiple routers in both serial and parallel manners [81].
6.3 Design and Implementation

This section describes basic concepts of an assumed power network and a power router, gives requirements definition, and presents the design and implementation of the router in both hardware and software aspects.

6.3.1 Basic Concepts

The power router has been developed as a prototype for experimental use in a research project “Integration Technology of Information, Communication and Energy,” based on the concepts of EoD and QoEn routing. The policy-based power controls considered in this chapter are classified into global optimization with QoEn routing and autonomous local control.

Figure 6.1 shows an entire image of the EoD power network with QoEn routing and autonomous local control. In this example, there are three power sources with different characteristics; the commercial power supply with capacity of 15A is stable, power from the solar power panel with capacity of 0.5A is less stable because it depends on whether conditions, and the electric vehicle with capacity of 10A is stable but possibly temporal because it is disconnected from the network when used as transportation. On the side of appliances, the laptop requires 0.3A and accepts relatively unstable power because it has a battery, while the TV requires 4A and works with only stable power. In the following subsections, we describe both global optimization with QoEn routing and autonomous local control based on example scenarios in Figure 6.1.

6.3.1.1 Global Optimization with QoEn Routing

The power routing system decides the best matching and end-to-end routes between the power sources and the appliances based on their QoEn parameters. For example, in Figure 6.1, the laptop computer can be supplied with power from the solar panels. The TV can be supplied from the stable EV and commercial source with sufficient capacity of 10A and 15A, however it is not able to work with less stable power from the solar panel. The power router configures assignment between their inputs to proper outputs, depending on control messages from some routing scheme such as a routing server.

The three-layer protocol suite in EoD networks has been proposed [47] for inter-
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End-to-end power path with QoEn routing for global optimization
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Laptop requires 0.3A, and accepts less stable power

TV requires 4A, and needs stable power

Figure 6.1 Policy-based power control in an EoD power network using power routers; QoEn routing for global optimization and autonomous local control.

Operability, because there have been various implementation of the power routers and it is reasonable to design protocols that are able to handle differently implemented power routers in integrated manners. The concept of the three-layer protocol suite is based on Quality of Service routing technology in computer networks that is used for guaranteeing throughput, delay and other parameters for particular services such as real-time video streaming. In the EoD protocol suite, the upper layer, a require/response layer, determines QoEn parameters of both power sources and appliances, based on various factors such as their characteristics, preferences of users or environmental information. The middle layer, a routing layer, computes the best matching and routes between appliances and power sources based on QoEn parameters in an end-to-end manner using some optimization algorithms (e.g. resource allocation algorithms or shortest path algorithms), and reserves resources at each router located
on the computed power route. The bottom layer, a *physical layer*, works to establish physical power routes that the power routing protocols defines, and maintain the power consumption under the reserved value. Our power router has been developed as an experimental device for implementing the physical layer protocols. It also monitors power consumption caused by each power flow, and maintains each flow not to exceed the amount decided by the routing protocols.

### 6.3.1.2 Autonomous Local Control

While the global optimization with QoEn routing is considered to be effective for energy efficiency, it is not necessarily able to immediately react to unexpected variations in a local power situation, because the global optimization probably requires some time duration for processing across multiple devices. Hence it is considered that autonomous local control adequately complements the global optimization, especially in power networks where states of power sources change dynamically. For example, in Figure 6.1, the TV has been supplied with power from the EV; however, when the EV is disconnected to be used as transportation, power from the EV has become unavailable. Then the power router located next to the TV autonomously switches power assignment to the commercial source, reducing unavailable time duration of the TV. Therefore, it is considered to be useful and practical that the router has sufficient functions for autonomous local control as well as QoEn routing.

### 6.3.2 Requirements Definition

Based on the above concept, the power router is required to satisfy the functions of the physical layer in the EoD protocols and for autonomous local control. The requirements are classified into the following; policy-based power control of assignment between power inputs and outputs, communication interfaces for coordination with other devices, sending and receiving control messages and sensed data, power sensors for grasping local power states including power consumption, and future extendibility.

Requirements definition for power measurement and for control/communication/extendibility are presented in Table 6.1 and Table 6.2, respectively.

- **Control**: The router should have functions for switching between power inputs and outputs in arbitrary combinations. The circuit switching of power is implemented using mechanical relays for easier implementation as the prototype.
### Table 6.1 Requirements definition of control, communication and extendibility.

<table>
<thead>
<tr>
<th>Items</th>
<th>Specs</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>Mechanical relays</td>
<td>Switching between multiple inputs and outputs. Enables arbitrary allocation between power inputs and outputs, including off control.</td>
</tr>
<tr>
<td>Communication</td>
<td>Wi-Fi and Ethernet</td>
<td>Communicates with routing servers or other power routers, policy distributing servers etc. Universal media for easier connectivity</td>
</tr>
<tr>
<td>Extendibility</td>
<td>USB</td>
<td>For other communication media and various sensors</td>
</tr>
</tbody>
</table>

### Table 6.2 Requirements definition of measurement.

<table>
<thead>
<tr>
<th>Items</th>
<th>Specs</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rated voltage</td>
<td>100V</td>
<td></td>
</tr>
<tr>
<td>Rated current</td>
<td>15A</td>
<td></td>
</tr>
<tr>
<td>Rated frequency</td>
<td>50/60Hz</td>
<td>Alternating current</td>
</tr>
<tr>
<td>Measurement</td>
<td>Integral power, instantaneous power, voltage and current</td>
<td>For measuring local power information and control for policy-based power management using sensed data of power consumption.</td>
</tr>
<tr>
<td>Error</td>
<td>Under +/- 2%</td>
<td>0.5/15A, Equivalent with the standard power meters in Japan</td>
</tr>
</tbody>
</table>

Rated voltage and current is designed to be 100V and 15A respectively, for experimental use with ordinary power equipment or power consuming devices. Time duration needed for control should be sufficiently short compared with
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that required in the global optimization with QoEn routing.

- Communication: The router should have communication interfaces for accepting control from outer devices via control messages, exchanging information needed for routing, sending measured data of power consumption, updating policies and configuring parameters. Popular communication media (Wi-Fi and Ethernet) are used for easier coordination with information devices and smart outlets.

- Measurement: With implemented power sensors, the power router is able to measure physical information of power. The measured information can be used for policy-based autonomous control based on the amount of power consumption, current and voltage data, including watching and controlling power flows based on the reserved amount of power by the routing layer. This enables the router to grasp the local states of power, and to control autonomously based on variations of local situations, and to monitor current value and maintain reserved values. The error rate for measuring power consumption is designed to be less than ±2%, referencing the standard power meters in Japan.

- Others: Indicators that presents the states of power inputs, outputs and their assignments. Extendibility is also important for future implementation of other communication media or more advanced policy-based control based on environmental sensors, etc.

6.3.3 Implementation

The implementation is done referring the smart outlet described in Chapter 5. The smart outlet was designed and implemented for policy-based power management, and has power sensors, relays and communication capability, and there has been implemented policy-based power management system using the smart outlets [44]. However, the smart outlet is able to treat only single input, hence it has no functionality for assigning multiple inputs to outputs. Therefore, we have designed and implemented the power router extending the smart outlet to have multiple inputs, and to be able to realize arbitrary assignment between power outputs and inputs.

Figure 6.2 is an outward appearance of the power router presenting the inputs, outputs, LEDs and interfaces of USB and Ethernet. Table 6.3 shows a summary of the specifications. We describe the implementation of hardware and software in the
following subsections, depending on the requirements definition shown above.

6.3.3.1 Implementation of Hardware

The major function of the physical layer is control of assignment between inputs and outputs depending on control messages from routing layer protocols. It also controls power maintaining the actual amount of consumed current on each power flow under the reserved value. Therefore it maintains control routes and current values that are decided by the upper layer.

The power router has two power inputs and two outputs. Some indicators are needed that present the current state of power inputs and power assignment for outputs, not only on-off states of outputs. Therefore, at each input and output, LED indicators are implemented to represent current availability of each power source and the current state of power assignment.

The router also has interfaces of USB 2.0 and Ethernet for communication capability and future extendibility. As a communication media, we have adopted Wi-Fi (IEEE 802.11n) via USB and 100Mbit/s Ethernet, while other media such as ZigBee can also be installed. The USB ports can also be used for other kinds of extension, such as adding environmental sensors or motion sensors for more advanced policy-based power control.

The power router has current transformers (CT), voltage sensors for measuring
the amount of current and voltage, respectively. It computes instantaneous power consumption and integral power consumption by using measured values of current and voltage. Two-step auto-ranging (1A and 15A) achieves the low error rate of less than 2%.

Internal boards of the router are designed to be able to work properly if either one of the two inputs can be used, because both sources are not always available.

Figure 6.3 shows the hardware diagram of the power router. Mainly, the router consists of four relays, two CTs, voltage sensors, two sockets for outputs, two plugs for inputs, and six kinds of internal boards. The major functions of internal boards are as follows:

- Application board: this board is a commercial microcomputer board for embedded computing with an ARM microprocessor (ARM926, 400MHz), 128MB

<table>
<thead>
<tr>
<th>Items</th>
<th>Specs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power sensing function</td>
<td>Real-time power consumption,</td>
</tr>
<tr>
<td></td>
<td>Integral power consumption,</td>
</tr>
<tr>
<td></td>
<td>current and voltage for each socket</td>
</tr>
<tr>
<td>Sampling frequency</td>
<td>20kHz</td>
</tr>
<tr>
<td>Resolution</td>
<td>12bit</td>
</tr>
<tr>
<td>Power control</td>
<td>Policy-based relay switching</td>
</tr>
<tr>
<td>Rated voltage</td>
<td>AC 100V (standard voltage in Japan)</td>
</tr>
<tr>
<td>Rated current</td>
<td>15A</td>
</tr>
<tr>
<td>Rated frequency</td>
<td>50/60Hz</td>
</tr>
<tr>
<td>Error</td>
<td>Under +/- 2%</td>
</tr>
<tr>
<td>Interface for extendibility</td>
<td>USB 2.0 (two ports)</td>
</tr>
<tr>
<td>Communication media</td>
<td>Wi-Fi 802.11n (via USB), 100Mbit/s Ethernet</td>
</tr>
<tr>
<td>Number of input/output</td>
<td>Two inputs / two outputs</td>
</tr>
<tr>
<td>Others</td>
<td>LED indicators (for representing the state of power allocation)</td>
</tr>
</tbody>
</table>
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RAM and 32MB flash. It communicates with the sensor/control board to receive measured data and send relay control messages.

- **Sensor/control board**: This board measures power consumption, send relay control messages to the relay driver board, and communicates with the application board. It has a microprocessor of TM S320F28035 60MHz, and computes instantaneous power consumption and integrated power consumption from the measured current and voltage values. The router has two sensor/control boards in total for sensing and controlling of each output. It detects availability or unavailability of the two power sources from DC 5V input signals from the power source board that is converted from AC 100V of each input.

- **Relay driver board**: This board drives relays depending control messages from the sensor/control board. It has a mechanical relay on each socket for on-off control, and controls relays depending on the relay control messages from the sensor/control board.

- **LED board (inputs)**: This board controls LEDs for indicating states of power sources. An LED on power source #1 is turned on green if source #1 is avail-
able, and turned off when unavailable. Similarly, an LED on power source #2 is turned on red when available, and turned off when unavailable.

- LED board (outputs): This board controls LEDs for indicating states of power assignment to each output. Each output has two LEDs that corresponding to input #1 and #2. The LED corresponding to input #1 is turned green when supplied from the input #1, while the LED corresponding to input #2 is turned red when supplied from the input #2, and both are turned off when the output is not assigned with sources.

- Power source board: This board generates power (DC 5V) from AC 100V of the two inputs, and supplies it to the other boards. The power circuit is implemented to be able to supply DC 5V to the other board is either input is available, because the both inputs are not always available.
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The internal hardware of the router including these boards with wires is presented as Figure 6.4.

6.3.3.2 Implementation of Software

Upon the Debian-based Linux OS for embedded computing running on the application board, we have implemented software of a sensor/control interface process, a communication process with outer devices and a policy-based control process.

- Sensor/control interface process: The sensor/control interface communicates with the sensor/control board via the standard serial UART (Universal Asynchronous Receiver Transmitter) communication. It consists of mainly two functions.
  - Collection of sensed data: It collects sensed data from power sensors by polling from sensor/control boards. For future extendibility and easier cooperation with other devices, the sensed data are formatted in an XML-like manner; for example, the message shown below is sensed data including the amounts of integral power consumption, voltage, current and instantaneous power consumption, which means that output (load) #1 is supplied by source #2 and load #2 by source #1.

```xml
<root>
  <info>
    <kind>notice_wattmeter</kind>
    <time>201402201147323593</time>
  </info>
  <data>
    <load1>
      <wh>3727</wh>
      <volt>101.237</volt>
      <current>1.531</current>
      <watt>82.7</watt>
      <state>route2_ON</state>
    </load1>
    <load2>
      <wh>1274</wh>
      <volt>101.159</volt>
      <current>0.315</current>
    </load2>
  </data>
</root>
```
– Relay control: It sends control messages to the sensor/control board for assigning power inputs to outputs based on the instruction messages via HTTP/CGI.

- Communication process with outer devices: The communication software works as an interface with other devices (power routers, smart outlets or servers) via HTTP/CGI, receiving policy updates and sending data from power sensors.

- Policy-based control process: This process decides control of relays depending on sensed data and defined policies. This process includes the circuit breaker function for maintaining the amount of consumed current under an upper limit, which is described Sec. 6.4.1, and an autonomous power control function for reacting sudden unavailability of power sources, which is described in Sec. 6.4.2.

6.4 Application to QoEn Routing and Autonomous Local Control

This section describes experimental implementation of global optimization realized by multiple power routers using a QoEn power routing protocol, and policy-based autonomous local control.

6.4.1 Global Optimization with QoEn Routing

To confirm that the developed power router works properly as the physical layer in the EoD protocol layers, we have implemented a prototype end-to-end power routing system with a software-based circuit breaker function for maintaining current consumption under the reserved amount by watching current consumption of each power flow.

As described in Section 6.3.1.1, a routing protocol computes the best matching and routes between appliances and power sources based on QoEn parameters in an end-to-end manner using some optimization algorithms (e.g. resource allocation al-
algorithms or shortest path algorithms), and reserves resources at each router located on the computed power route. Then the protocol informs to the physical layer of assignment between inputs and outputs that physically realizes the optimized power route; namely, relay configurations that assign inputs and outputs properly. The power router appropriately controls relays based on informed configurations from the routing protocol to realize QoEn routing.

One of the desired functions of the physical layer is maintaining the power route as decided by the routing protocol. We have considered that the software-based circuit breaker function alike to the one in the smart outlet described in Chapter 5 is applicable to maintain the consumed amount of current under the reserved value by the routing protocols. The power router watches current consumption on each power flow and compares the measured value with the reserved value of each flow. When the measured value exceeds baselines for configured time duration, it decides that the flow does not obey the reserved configuration and controls relays to shut off the flow.

The following is an instruction message used to control relays for allocating the input (power source) #2 to the output (load) #1 and the input #1 to the output #2, and to configure parameters of the circuit breaker function.

```
<root>
  <config>
    <load1>
      <state>route2_ON</state>
      <register_current>5</register_current>
      <watch_control1>
        <watch_percent>110</watch_percent>
        <watch_time>6000000</watch_time>
      </watch_control1>
      <watch_control2>
        <watch_percent>150</watch_percent>
        <watch_time>10000</watch_time>
      </watch_control2>
    </load1>
    <load2>
      <state>route1_ON</state>
      <register_current>7</register_current>
      <watch_control1>
```

The state tag indicates states of relays. The register_current tag means the baseline amount of current. The watch_percent tag means a ratio compared with the baseline, and watch_time means a upper limit of time duration of exceeding. The parameters can be set in a two-step manner for flexible configuration suited for characteristics of current consumption of power routes and appliances. By setting the baselines as decided values by routing protocols via HTTP/CGI, the power router physically establishes the optimized power path and maintains the current consumption as a reserved value. This example means to assign power source #2 to output #1 and source #1 to output #2. The configuration of parameters means that the baseline for output #1 is 5A, and that the router shuts down the output when the current value exceeds 110% for 10 minutes or 150% for 10 seconds, regarding that the power route does not obey the reserved value. Therefore, the output #1 must be turned off when current is over 5.5A for 10 minutes, or over 7.5A for 10 seconds.

The relay states and parameters can also be manually configured. Figure 6.5 shows a prototype user interface for manually configuring power allocation and modifying parameters, implemented on the HTTP/CGI server. In this example, the configuration is same as the one in the control message described above.

To evaluate that the developed router has sufficient functions to work properly as the physical layer on an EoD system, we have confirmed that end-to-end power routing is realized using multiple routers. A QoEn routing protocol used in this implementation is EoDresv, proposed and implemented by Miyamoto et al. [60]. The EoDresv is designed as an extension and application of QoS routing protocols in computer networks; namely, RSVP-TE (Resource reSerVation Protocol - Traffic Engineering) and OSPF-TE (Open Shortest Path First - Traffic Engineering). In the implementation of EoDresv, QoEn parameters contain stability and capacity of
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Figure 6.5 Configuring power allocation and parameters of the software-based circuit breaker function via HTTP/CGI.

power sources, and stability, required power amount and priority of power consuming device. EoDresv computes the best matching and route with the reserved amount of current, based on these QoEn parameters, and sends routing messages to the power routers. By this process, the reserved power route is established. EoDresv computes the best matching between the sources and alliances, and decides the best route to connect the matched source and appliance using optimization algorithms. In this experimental configuration, the topology of the graph is rather simple because it
contains no cycles, however the EoDresv protocol can be applied in networks with more complicated topology.

We have combined the simulation system with the developed power router to physically establish the end-to-end power route. Figure 6.6 shows an entire image of the experiment. The routing server used in the experiment is the extended version of the one in the simulation of the EoDresv. The routing server has an entire topology including costs of each edge in the graph, and QoEn parameters of both the power consuming devices and power sources, that includes power consumption, power stability, priority among the appliances, and power capacity. EoDresv computes the best matching and routes between power sources and power consuming devices, and sends control messages to the power router via HTTP/CGI, with state value that corresponding to the configuration of the relays that realizes the power route that is computed by a routing protocol. The routers control relays depending on received control messages. By configuring baseline values of the soft-based circuit breaker
function as reserved value of current by EoDresv, the power router keeps and controls each power path does not consume more current than the reserved amount. In this example scenario, the TV that requires stable power with 4A is properly supplied with power from the stable commercial power source; and by configuring the baseline as 4A at the power router on the established power path, the amount of current consumed by the power path is kept under the reserved value.

6.4.2 Local Policies for Autonomous Control

One of the major applications of the power router is policy-based control of Vehicle-to-Home (V2H), where an electric vehicle works not only as transportation but as a huge battery. For example, it is expected that an EV is charged in off-load period such as midnight, and it works as a power source on on-load period to reduce peak load. As experimental implementation of autonomous local control, we have assumed the following scenario; an appliance has been supplied with power from an electric vehicle. When the power from the EV suddenly becomes unavailable with disconnection of the EV from the power network, the power router autonomously allocates another power source to the appliance for reducing unavailability of the appliance.

As described in Section 6.3.3.1, the power source board divides each input of AC 100V to two power lines with DC 5V, and the sensor/control boards detects availability and unavailability of each power source using a hardware logic circuit, and communicates obtained information to the application board. On detecting voltage drop and the unavailability of the EV, the local control software implemented on the application board immediately sends an instruction message to the relays via the sensor/control interface, to switch power assignment to commercial power source to the appliance, if the other commercial power source is available. Using this policy, the power consuming devices connected to this router temporally be supplied with power from available power sources, until the QoEn routing system recomputes a new end-to-end power route that is optimized for the device and available sources, and establishment of the computed power route is physically completed.

We have made an experiment of the above autonomous local control of switching between power from an EV and power from the commercial power source, using an incandescent lamp and a V2H-ready EV (i-MiEV by MITSUBISHI Motors.) The experiment is done as shown in Figure 6.7; in the scenario of the experiment, first the light is supplied with power from the EV. When power from the EV is suddenly
become unavailable, the router detects voltage drop of the EV and autonomously alternates power allocation for the light to the commercial power source for reducing unavailability of the lamp. We have confirmed that the policy works as intended.

### 6.5 Concluding Remarks

In this research work, we have designed and implemented a policy-based power router with power sensors for both end-to-end QoEn routing and autonomous local control. As experimental implementation, we have confirmed that an end-to-end power route through two power routers is established as intended, combined with a routing server with the EoDresv routing protocol. The software-based circuit breaker function implemented on the router is able to maintain the amount of consumed current under a reserved value. We have also implemented an experimental policy for autonomous local control that switches power allocation between two power sources when detecting sudden unavailability of sources. While it was shown that it requires approximately
four or five seconds to establish an end-to-end path in a power network with nine power routers in the simulation of the EoDresv [60], the local policy-based switching executed on the router requires approximately 0.2 seconds after detecting the unavailability of sources; therefore, this local optimization policy suitably complements the global optimization as intended. Hence we conclude that the developed power router has sufficient functions as a prototype for policy-based power management for both QoEn routing and autonomous local control.
Chapter 7

A Power Allocation Management System Using an Algorithm for the Knapsack Problem

7.1 Introduction

The importance of intelligent power management has been widely discussed. Today’s power management is done mainly by handwork, therefore users feel troublesome to manually control appliances, even if they understand that their power-saving activities contribute to save electricity bills. It is desirable for users that some power management system in home automatically controls appliances under power management policies, minimizing harmful effect to QoL of users; for example, when power utilities cannot supply sufficient power because of some power failure and total power usage in home is limited, the power management system optimizes usage of appliances and controls appliances to keep total power consumption under the limit value. The major issue in such control is that the system has to decide which appliance should be controlled, because all the appliances are not necessarily usable with the limit of available power. Some architectures are proposed that keeps total power consumption under a certain value in a way where the undesired effect to users’ QoL is minimized, optimizing power allocation to appliances (e.g. i-Energy [56] and a concept of optimal allocation of energy [68]).

Such optimization can be treated as the knapsack problem [46]. In the case of
power allocation, an appliance is regarded as an item with profit (namely, how much
the appliance contributes for user’s QoL) and size (power consumption of the ap-
pliance). The threshold of total power consumption is capacity of a knapsack. The
objective is to maximize the total profit of selected items, keeping total power con-
sumption under the threshold.

We have implemented the dynamic-programming algorithm for the knapsack prob-
lem on the smart outlet and a controller, and have evaluated time needed for com-
putation of optimal allocation, communication among the outlets and the controller,
and controlling relays, as fundamental research work for realizing the optimal allo-
cation of energy. The implementation and evaluation are done with a system with
single outlet, and a system with five outlets and a single controller. The controller
collects power consumption data of appliances from the smart outlets, computes the
optimal power allocation using the dynamic-programming based algorithm for the
knapsack problem, and sends relay control messages to the smart outlets that realize
the optimal power allocation obtained by the knapsack algorithm. To the best of our
knowledge, this is the first literature that describes the implemented system utilizing
a knapsack algorithm for power allocation management.

This chapter is consisted as follows; Section 7.2 refers related work. Section 7.3
presents basic concepts and a problem formulation of power allocation as the knap-
sack problem. In Section 7.4, we discuss our implementation of the developed power
allocation system. Section 7.5 describes evaluations of the developed system with five
outlets and single controller. Section 7.6 concludes this chapter.

7.2 Related Work

There has been simulation-based or theoretical research work regarding power alloca-
tion as optimization problems [67]. For example, Kumaraguruparan et al. considered
residential task scheduling problems under dynamic pricing as the multiple knapsack
problem, where task is regarded an item and time periods as knapsacks [49]. Sianaki et
al. formulated the optimal power allocation as the knapsack problem, and presented
results obtained by numerical simulations [75]. Yu and Chau considered complex-
demand knapsack problems assuming AC electrical systems [98]. Another approach
is priority-based; Kato et al. [43] proposed a priority-based system for efficient power
allocation in EoD power networks, and evaluated it in real-life situations. Yokohata
et al. proposed a priority-based power allocation algorithm in EoD power networks,
and implemented a power allocation system extending Power-over-Ethernet protocols [95]. The major difference between the knapsack-based approach and the priority-based approach is that the former explicitly defines user’s profit (Quality-of-Life) as an additive value. There have been simulation-based studies [51] that models power allocation as a mixed integer programming [78]. Fujita et al. proposed a system that allocates power hierarchically in layered-tree power networks [30]. As for commercial products, there has been a system that sequentially turns off appliances with lower priority, based on pre-set priority [23].

### 7.3 Basic Concepts and Problem Formulation

#### 7.3.1 Basic Concepts

Energy-on-Demand (EoD) [56] is a new-generation power network proposed recently, where power consuming devices explicitly send request messages to power management systems for being supplied with power, based on *Quality-of-Energy* (QoEn) parameters such as the amount of power, cost, etc., and they would be supplied with power only when some mediation system in the network accepts their requests. Our developed system has been designed and implemented as a centralized optimization system where processing is across multiple outlets and a controller, and can be regarded as an EoD system that uses the knapsack algorithm as the mediation scheme. In this prototype implementation, we have focused on control of instantaneous power assuming to reduce peak load.

#### 7.3.2 Problem Formulation

The power allocation we assume can be treated as the knapsack problem in the following way; here the number of appliances is $n$. An appliance is regarded as an item $i$ ($1 \leq i \leq n$) with profit $p_i$ (contribution of the appliance for user’s QoL), and size $w_i$ (power consumption of the appliance). The threshold of total power consumption is capacity $c$ of a knapsack. A variable $x_i \in \{0, 1\}$ means that if $x_i = 1$ the appliance $i$ is turned on, while $x_i = 0$ means off. The objective is to maximize the total profit of selected items, keeping total power consumption under the threshold. The below is a formulation of the knapsack problem:
Example scenario:

power restriction = 200W

Computes an optimal power allocation using a knapsack algorithm, and sends control messages

\[
\text{max} \sum_{i=1}^{n} p_i x_i
\]

\[
s.t. \sum_{i=1}^{n} w_i x_i \leq c, x_i \in \{0, 1\}
\]

Though the knapsack problem is NP-hard [32], it has been shown that the problem can be solved in \(O(cn)\) using the well-known dynamic-programming based algorithm [46].

Figure 7.1 shows an overview of the power control as the knapsack problem including a controller and appliances. The controller decides on-off control using an algorithm for the knapsack problem, and controls power supply to each appliance to keep total power consumption under the upper threshold; namely, the controller
turns on an appliance $i$ if $x_i = 1$ in the obtained optimal solution, and turns off if $x_i = 0$, respectively. In the example shown, the upper limit is set to be 200W, and the optimal profit is 140 obtained by turning on a refrigerator and a fan, and turning off a cleaner and a light. Total power consumption is 190W, which is kept less than 200W of the upper limit.

## 7.4 System Implementation

In this section, we will describe system implementation focusing on hardware, a communication network, data formats, an algorithm for the knapsack problem and control software.

### 7.4.1 Hardware

#### 7.4.1.1 Smart Outlet

The smart outlet used on the developed system is the extended version of the one described in Chapter 5; we have improved the outlet to be more compact and practically designed, and have extended computational resources. It has four sockets, and has functions of power sensing (voltage, current and power) and controlling relays for each socket. The Raspberry Pi [86] is used as the application board; an ARM-based microcomputer with CPU (ARM1176JZF-S 700MHz) and RAM (256MB or 512MB), enabling implementation of various software and control policies on the outlet. It has a built-in Ethernet interface and a Wi-Fi interface installed via USB. It communicates power consumption data and control messages via Wi-Fi and TCP/IP communications with outer devices such as a controller, a server or other smart outlets. Rated voltage and current is 100V and 15A, respectively. A/D conversion of measured amount of power is done with 20kHz sampling frequency and 12bit resolution. Table 7.1 shows specifications. Figure 7.2 is an outward appearance of the smart outlet.

#### 7.4.1.2 Controller

In our developed system with multiple smart outlets, a centralized controller gathers power consumption data from the outlets, computes the optimal allocation and sends control messages to the outlets. The controller has the similar computational resources as the outlet (except the amount of memory). Table 7.2 shows specifications of the
controller. Figure 7.3 shows an entire image of the system consisting of multiple outlets and a controller.

### 7.4.2 Network

The Wi-Fi used in the network is IEEE 802.11n with maximum bandwidth of 300Mbps using 2.4GHz of frequency and is protected with WPA2-AES encryption for easier coordination with ordinary information devices such as PC, tablets or smartphones. As a transport layer protocol, we have chosen TCP for reliability, dependability and safety, because the system does control electricity actively, not only gathering data of power consumption.

<table>
<thead>
<tr>
<th>Items</th>
<th>Specs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Measurement</td>
<td>Instantaneous power, integrated power, current and voltage</td>
</tr>
<tr>
<td>Sampling frequency</td>
<td>20kHz</td>
</tr>
<tr>
<td>Resolution</td>
<td>12bit</td>
</tr>
<tr>
<td>Error</td>
<td>Under 2%</td>
</tr>
<tr>
<td>Power control</td>
<td>On-off control for each socket</td>
</tr>
<tr>
<td>Number of sockets</td>
<td>Four</td>
</tr>
<tr>
<td>Rated voltage</td>
<td>AC 100V</td>
</tr>
<tr>
<td>Rated current</td>
<td>15A (in total of all the four sockets)</td>
</tr>
<tr>
<td>CPU</td>
<td>ARM1176JZF-S 700MHz</td>
</tr>
<tr>
<td>RAM</td>
<td>512MB</td>
</tr>
<tr>
<td>Storage</td>
<td>8GB</td>
</tr>
<tr>
<td>Communication media</td>
<td>Wi-Fi and Ethernet</td>
</tr>
<tr>
<td>Interface</td>
<td>USB 2.0</td>
</tr>
<tr>
<td>OS</td>
<td>Debian-based Linux</td>
</tr>
</tbody>
</table>
7.4 System Implementation

Figure 7.2 An outward appearance of the smart outlet.

Table 7.2 Specifications of the controller.

<table>
<thead>
<tr>
<th>Items</th>
<th>Specs</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU</td>
<td>ARM1176JZF-S 700MHz</td>
</tr>
<tr>
<td>RAM</td>
<td>256MB</td>
</tr>
<tr>
<td>Storage</td>
<td>8GB</td>
</tr>
<tr>
<td>Communication media</td>
<td>Wi-Fi</td>
</tr>
<tr>
<td>Interface</td>
<td>USB 2.0</td>
</tr>
<tr>
<td>OS</td>
<td>Debian-based Linux</td>
</tr>
</tbody>
</table>

7.4.3 Data Formats

- Relay Control Message: The below is an example of `command_socket`, a message for controlling relays. In this example, relay #1 and #4 should be turned on and #2 and #3 should be off.

  ```xml
  <root>
  <info>
    <kind>command_socket</kind>
  </info>
  ```
Compresses the optimal allocation and sends control messages

Power consumption data

On-off control of relays based on control messages

Smart outlet

Controller

<root>
  <info>
    <kind>notice_wattmeter</kind>
    <time>20120909104854039</time>
  </info>
  <data>
    <socket1><state>ON</state></socket1>
    <socket2><state>OFF</state></socket2>
    <socket3><state>OFF</state></socket3>
    <socket4><state>ON</state></socket4>
  </data>
</root>

- Measured Power Consumption Data: The below is an example of notice_wattmeter, which is used for sending measured power consumption data. This example means that integrated power on socket #1 is 20954Wh, instantaneous voltage is 102.070V, current is 1.551A, instantaneous effective power is 84.6W, and the relay at the socket has been turned on.
7.4.4 Dynamic-programming Based Algorithm for the Knapsack Problem

Algorithm 2 shows the well-known dynamic-programming based algorithm for the knapsack problem. As mentioned above, each appliance corresponds to an item $i$, 

```xml
<socket1>
  <wh>20954</wh>
  <volt>102.070</volt>
  <current>1.551</current>
  <watt>84.6</watt>
  <state>ON</state>
</socket1>
<socket2>
  <wh>2536</wh>
  <volt>102.085</volt>
  <current>0.013</current>
  <watt>4.1</watt>
  <state>ON</state>
</socket2>
<socket3>
  <wh>2499</wh>
  <volt>102.073</volt>
  <current>0.242</current>
  <watt>14.2</watt>
  <state>ON</state>
</socket3>
<socket4>
  <wh>1219</wh>
  <volt>102.080</volt>
  <current>0.081</current>
  <watt>5.1</watt>
  <state>ON</state>
</socket4>
</data>
</root>

7.4 System Implementation

7.4.4 Dynamic-programming Based Algorithm for the Knapsack Problem

Algorithm 2 shows the well-known dynamic-programming based algorithm for the knapsack problem. As mentioned above, each appliance corresponds to an item $i$,
measured power consumption to size $w_i$, and an importance of the item for users to profit $p_i$. Here profit is set to the appliance by users. $P(i, j)$ means the maximum total profit that can be achieved using item 1, ... , $i$ and a knapsack with capacity $j$. The optimal solution is $P(n, c)$, and a set of items that achieves $P(n, c)$ corresponds to alliances that should be turned on. The time complexity of this algorithms is $O(cn)$. Therefore, if $c$ does not depend on $n$ the algorithm is sufficiently fast even when $n$ is large.

### 7.4.5 Control Software

The developed software, written with the C-language, first measures power consumption of each appliance, and then computes the optimal power allocation that maximizes a total profit using the dynamic-programming based algorithm. The outlet and controller have a database of “profit” parameters of the items. The control software parses the XML-like data of power consumption collected from the smart outlets, and uses the values of power consumption as “size” of items. Here users can set another parameter, “necessity”, which means whether the appliances is needed or not by the user; when the parameter is set to be zero (namely, the appliance $i$ is not needed at that time by the user), the profit of the item is considered to be zero, and the item is excluded from the set of the items. Therefore, the dynamic-programming based

---

**Algorithm 2 Dynamic-programming Based Algorithm for the Knapsack Problem**

```plaintext
for $j = 0$ to $c$ do
    $P(0, j) = 0$
end for

for $i = 1$ to $n$ do
    for $j = 0$ to $c$ do
        if $j \geq w_i$ then
            $P(i, j) = \max \{P(i - 1, j - w_i) + p_i, P(i - 1, j)\}$
        else
            $P(i, j) = P(i - 1, j)$
        end if
    end for
end for
```
algorithm computes an optimal power allocation without the excluded item. Hence the parameter “necessity” can be regarded as “demand” from the appliance in the concept of the EoD power network.

7.5 Experiments and Evaluations

7.5.1 Case with Four Appliances

Figure 7.4 shows an experimental system with the single smart outlet and appliances. We have measured that computation of an optimal solution needs around 2.914 milliseconds, and on-off controls of four relays require at most 29.3 milliseconds. In total, time required is $2.914 + 29.3 = 32.214$ milliseconds. These results suggest that computation and relay control are sufficiently fast even if done with an embedded computer.

7.5.2 Case with 20 Appliances

We have experimented and evaluated in the situation including five outlets and a controller, assuming a situation in ordinary homes. In this situation, the controller
with computational resource as the outlets gathers power consumption data from the outlets, computes optimal power allocation and send control messages to each outlet via Wi-Fi (802.11n). Each outlet completes relay control based on the received messages. We have measured time needed to execute the dynamic-programming based algorithm, sending control messages to smart outlets and control relays on each outlet. The parameter $c$ is set to be 2000 (that is, an upper limit of total power consumption is set to be 2000W). Figure 7.5 shows an experimental system with five smart outlets that is able to handle up to 20 appliances.

We have measured that computational time of the dynamic-programming based algorithm with 20 items is around 10 milliseconds. Using Wi-Fi 802.11n as a communication media, 330.5 milliseconds is measured to be averagely required to send a control message from a home controller to all the smart outlets. As described above, relay control requires at most 29.3 milliseconds on each smart outlet. Therefore, time required to complete computation of optimal allocation and control is about $10 + 330.5 + 29.3 = 369.8$ milliseconds. These measurements and estimations also suggest that computation and control can be done practically fast on an embedded microcomputer such as the home controller.

Figure 7.6 presents an experimental result of software execution. In this example, the total power consumption is 1995W, obeying the upper limit of 2000W. Note that the algorithm turns off an air conditioner as a result of the computation though the
An air conditioner is turned off by the control algorithm.

The algorithm obtains the optimal profit of 510 with power consumption of 1995W, not exceeding the upper limit set as 2000W.

Figure 7.6 Example of software execution for power allocation and control.

“necessity” parameter of the air conditioner is set to be one. This can be regarded that the power request from the air conditioner was rejected by the allocation algorithm. Computation of optimal allocation required approximately 9.4 milliseconds, and communicating control messages required approximately 298 milliseconds.

7.6 Concluding Remarks

To optimize power allocation to appliances in a way that maximizes QoL of users with limited total power consumption, we have implemented a prototype power management system using smart outlets and a controller, which measures power consumption of appliances, computes optimal power allocation to appliances, and controls relays. The optimal power allocation is computed with the dynamic-programming based algorithm for the knapsack problem that maximizes total profit under the limit of total power consumption. We have experimented and evaluated time duration required for computation of an optimal power allocation by the algorithm, sending control messages to the smart outlets and control relays. The result shows that computation, communication and controls can be done in practical time with embedded microcomputers using the smart outlets and the controller.
Chapter 8

Conclusion

In this dissertation, we have discussed the design and analysis of algorithms for graph exploration and resource allocation problems, and their application to energy management. This chapter describes summary and future work.

In Chapter 3, we have studied the online graph exploration problem on two graph classes, related to various applications including the energy-efficient exploration by mobile robots on unknown terrains, Web crawling by search providers, or efficient topology estimation of smart micro grids where node connectivity or resource availability change dynamically. First, we have given a tight competitive ratio of \(\frac{1+\sqrt{3}}{2}\) for the problem on cycles. We have also studied the problem on unweighted graphs and have given a tight bound of 2. For planar graphs, the best known upper bound is 16, as mentioned in Chapter 1. Though several further studies have been done recently [58] and the lower bound for planar graphs has been improved to \(\frac{5}{2}\) [22], there still remains a large gap between these upper and lower bounds. Narrowing the gap is a challenging problem. There also have been studies on an extended version of the graph exploration problem, where multiple searchers explore a graph, not only a single searcher [34]. Another future work is to consider randomized algorithms to break the deterministic lower bound.

We have considered two kinds of resource allocation problems on bipartite graphs with assignment restrictions in Chapter 4, aiming for efficient power allocation on power networks with distributed sources. First, we have defined the multiple knapsack problem with assignment restrictions and capacity constraints, have designed a \(\left(1 + \frac{2}{k+1} + \epsilon\right)\)-approximation algorithm, and have shown that an integrality gap of the LP formulation used in the algorithm is \(1 + \frac{1}{k} - \epsilon\) where \(\epsilon\) is an arbitrary small positive constant. Second, we have defined the splittable resource allocation
problem with assignment restrictions, and have gained the \( n^{1-o(1)} \)-inapproximability, not only it is strongly NP-hard. As future work, it would be a challenging problem to fill the gap between upper bounds and lower bounds. Another directions are pursuing efficient algorithms for the problems with more realistic conditions such as edge capacities, or the problems on extended graph classes. It also should be interesting to formulate the problem in an online manner, assuming the situation where power consuming devices and power sources appear and disappear dynamically.

The design and implementation of a smart outlet for policy-based power management have been described in Chapter 5, which aims to reduce user’s handwork required for power-saving activities and for efficient power control to realize optimal allocation of energy. The smart outlet has been designed to have an accurate power-sensing function, to have sufficient computational resources to execute various policy-based power management, and to be used safely in a real-life situation. As applications of policy-based power management, the authors have implemented and evaluated a software-based circuit breaker, and a function of reducing overlaps of inrush currents caused by multiple appliances. We also have implemented a smart outlet network as a platform for energy-aware services utilizing various sensor information. The smart outlet network has been deployed in the real-life environments; the one-room apartment and the multi-room apartment. Especially, in the one-room apartment the developed system continuously gathers power consumption data of all the appliances in the real-life environment. We have learned that highly frequent gathering (0.5 seconds) of power consumption data helps us to analyze characteristics of appliances in detail, and to grasp daily behavior of the resident. The following energy-aware services have been implemented in the system; scheduled reduction of stand-by power, on-off control using a motion sensor, coordination between an air conditioner and an air circulator based on power consumption data in a centralized manner, coordination between two different humidifiers based on environmental information in a distributed manner. Therefore, we conclude that the developed smart outlet has sufficient functions for policy-based power management utilizing behavior information and environmental information. Major future work is as follows; the developed outlet is capable of only on-off control, therefore Koyama et al. implemented a system for controlling appliances using a universal IR controller via its USB port [47] for more flexible control. When so-called smart appliances become commonly available in future, it is expected to control appliances in more straightforward and flexible ways using protocols for controlling appliances such as ECHONET Lite [84] or
The software-based circuit breaker function is able to watch the current value comparing to the allocated value; however, their parameters need to be determined by other schemes. Power allocation should be dynamically done considering effect to QoL of users, and we are studying methods for deciding the allocation. We are also considering to extend the system for multiple residents; when only a single resident lives in a home, it is rather simple to design various policies, and the preference-based control is relatively easy. However, different users should prefer different policies. We are considering that some policy generation method should be helpful, such as the one proposed by Yoshihisa et al. [97]. Also it would be useful and interesting to implement policies based on the combination of different kinds of sensor information; for example, combination of a motion sensor and a light sensor would provide much more accurate detection of presence and absence of a resident. Another research topic is to test and evaluate different communication media. In this system we have chosen Wi-Fi, however there are several other possible candidates. If we choose ZigBee, it should surely require less power consumption than Wi-Fi, however we might not obtain the highly-frequent data collecting capability as trade-off.

In Chapter 6, we have designed and implemented a policy-based power router with power sensors for both end-to-end QoEn routing and local autonomous control. As experimental implementation, we have confirmed that end-to-end power routes through two power routers are established as intended, combined with a routing server with an EoDResv routing protocol. The software-based circuit breaker function on the router is able to maintain an amount of consumed current under a reserved value. We have implemented an experimental policy for local autonomous control that switches power allocation between two power sources when detecting sudden unavailability of sources. We have also considered and constructed a system that controls an EoD-ready EV charger (H2V) and a discharger for QoEn routing (V2H) in a policy-based manner using the developed router, and have experimented with an autonomous policy that switches between power from an EV and commercial power source depending on availability of the sources. One of the future research topics is to evaluate the developed router in a network with more general topology such that includes cycles, not only with two power routers connected serially. In the prototype policy implementation, we have evaluated QoEn routing and local autonomous control independently, and have not yet considered the system with both global and local controls. We are considering to implement and evaluate the QoEn power network where both global and local policies work coordinately, based on the generation method of global and
local policies in EoD systems [31]. Fully distributed and autonomous power routing systems are expected to be constructed by implementing EoDresv protocol on each power router in networks, similar to the routing protocols on the routers in communication networks. It would be also interesting to use local power information sensed by the power sensor of the power router as cost parameters in computation of the optimal routes between the sources and appliances. In the current implementation, switching between power inputs requires a momentary power interruption caused by mechanical relays. We are considering to optimize both hardware and software, or to install a battery as a power buffer. Another research direction is to implement various kinds of policies; for example, the policy that switches charging and discharging an EV with an estimated remaining amount of a battery from measured data at the charger and the router.

In order to maximize QoL of users with limited total power consumption, we have implemented a power allocation system that measures power consumption of appliances, computes optimal power allocation to appliances, and controls relays utilizing a smart outlet, as described in Chapter 7. The optimal power allocation is computed with the dynamic-programming based algorithm for the knapsack problem that maximizes total profit under the threshold of total power consumption. We have made experiments and evaluated time and memory required for computation, communication and relay control. The result shows that all of the operations can be done in practical time with embedded microcomputers in the smart outlets and the controller. As future work, we are considering to implement the system on the smart outlet network in real-life environments described in Chapter 5, and evaluate effects of the system for QoL of users, comparing with some other approach such as priority-based one. In order to do that, one of the most challenging problems is that we have to decide the profit values of appliances in dynamic situations. We are considering to decide them based on patterns of user’s activities and power consumption data of appliances collected in the real-life environments, to apply a probabilistic method for human behavior estimation from and power consumption patterns of appliances [94], or to adopt the analytic hierarchy process as proposed by Sianaki at al. Another essential problem is that there are some dependencies among appliances, for example it should not be practical to use a cleaner without a light. The power allocation problem with such constraints can be modeled as the precedence constraint knapsack problem, another variant of the knapsack problem, and we are considering to implement an algorithm for the problem [46] in our developed system.
Throughout this dissertation, we have discussed the design, analysis and application of algorithms for energy management in both theoretical and practical approaches. We hope that this research work will contribute to easier and more efficient energy management, especially in future daily lives of people.
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