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The thesis addresses a framework of a spoken dialogue system that navigates information of
text documents, such as news articles, based on statistical learning of semantic and dialogue
structure. Conventional spoken dialogue systems require a clear goal of the user, but this
assumption does not always hold. Moreover, domain knowledge and task flows of the systems
are conventionally hand-crafted. This process is costly and hampers domain portability.

In this thesis, a task of information navigation that handles ambiguous user queries is
proposed. The goal and procedure of the user are not well-defined, but the proposed system
probes potential information demands of the user and presents relevant information proactively
according to semantic similarity and dialogue context. The back-end domain knowledge of
semantic structure is statistically learned from the domain corpus in an unsupervised manner.
The proposed system has seven modules for information navigation. These modules are
controlled using a dialogue manager based on statistical learning of dialogue structure.

Chapter 2 introduces a scheme of information extraction, which is defined by the Predicate-
Argument (P-A) structure and realized in unsupervised statistical learning. A useful
information structure for information navigation depends on the domain, and the proposed
significance score based on the Naive Bayes model selects a set of important P-A structures
from the parsed results of domain texts. A preliminary experiment suggested that the
significance score effectively extracts important patterns.

Chapter 3 presents a novel text selection method for language modeling with Web texts for
automatic speech recognition (ASR). Compared to the conventional approach based on the
perplexity criterion, this method introduces a semantic-level relevance measure (significance
score defined in Chapter 2) with the back-end knowledge base used in the dialogue system. It
is used to filter semantically relevant sentences in the domain. Experimental evaluations in two
different domains showed the effectiveness and generality of this method. The method
combined with the perplexity measure results in significant improvement not only in ASR
accuracy, but also in semantic and dialogue-level accuracy.

Chapter 4 presents the spoken dialogue module that navigates not only exact information for
the user query, but also partially-matched information related to user interests. Based on the
information structure represented by the P-A structure, the dialogue module conducts question
answering and proactive information presentation. In conjunction with the P-A significance
score defined in Chapter 2, similarity measures of the P-A components are introduced to select
relevant information. An experimental evaluation showed that the proposed system makes
more relevant responses compared with the conventional system based on the *“bag-of-words"
scheme. The proactive presentation module was also implemented based on the relevance
measure to the dialogue history.




Chapter 5 addresses an empirical approach to managing the proposed spoken dialogue system
based on partially observable Markov decision process (POMDP). The POMDP has been
widely used for dialogue management and is formulated for information navigation as a
selection of modules. The POMDP-based dialogue manager receives a user intention and user
focus, which are classified by spoken language understanding (SLU) based on discriminative
models. These dialogue states are used for selecting appropriate modules by policy function,
which is optimized by reinforcement learning. The reward function is defined by the quality of
interaction to encourage long interaction of information navigation. Experimental evaluations
with real dialogue sessions demonstrated that the proposed system outperforms the
conventional rule-based system and the POMDP-based system that does not track the user
focus in terms of dialogue state tracking and action selection.

Chapter 6 concludes this thesis. The proposed system is designed and trained in a domain-
independent manner, so it can be ported to a variety of domains of the information navigation
task.
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