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SUMMARY  Differential games are considered an extension of optimal
control problems, which are used to formulate centralized control problems
in smart grids. Optimal control theory is used to study systems consisting
of one agent with one objective, whereas differential games are used to
formulate systems consisting of multiple agents with multiple objectives.
Therefore, a differential-game-theoretic approach is appropriate for formu-
lating decentralized demand-side energy management systems where there
are multiple decision-making entities interacting with each other. More-
over, in many smart grid applications, we need to obtain information for
control via communication systems. To formulate the influence of com-
munication availability, differential game theory is also promising because
the availability of communication is considered as part of an information
structure (i.e., feedback or open-loop) in differential games. The feedback
information structure is adopted when information for control can be ob-
tained, whereas the open-loop information structure is applied when the
information cannot be obtained because of communication failure. This pa-
per proposes a comprehensive framework for evaluating the performance of
demand-side actors in a demand-side management system using each con-
trol scheme according to both communication availability and sampling
frequency. Numerical analysis shows that the proposed comprehensive
framework allows for an analysis of trade-oft for decentralized and cen-
tralized control schemes.

key words: demand-side energy management, smart grids, differential
game, optimal control, information availability, decentralized control

1. Introduction

Smart grids are attracting a great deal of attention recently as
key technologies for efficient power management. A smart
grid is a power network in which various power sources
and consumers are connected and controlled using informa-
tion and communication technologies such as two-way com-
munication, control technologies, decentralized processing,
and sensor technologies. In conventional power grids, the
supply side manages power. On the other hand, in future
smart grids, distributed power sources such as photovoltaic
(PV) power systems will be installed in demand-side actors,
and in order to deal with these sources, demand-side actors
will be required to participate in power management. This
type of management is called “demand-side management.”
Many studies on demand-side management have been
conducted [1]-[13]. The control of electrical appliances has
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usually been investigated with respect to demand-side man-
agement [1]-[3]. For example, the optimal temperature set-
ting for air conditioning was scheduled according to day-
ahead pricing and temperature forecasts [1]. In demand-side
energy management systems, demand-side actors act inde-
pendently to achieve their purposes. To evaluate the com-
fortability of each demand-side actor, the concept “disutil-
ity” was introduced for systems comprising storage and a
renewable energy resource in [3]. In demand-side manage-
ment, keeping the supply-demand balance is important to
achieve stability in the power supply [4], [5]. In particular, in
[4], demand-side management in a large population regime
was focused on energy supply. In [5], efficient matching of
supply and demand was achieved using a prediction method
for heat demand. Other prediction methods for the output
of PV power systems have also been developed [6], [7]. The
research [6] outlines existing solar forecasting models and
evaluates various forecasting providers.

For analyzing smart grids, game theory has been
widely used [4], [13], [14] as well as optimal control theo-
retic approaches [8]-[12]. In partciular, there are some stud-
ies applying differential game theory to demand-side man-
agement [4], [14]. Using differential game theory, we can
discuss the situation when there are multiple agents acting
independently and interacting with each other. In particular,
in [14], a differential game was used for analyzing the inter-
action among different actors in demand-side management
through the dynamic model of market price.

By applying a differential game-theoretic approach,
this paper proposes a comprehensive framework for decen-
tralized control in smart grids (particularly focusing on in-
formation availability). In differential game theory, the con-
cept of “information structure” can directly compare the
performance with information and the performance with-
out information. Therefore, differential game theory is suit-
able for analyzing demand-side management when there are
multiple demand-side actors, taking into account commu-
nication availability. Introducing the concept of informa-
tion structure is the difference between the present study
and the previous studies using differential game [4], [14].
In [4], [14], information for control is assumed to be avail-
able, i.e., only the “feedback” information structure was
adopted. By contrast, it is possible that information is un-
available because of communication failures such as electri-
cal equipment failure and packet loss. Even in these cases,
demand-side actors do not necessarily stop managing and
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they might utilize other types of control. Thus, to dis-
cuss control schemes while taking communication availabil-
ity into account, we introduce two information structures,
“feedback” and “open-loop,” and apply these structures to
the cases where information is available and unavailable, re-
spectively.

As a system model, we introduce demand-side energy
management for PV systems and two decentralized control
methods: decentralized feedback control and decentralized
open-loop control. Decentralized feedback control is used
when information is available through communication sys-
tems. On the other hand, decentralized open-loop control is
used when information is unavailable. Both decentralized
control schemes are modeled using two information struc-
tures in differential game theory. For comparison, we also
introduce centralized control, which is discussed in terms of
optimal control theory. In all control schemes, the power
consumption of electrical equipment is managed while tak-
ing the actual and predicted PV output into account. The
purpose is to minimize electricity rates while maintaining
the occupants’ comfortability [3] and the overall supply-
demand balance [4]. Note that in this case, the sampling fre-
quency is the important factor, i.e., how frequently demand-
side actors manage power consumption per unit time. The
detailed analysis conducted here is different from those of
previous papers [15], [16].

The remainder of this paper is organized as follows.
In Sect.2, a demand-side energy management system and
three control schemes based on the communication state are
introduced. In Sect. 3, a differential game for decentralized
control schemes is introduced. In Sect. 4, the system is for-
mulated as a differential game and two decentralized control
methods are derived. In Sect. 5, an optimal control problem
is formualted for centralized control. In Sect. 6, numerical
analysis is performed and the control schemes using the cri-
teria of information availability and sampling frequency are
discussed. Our concluding remarks are provided in Sect. 7.

2. System Model
2.1 Demand-side Energy Management System

The model discussed in this paper is a simplified version of
the demand-side energy management system model intro-
duced in [3],[4]. This model comprises n buildings and a
power grid. As an example, Fig. 1 shows the model for the
case of two buildings. In each building, it is assumed that
there are electrical appliances whose power consumption is
controllable. Let the total power consumption of the electri-
cal appliances in building i (i € {1,...,n}) at time ¢ be de-
noted by p;(¢). In each building, there is also a photovoltaic
power generation system that produces electric power r;(¢).
In addition to the PV system, each building is provided with
power from the power grid. In some cases, however, build-

ings provide power to the grid. We define d;(¢) e pi(t)—ri(®)
as insufficient power (d;(t) > 0) or surplus power (d;(f) < 0)
for building i. If d;(r) > 0, building i buys power from the

IEICE TRANS. COMMUN., VOL.E97-B, NO.9 SEPTEMBER 2014

-

( Internet B

o —

Predicted power
from PV system

Predicted power
from PV system

" Distribution \
. Substation /)

1
1
1
1
1
Power from ¥

PV syste

Power from

Total amount of
the excess and
deficiency of power

Power Power
consumption consumption

Fig.1 Model of demand-side energy management system consisting of
two buildings.

power grid, and if d;(#) < 0, building i sells power to the
power grid at a unit electricity price €. Thus, the electricity
rate paid to the grid is written as ed;(t) = e(p;(t) — ri(?)),
where ed;(f) < O represents the income of building i, and
ed;(t) > 0 is the expense of building i. We define x(¢) to be
the total amount of insufficient power and surplus power for
all buildings over time ¢ as follows:

def

i)E D dilo), x(0) =0, 1)

Next, we discuss how the buildings select their power
management strategies. Each building aims to minimize
expenses paid to the grid when buying power to compen-
sate for insufficient power, i.e., each building attempts to
minimize ed;(t). In this case, the minimization of ed;(t) re-
sults in the minimization of power consumption p;(¢). How-
ever, if the electrical appliances are used for heating, this
can be difficult, as insufficient heating may be uncomfort-
able for the occupants. Thus, we introduce a term to pre-
vent insufficient heating. This term indicates the disutil-

ity [3] for consumers in building i, which is defined as
def

Di(pi(1) = Bi(Pitager — Pif))*, Where B; is a weight pa-
rameter and Pi,targel represents the target power consumption
value for building i. The disutility increases as the actual
power consumption p;(¢) deviates from the target value.
Based on [4], we consider the target value of the grid
power supply. If the PV power is less than the power con-
sumption of building i, the power grid supplies power to
building i. The demand should be similar to the supplied
power. We denote the target value of the power supplied
by the grid as S, and we introduce a term a;(x(T) — S )2 to
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balance the demand x(¢) and supply S, where «; is a weight
parameter for building i, and T represents the control end
time. Note that x(7') is the total power demand of all build-
ings at the control end time.

Given these factors, the cost for building i, J;, can be
defined as

def

T
5 [ [edht) i = pi0)]
+a;(x(T)=8)ie{l,...,n}. (2)

Recall that building i minimizes (2) by controlling p;(#).

In (2), a; is a weight parameter that reflects the impor-
tance of the entire supply-demand balance for building i. If
the value of «; is large, building i refrains from selfish power
consumption and attempts to maintain the supply-demand
balance. On the other hand, §; is a weight parameter that
reflects the importance of the comfortability of residents in
building i. If the value of §; is large, building i consumes
power to maintain the comfortability of residents.

As shown in (1), in this study, we assume a simple
model based on the first-order system, as in the previous
study [3], which discussed energy management within the
framework of optimal control theory. This assumption is
made because there are many studies that discuss energy
management using optimal control theory (e.g., [2], [3], [9],
[12]); thus, it is reasonable to assume a first-order system.
In addition to optimal control theory, in this study, we use
differential game theory, which is considered to be an ex-
tension of optimal control theory. In particular, we focus
on the comparison of control methods with respect to the
availability of x(#) within the framework of differential game
theory. Differential games are also generally formulated as
first-order systems [17]-[19]. Thus, it is reasonable to use
this simple model based on a first-order system.

In this model, each building determines its strategy for
power consumption before buildings start to control their
power. In this case, each building uses weather prediction
data instead of the actual weather, i.e., each building deter-
mines its future actions based on (2) and

s ) d

i€f{l,...,n}

= i) -,

x(0) =0, 3)

instead of (1), where 7;(¢) represents the predicted value of
ri(f). We assume that this predicted data are obtained via the
Internet. Then, after buildings start to control their power,
the actual power consumption is determined according to
the actual PV output and the strategy based on the predicted
PV output.

Next, we explain the dynamics of the proposed energy
management system. First, buildings plan their power con-
sumption to minimize (2) before control starts. After control
starts (¢ = 0), they consume power based on the strategy, the
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actual PV output, and the overall state x(¢). At each time,
if the power consumption of building i is more than the PV
output of building 7, building i buys power from the power
grid. If power consumption is less than PV output, building i
sells power to the grid. In the present model, we assume that
the power grid has infinite capacity, i.e., enough power to
sell/buy throughout the day. In this case, the state of power
in the power grid evolves according to the dynamics (1).

2.2 Communication State and Control Methods

All buildings are assumed to independently control their
power consumption, p;(?), i.e., they can turn their electrical
appliances on or off. When controlling p;(¢) to minimize (2),
the situation will depend greatly upon whether both build-
ings obtain information with respect to x(#). Each building
controls power consumption according to x(f) and its own
power consumption p;(f), if it obtains x(f) at each time f.
We refer to this control as “decentralized feedback control.”
By contrast, if each building does not obtain x(f) because
of communication loss, power consumption would only be
controlled based on both the last value of x(¢) that has been
obtained and p;(#). We refer to this control as “decentralized
open-loop control.”

For comparison, “centralized control” based on opti-
mal control theory is introduced. If all buildings act in a
coordinated manner, they are said to use “centralized con-
trol.” In centralized control, the power consumption of all
buildings is controlled simultaneously. Similar to decentral-
ized feedback control, centralized control can be used only
when buildings obtain information about x(f) at each time 7.

3. Decentralized Control

A promising approach to analyzing decentralized feedback
control and decentralized open-loop control is to apply feed-
back and open-loop information structures in a differential
game. In this section, we describe the differential game for
decentralized control. The following definitions and equa-
tions refer to [17]-[19].

3.1 Differential Game

A differential game is a framework for analyzing the actions
of multiple decision-making entities, known as “players” in
game theory. In a dynamic, continuous-time system, players
act independently to achieve their purposes. The action of
each player affects the overall state, and the state affects the
action taken by each player. Differential games are used
as extensions of optimal control problems. The situation in
which there is a single player with one objective function
is formulated as an optimal control problem, whereas the
situation in which multiple players interact with each other
for their own purposes is formulated as a differential game.

An n-person linear quadratic differential game is gen-
erally written as follows:
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min  Ji(y,uy,...,u,), Yie N, N ={1,2,...,n},

u;

J(y, Ug,... un)

=35 i i dr i @)
fo[qy + > ] +2qu,

JEN

St g0 =ay®) + y . buu(t) + c(0), y(0) = yo,
ieN

where a, b;,r;; € R, r;; > 0, g; 2 0, and g;r > 0. ¢(?) is the
given continuous function. [0, 7] represents time horizon of
the game. y(#) denotes the state of the game at time ¢, and
yo represents the initial state of y(¢). u;(#) denotes the action
of player i. J; represents the cost function of player i. In the
game (4), each player selects a strategy to minimize his/her
cost function.

3.2 Nash Equilibrium

As in general non-cooperative games, Nash equilibria are
defined in differential games. An action “1* that satisfies (4)
is known as an equilibrium action. A set of equilibrium ac-
tions (uf, ...,uy) is known as Nash equilibrium; it satisfies
the following condition:

* * *
J,-(y,ul,...,ui_l,u qu,...,un)

<Jiyul, .. oulupuly, ..y, Yie Noo(5)

At Nash equilibrium, the cost increases if players change
their actions independently. Therefore, players have no in-
centive to change their actions.

3.3 Information Structure

In differential games, both the strategy that each player se-
lects and the property of the Nash equilibrium depend on
the available information. The configuration of available in-
formation is known as an “information structure.” Typical
information structures are open-loop and feedback.

In an open-loop information structure, each player
knows the initial value of a state in a game and determines
his/her strategy as a function of the initial state and time 7.
This is written as 17;() = {yo}, where 7;(¢) represents the in-
formation about the game that the player has.

By contrast, in a feedback information structure, play-
ers determine their strategies using the state y(¢), i.e., n;(f) =

().

4. Relationship between System Model and Decentral-
ized Control

In this section, we formulate (2) and (3) as a differential
game. In addition, we derive open-loop Nash equilibria and

feedback Nash equilibria of the game.

4.1 Translation from System Model into Differential
Game

The system model described in Sect. 2 can be formulated as
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a differential game in which each building is a player, the
power consumption of its appliances is its strategy, and (2)
is a cost function that needs to be minimized. We define the
following additional variables:

() € x(0) -

def €
u;(t) = pi(t) — (Pi,target - ﬁ) s
i

(t) dEf Z( itarget — i - 7t(t)) s

ieN

[ glVCH ﬂl i [drget

T e\
—L [671‘(0 +Bi (Pi,target - 2_,31) } dr.

Using these variables, (1) and (2) are rewritten as follows:
min Ji, YieN,
T
Ji = Jigiven + f Biuit)* di + ay (T,
0
st = ) w0 + @),

ieN
y(0) =x(0)-S =-S.

(6)

For a general differential game (4), a solution is ob-
tained by solving the corresponding Riccati differential
equations. In the following sections, on the other hand,
equations and conditions are written based on the differ-
ential game (6) that captures our system model. Thus, the
equations corresponding to the Riccati differential equations
do not have constant terms.

4.2 Open-loop Nash Equilibrium

In this section, we solve a linear quadratic differential game
(6) with an open-loop information structure and derive the
open-loop Nash equilibrium based on [18].

We assume that the following differential equation
based on the Riccati differential game has a set of solutions
M;(1):

Mi(t) — M(t)Z

jEN

M(t)—

M(T)=2ai,ieN. (1)

Thus, the differential game (6) has an open-loop Nash equi-
librium solution as follows:

1
M;(t) = _2_,8-

where m; () represents the solution of the linear differential
equation:

[M;(y™ (1) + mi(D], i € N, ®)

sin(0) + Mi(D)e(t) — Mi(1) Z (1) =0

jGN
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mi(T)=0,ie N, (9)

and y* (¢) represents an equilibrium trajectory generated by

y* (1) = ©(t,0)yo +j(; O(t, o)y (o)dor,

@, 0) = F(t)(D(t o), O(o,0) =1, (10)
F(t) = — Mi(1),
X
Y =c) = ) —m?).
§ 2B;

As shown above, the open-loop Nash equilibrium (8) is a
function that depends on the initial state yo and time ¢, as
mentioned in Sect.3.3. We would like to mention that in
decentralized open-loop control, building i acts according
to (8).

Next, we discuss the existence of the solution of the dif-
ferential equation (7). We assume that M;(?) X jen ﬁ/M (@

. . . L M) Xjen 5 M)
is continuous and that the partial derivative —

exists and is continuous. In this case, according to the fun-
damental existence-uniqueness theorem [19], (7) has a solu-
tion. Note that the existence of the solutions of the follow-
ing differential equations (9), (11), (14), (18), and (19) can
be determined in the same way.

4.3 Feedback Nash Equilibrium

In this section, we solve the linear quadratic differential
game (6) for a feedback information structure and derive the
feedback Nash equilibrium using [18].

We assume that the following differential equation has
a set of solutions Z;(¢):

y ' 1 2 _
Z:1) + 2Z(0)F (1) + z—ﬁiz,-(t) =0
Z(T) = 2a;, i€ N. (11)

Fi () is written as follows:

F@t) = — 1 (F). (12)
2

Thus, the differential game (6) has a feedback Nash equilib-

rium solution as follows:

—%&[zimy(z) SO iEN, (13)

where (;(f) represents the solution of the linear differential
equation:

u(ty) =

&0 + FOG(0) + Zi(0p) + %, Lz (&) =
GIT)=0,ieN, (14)

where () is written as:
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B =)= = 25,40 (15)

ieN

As shown above, the feedback Nash equilibrium (13)
is a function that depends on the game state y(¢) at each time
t, as discussed in Sect. 3.3. Note that in decentralized feed-
back control, building i acts according to (13).

5. Centralized Control

A suitable approach to analyze centralized control is to be
formulated as an optimal control problem [18]. Optimal
control theory is a framework for analyzing the action of a
decision-making entity in a dynamic system that varies ac-
cording to the control input. Unlike a differential game, this
problem involves one decision-making entity with one cost
function that needs to be minimized.

Using (6), the system model described in Sect. 2 can be
formulated as a linear quadratic optimal control problem in
which the cost for all buildings, i.e., >};cn Ji, is a cost func-
tion of this optimal control problem. This optimal control
problem can be written as follows:

min  J(y,u),
1 T
Jy@®),u(n) = 3 f u()TRu(r)ds
0

1
+ 5y(T>Tny(T>

+ ]i, ivens (16)
ZN .
)
0
s.t.  y@) =Bu() +c@), y0)= e
0
where
(1) y(t)
u(r)-l ‘,y@— |
up (1)
2 en @) 0 -+ 0 o(n)
0 0o --- 0 0
Qf: : ,C(l)— 5
0 0 0 0
1 1 261 0 0
0 0 0 28 0
B=\. . .|:R=|. : ) K
0 .. 0 0 0 - 2

where u(?), y(t), and ¢(r) e R". Q¢, B, and R € R™".
The solution of this optimal control problem is written
as follows:
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u*(t) = —R'BT[S(y() + k(D)], i € N, (17)

where S(7) € R™" and k(r) € R” satisfy

S() - S()BR™'BTS(1) = 0,
S(T) =Qy, (18)

k@) — (BR™'BTS()" k(r) + S(1)c(r) = 0,
KT)=0. (19)

As shown above, similar to the case of decentralized feed-
back control, the optimal control function (17) depends on
the game state y(¢) at each ¢.

6. Numerical Analysis

In this section, first, we numerically analyze the perfor-
mance of both decentralized open-loop control and decen-
tralized feedback control for the model introduced in Sect. 2.
This study derives equilibrium strategies by defining the
time horizon as one day and the frequency of control as
once every half hour. Based on the discussion in Sect.2.2,
when the communication fails at the beginning of the day
and is not restored all day, decentralized open-loop control
is adopted. On the other hand, when the communication
state is normal throughout the day, decentralized feedback
control is adopted. Note that when the communication state
is normal throughout the day, decentralized open-loop con-
trol can also be used with only the information obtained at
time t = 0. Then, we compare decentralized control with
centralized control. When the communication state is nor-
mal throughout the day, centralized control is used.

The control procedure has two stages. First, building
i makes a plan u*(f) using the predicted data 7;(¢) before
t = 0. Then, during ¢t € [0,T], the actual power con-
sumption is determined according to both ul.*(t) and actual
weather data r;(f). Therefore, with decentralized open-loop
control, building 7 determines its action using (8). With de-
centralized feedback control, building i determines its action
using (13). With centralized control, building i determines
its action using (17).

With respect to Nash equilibrium solutions, we explain
how to solve the differential equation, e.g., (7). First, the
time horizon [0, T'] is divided into L intervals. Then, using
a given terminal condition and the differential equation (7),
the gradient at r = T, Mi(T), is calculated. Next, using
M;(T) and M;(T), the value att = (1-1/L)T, M;((1-1/L)T),
is calculated. Finally, in the same way, M;((1 — [/L)T) and
Mi((1 - 1/L)T)(I € {0,...,L)) are determined. Note that
other differential equations can be solved in the same way.

6.1 Parameters
The parameters used in the system model are summarized

in Table 1. We set the time horizon [0, 7] as one day, i.e.,
T = 24h. The interval of control is set as 30 min, i.e.,
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Table 1  Parameters.
@; 0.80JPY/(kWh)?
Pitarger  1.40kW
S 10kWh
€ 22JPY /kWh
T 24h
L 48
n 2
8 T -
Y Sunny day
= oL
0 L L L
0 4 8 12 16 20 24
t(h)
8 T -
6l Cloudy day
2 4f
Tl rM’\-
0 L L V3
0 4 8 12 16 20 24
t(h)
8 "Rainy day
el ainy day
2 4t
= oL |
0 '_a_lm_a_ﬂm_a_a_.
0 4 8 12 16 20 24
t(h)

Fig.2  Amount of power obtained from a photovoltaic power
system depending on weather.

L = 48. In addition, we set the number of buildings to two,
for the sake of simplicity. Note, however, that this model
is scalable in terms of the number of buildings. Figure 2
shows three patterns of power obtained from a PV power
generator depending on the weather. These datasets were
obtained from a PV power generator in a building at Kyoto
University. For the sake of simplicity, the conditions are
assumed to be the same for both buildings, i.e., the perfor-
mances of both buildings are the same. The reason for this
simplification is that this study aims to provide a framework
for discussing centralized/decentralized control for demand-
side energy management systems and to present a trade-off
analysis between them, not a detailed performance analysis
of them.

6.2 Performance with Decentralized Control

We first compare the performance of decentralized open-
loop control and decentralized feedback control. The perfor-
mance depends on both the predicted weather and the actual
weather.

Table 2 summarizes the difference between the costs
of decentralized open-loop control Cor and those of de-
centralized feedback control Cgg, i.e., CoL. — Crg. These
costs correspond to J; in (2). The parameter §; is set to
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Table 2
h/(kWh)?).

Difference in the costs Cor, — Crs (JPY) (8; = 30JPY -

Predicted weather
Sunny Cloudy  Rainy
Sunny —135.97 25342 44044
Cloudy 31091 1.33 0.28
Rainy 555.24 4030 -15.87

Actual weather

Table 3
h/(kWh)?).

Difference in the costs Cop — Cgg (JPY) (8; = 40JPY -

Predicted weather
Sunny Cloudy  Rainy
Sunny -110.48 174.05  309.89
Cloudy 249.25 1.65 -6.41
Rainy 441.93 3790 -12.35

Actual weather

30JPY - h/(kWh)>2.

We can see from Table 2 that Cgg is lower than Coqy,
in most cases, whereas Cg, is small when the predicted
weather corresponds to the actual weather, especially when
the predicted weather and actual weather are both sunny (or
rainy). This is because of “the time consistency” [19] as fol-
lows. With decentralized open-loop control, buildings de-
termine all their strategies before they start to control power
consumption. Therefore, when the actual weather corre-
sponds to the predicted data, the control is drastic and effi-
cient without serious loss. However, determining all actions
before the start of control means that decentralized open-
loop control is vulnerable to unexpected changes.

As a result, decentralized open-loop control does not
work well, and the cost increases if the predicted weather
does not correspond to the actual weather. By contrast, with
decentralized feedback control, buildings determine their
actions at each time; therefore, its control is resistant to un-
expected changes. As a result, even if the predicted weather
is different from the actual weather, decentralized feedback
control works well and the cost decreases.

To discuss the impact of the parameter §;, we set §; to
40JPY - h/(kWh)2. The results are summarized in Table 3.
This table shows that the difference Cop, — Cpg changes to
some extent, but the overall trend does not change. Thus, the
parameter 3; does not seriously affect the trade-off between
these two control schemes.

6.3 Comparison of Decentralized Control and Centralized
Control

Next, we numerically analyze the performance of the three
control schemes. In this section, the two buildings are as-
sumed to obtain information about x(#) via communication
systems at all times.

6.3.1 Performance when Predicted Weather Condition
Corresponds to Actual Weather Condition

We analyze the performance of both buildings within the
accurately predicted data, i.e., r;(f) in (1) is assumed to be
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Fig.3  Costs of each building as a function of the parameters (predicted

weather: sunny, actual weather: sunny) (decentralized control: cost = J;,
centralized control: cost = (J1 + J2)/2).

equal to 7;(¢) in (3); for example, both the predicted and ac-
tual weather conditions are sunny.

Figure 3 shows the cost based on 8; when r;(t) = 7;(?),
where the data are those for the sunny day shown in Fig. 2.
The value shown for centralized control is half that of J(y, u)
in (16), i.e., (J1 + J2)/2, and equal to the value for one build-
ing. Thus, the power consumption and costs shown in all
figures and tables in this study are for one building.

In Fig. 3, within the range of §;, the cost is always the
highest when using decentralized feedback control and low-
est when using decentralized open-loop control. Therefore,
when the predicted weather condition corresponds to the
actual weather condition, decentralized open-loop control
works more efficiently.

In addition, note that the values of Cpp are negative
when g; is small. As shown in (2), the negative cost implies
that the value of the electricity rates ed;(t) = e(p;(t) — ri(1))
are negative and their absolute values are larger than that of
the disutility 8;(P; target — pi(®)? and the supply-demand bal-
ance a;(x(T) — S)2. In other words, while keeping their res-
idents’ comfortability and the overall supply-demand bal-
ance, buildings suppress electricity consumption and sell a
great deal of PV power.

6.3.2 Performance when Predicted Weather Condition is
Different from Actual Weather Condition

In this section, we discuss the situation wherein the pre-
dicted weather condition is different from the actual weather
condition. In this situation, it is estimated that decentralized
feedback control and centralized control outperform decen-
tralized open-loop control because the former two control
schemes are based on actual weather.

Figure 4 shows the cost based on 3; where 7;(¢) is the
data for a rainy day and 7;(¢) is the data for the sunny day
shown in Fig.2. Figure 4 shows that within the range of
Bi, the cost is always higher when using decentralized open-
loop control than when using the other schemes. The cost
is high for decentralized feedback control if S; is small. By
contrast, decentralized feedback control manages the power
consumption well otherwise.
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Note that the performance of these schemes highly de-
pends on parameters particularly when the actual weather
is different from the predicted weather. In addition, decen-
tralized feedback control is a solution of the optimization
problem (6), whereas centralized control is a solution of the
different optimization problem (16). Thus, it is not clear
which control scheme more effectively suppresses the cost,
decentralized feedback control or centralized control.

6.4 Impact of Sampling Frequency on Performance

In previous results, houses determine power consumption
once every half hour. In this section, we discuss the sam-
pling frequency, i.e., how many times buildings determine
and adjust power consumption per hour. The impact of the
sampling frequency on the performance depends on the fre-
quency of the weather data. In Fig.2, the maximum fre-
quency on a rainy day is larger than that of other days. As
an example, we show the impact when the data for a sunny
day are used as the predicted weather and the data for a rainy
day are used as the actual weather in Fig. 5. The horizontal
axis represents the sampling frequency. The vertical axis
represents the cost for buildings.

IEICE TRANS. COMMUN., VOL.E97-B, NO.9 SEPTEMBER 2014

In Fig. 5, the cost changes randomly (particularly if the
sampling frequency is low) because of the lack of sampling
frequency compared to the frequency of weather data. In
this case, houses cannot compensate for drastic changes in
the PV output on a rainy day. On the basis of these figures,
adjusting power consumption approximately 10-20 times
per hour is sufficient.

7. Conclusion

In this study, we proposed a game-theoretic framework for
analyzing control schemes in a demand-side management
system on the basis of communication availability and sam-
pling frequency. In our system, we discussed power con-
sumption control in buildings with PV power generators.
We introduced differential game theory and optimal con-
trol theory for both decentralized and centralized control
schemes. Our numerical analysis reveals that when informa-
tion for control is available, decentralized feedback control
is more robust, i.e., decentralized feedback control works
well even if the predicted data are not accurate. When infor-
mation is unavailable, only decentralized open-loop control
can be used. This control scheme works well if the pre-
dicted data is highly accurate. Moreover, control becomes
more stable as sampling frequency increases; however, it is
not necessary to increase the sampling frequency to a great
extent.

Although we have analyzed the case of two demand-
side actors and some fixed parameters for simplicity, we
would like to emphasize that the proposed framework us-
ing differential game theory and optimal control theory is
scalable with respect to the number of buildings and time-
dependent parameters. We hope that the results presented
in this paper will provide a useful insight into the design of
decentralized demand-side energy management systems.
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