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Giant Nernst and Hall effects due to chiral superconducting fluctuations
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We consider the Nernst and Hall effects in the fluctuation regime of chiral superconductors above transition
temperatures, that are raised not by the conventional Lorentz force but by a mechanism that is an analog of the
anomalous Nernst or Hall effects, i.e., asymmetric scattering due to chiral superconducting fluctuations. It is found
that these effects can be gigantic for cleaner samples compared to conventional ones, exhibiting qualitatively
distinct behavior. The results provide systematic and comprehensive understanding for recent experimental
observations of the Nernst effect in a clean URu2Si2 sample, which is suggested to be a chiral superconductor.
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I. INTRODUCTION

In a certain class of superconductors, fluctuations toward
ordered states above transition temperatures give rise to
dramatic effects on many-body electron states. It is known that
a powerful probe for such phenomena is the Nernst effect [1,2].
In ordinary metals in the normal state, the Nernst signal is gen-
erally weak owing to the Sondheimer cancellation [3,4]. Thus,
a large Nernst signal near and above transition temperature
Tc implies superconducting fluctuation contributions such as
short-lived Cooper pairs [5] and Josephson electromotive force
due to the vortex motion [6,7].

In this paper, we propose that a quite distinct mechanism of
the giant Nernst and Hall effects is possible in clean samples of
chiral superconductors, where time-reversal symmetry (TRS)
is spontaneously broken and total angular momentum carried
by Cooper pairs is nonzero. In chiral superconductors, below
Tc, the intrinsic magnetic field induced by Cooper pairs
with relative angular momentum, i.e., chirality, causes exotic
transverse transport phenomena under zero external magnetic
field, such as the Kerr effect [8,9], which was observed
in Sr2RuO4 [10], and the anomalous thermal Hall effect,
which was theoretically predicted [11–13]. It is natural to
expect that also in the superconducting fluctuation regime
above Tc, characteristic transverse transport phenomena can
be induced by fluctuations of the chiral Cooper pairs. We
investigate this possibility and clarify a mechanism of the
anomalous Nernst and Hall effects above and near Tc, caused
by chiral superconducting fluctuation (CSF). In this scenario,
quasiparticles are scattered asymmetrically by fluctuating
Cooper pairs with angular momentum, even without Lorentz
force, and then such effects can be regarded as an analog
of the skew-scattering process of the anomalous Hall effect,
which is caused by a spin-orbit coupling involving impurity
scattering [14], but a major difference is that the scattering
kernels are dynamical in this case.

There are several candidate systems for chiral supercon-
ductors such as Sr2RuO4 and URu2Si2 [15–23]. Among them,
the heavy-electron superconductor URu2Si2, whose pairing
symmetry is suggested to be chiral dzx ± idzy [16–18], is
one of the most promising systems for the realization of the
above-mentioned mechanism, because, for this system, strong
superconducting fluctuation effects have been experimentally
observed, which may be attributed to small energy scale raised
by heavy effective mass and the reconstruction of electronic

structures in the so-called hidden order phase [24]. Thus,
in this paper, we mainly focus on this system, though our
theory is also applicable to other chiral superconductors such
as Sr2RuO4 with minor modifications.

The organization of this paper is as follows. The model
system mainly considered in this paper is given in Sec. II. In
Sec. III, the results of the Nernst and Hall effects which are
raised by asymmetric scattering due to chiral Cooper pairs are
presented. We discuss some important features of these results,
such as the dependence of the conductivity tensors on the
relaxation time of quasiparticles and temperature, in Sec. IV.
Implications of our results for experiments are given in Sec. V.
We also consider the case of Sr2RuO4 in Sec. VI. In Sec. VII,
we discuss paramagnetism induced by chiral superconducting
fluctuations. Our summary is given in Sec. VIII.

II. METHOD AND MODEL

Our approach is based on microscopic model calculations
utilizing linear response theory. The Hall conductivity is given
by the Kubo formula. On the other hand, for the Nernst effect,
one needs to take account of contributions from magnetization
M in addition to those from the Kubo formula [25–28].
Then, the Nernst conductivity is ααβ = αKubo

αβ + α
mag
αβ ,α

mag
αβ =

εαβγ Mγ /T . Here, αKubo
αβ is the Kubo term given by the heat

current–charge current correlation function.
The Hamiltonian with which we start is an effective model

for the superconducting state of URu2Si2, with the pairing
symmetry of the Eg representation of the point group D4h [29]:

H =
∑
kσ

ξkc
†
kσ ckσ − g

∑
k,k′,q

V (k,k′)c†k+ q
2 ↑

× c
†
−k+ q

2 ↓c−k′+ q
2 ↓ck′+ q

2 ↑, (1)

where, for simplicity, we take a spherical Fermi surface, ξk =
k2/2m − μ, and V (k,k′) = 15(kzkxk

′
zk

′
x + kzkyk

′
zk

′
y)/k4

F is
the effective pairing interaction in the dzx and dyz chan-
nels. It is the model for the chiral dzx ± idzy supercon-
ducting state. In the chiral superconducting phase, TRS
is spontaneously broken and the gap function takes the
form �(k) ∝ kz(kx + iky) or [kz(kx − iky)], which is caused
by an effective attractive interaction, V +(k,k′) = φ(k)φ†(k′)
or V −(k,k′) = φ†(k)φ(k′)], where the pairing symmetry
function reads φ(k) = √

15/2kz(kx + iky)/k2
F . Note that
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V (k,k′) = V +(k,k′) + V −(k,k′). The channel V +(−) is as-
sociated with the chirality C = +1 (−1), and each channel
breaks TRS. However, we concentrate on transport phenomena
above Tc, in the fluctuation regime, where two channels are
degenerate, and therefore TRS is not spontaneously broken.

III. NERNST AND HALL EFFECTS

Generally, to induce transverse transport phenomena such
as the Nernst and Hall effects, it is necessary to break TRS.
In fluctuation regimes above Tc, TRS is not spontaneously
broken, and then a magnetic field is necessary to break TRS.
Due to a magnetic field, the Lorentz force on quasiparticles and
fluctuating Cooper pairs is generated and causes conventional
transverse transport phenomena [30]. In addition, in the case
of chiral superconductors, the magnetic field also causes
“polarization” of chirality due to a magnetic field–chirality
(MC) coupling; i.e., the difference in the weights of two
superconducting fluctuation channels is induced. The chirality-
polarized superconducting fluctuations give rise to asymmetric
scattering of electrons resulting in the anomalous Nernst and
Hall effects (ANE and AHE) without Lorentz force, which are
the main subjects of this paper [see Eqs. (4)–(6) below, which
constitute the main results].

First, we discuss the chirality polarization by evaluating the
superconducting fluctuation propagator. Under a uniform mag-
netic field H = (0,0,H ), the fluctuation propagators of chiral
dzx ± idzy channels (correspond to C = ±1, respectively) is
given by (the derivation is described in Appendix A)

L̃−1
C (x, y,ωq ; H ) = −δ(x − y)

g
+ �̃C(x, y,ωq ; H ), (2)

where �̃C(x, y,ωq ; H ) is the bare particle-particle susceptibil-
ity (BPS), which is decomposed into the chirality-independent
term [the first term of Eq. (3)] and the chirality-dependent term
[the second term of (3)]:

�̃C(x, y,ωq ; H ) = e−i2e(x, y)

[
�(x − y,ωq ; H )

−C
5eH

4k2
F

�′(x − y,ωq ; H )

]
, (3)

where � and �′ are “core” bare BPSs which preserve
translation, gauge, and c-axis rotation invariances [31–33], ωq

is the bosonic Matsubara frequency, and the phase, (x, y) =∫ y
x A(r)d r , is defined as an integral of the vector potential

along a straight line. The precise expressions of � and �′
are given in Appendix A. Note that this expression (3) is
applicable to arbitrary magnitude of magnetic fields and for
any gauge conditions. The remarkable point of (3) is that the
amplitude of the BPS is changed by the MC coupling via
the chirality-dependent term, −C(5eH/4k2

F )�′. As a result,
the MC coupling raises (lowers) the transition temperature of
the C = −1 (+1) state, which has orbital magnetic moment
parallel (antiparallel) to the c axis, in contrast to the phase ,
which reflects the orbital depairing effect, and always lowers
the transition temperature [34]. Moreover, the MC coupling
induces paramagnetism, discussed later.

Using the fluctuation propagator, Eq. (2), we calculate the
Nernst and Hall conductivities. Note that up to the linear order

FIG. 1. Upper panel: AL, MT, and DOS diagrams. The AL and
DOS diagrams have the mirror image counterparts. Wavy lines and
curly lines with crossed circles represent the fluctuation propagator
in zero magnetic field, L, and the chirality-polarized one, L̃′

C ,
respectively, where their definitions are given in Appendix B. Solid
lines with arrows are the one-particle Green’s functions. Open circles
represents electric current vertex, and bullets represent energy current
vertex (electric current vertex), for αxy (σxy). Lower panel: Diagrams
in which the information of the chirality disappears. Shaded circles
represent any diagrams without fluctuation propagators and the two
current vertices are inserted into any propagators.

in H , we can systematically separate whole contributions into
two parts: one corresponding to the conventional contribution
due to Lorentz force on quasiparticles and fluctuating Cooper
pairs, and the other one associated with the ANE and AHE
caused by asymmetric scattering due to CSF. As will be shown
below, the latter contribution dominates over the former one
for clean samples. Thus, we focus on the latter in the following.
We sketch briefly a basic idea of the derivation for the Nernst
and Hall conductivities (see Appendix B for the details). It
is found that the three diagrams which give leading-order
contributions in conventional theories, i.e., the Aslamazov-
Larkin (AL), Maki-Thompson (MT), and density-of-states
(DOS) diagrams (upper panel in Fig. 1) [30], do not contribute
in the absence of Lorentz force, and generally, all contributions
from diagrams belonging to the classes of the lower panel in
Fig. 1 are zero. The reason is that the cancellation of skew
scattering occurs between electrons and holes (the details in
Appendix B). The lowest order diagrams which do not belong
to these classes and give nonzero contributions are depicted in
Fig. 2. In these diagrams, scattering processes due to electron-
electron interaction represented by a renormalized four-point

FIG. 2. Diagrams which contribute to the ANE and AHE raised
by the CSF mechanism. The double lines represent the renormalized
four-point vertex, W (k,ωj ).
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vertex, W (k,ωj ) (double line), which disturb the above-
mentioned cancellation of skew-scattering, are included. To
carry out calculations explicitly, we postulate a simple model:
W (k,ωj ) = W0/(1 + |ωj |/�), i.e., an interaction mediated
via a short-range antiferromagnetic spin fluctuation, where
W0 is a constant and � is the energy scale of spin fluctuations.
In fact, for URu2Si2, a short-range antiferromagnetic spin
fluctuation exists in the hidden order phase as clarified by
inelastic neutron scattering measurements [35,36]. Thus, the
above assumption for W (k,ωj ) is legitimate. However, we
stress that our final results are qualitatively not changed by the
specific form of W (k,ωj ), as will be discussed later.

Then, we obtain the Kubo terms of the Nernst and Hall
conductivities in the clean limit, near Tc, and in the linear
order of H (the details of the calculation are described in
Appendix B):

αKubo
xy chiral

H
= f

(
2πT
�

)
2304

τ 2e2W0v
4
F �

ξ 4gk2
F T 2

(
1 − 3π

4

√
ε

ξ�

)
, (4)

σxy chiral

H
= 5f

(
2πT
�

)
1152

τ 2e3W0v
3
F �

ξ 4gk3
F T

(
1 − 3π

4

√
ε

ξ�

)
. (5)

Here, ε = log T/Tc, vF is the Fermi velocity, ξ =√−ψ ′′(1/2)/6(vF /4πT ) is the coherence length, ψ is the
digamma function, τ is the electron scattering time due to
impurities and electron-electron scattering, � is the cutoff of
the momentum of the superconducting fluctuation propagator,
which is the same order as 1/ξ , and f (2πT/�) is a dimen-
sionless function, whose definition and numerical estimations
are given in Appendix D.

Now, we discuss the magnetization contribution. The
magnetization due to chirality-polarized superconducting fluc-
tuations is of interest not only because of its contribution to
the Nernst effect, but also because of its unique magnetic
property; i.e., the polarization of CSF causes paramagnetism in
contrast to diamagnetism due to fluctuating Meissner currents
observed in general superconductors [30]. The calculation
is performed with the free energy of chiral superconductors
above Tc: F [H ] = T

∑
ωq,C=±1 Trln[− ˆ̃L−1

C (ωq ; H )], where
ˆ̃L−1

C (ωq ; H ) is the matrix whose indices are spatial coordinates,
x and y, and matrix elements are given by Eq. (2). From
this free energy, we obtain the magnetic susceptibility χ =
χdia + χchiral (Appendix E), where χdia is the diamagnetic
term due to fluctuating Meissner currents observed in general
superconductors [30,37], and χchiral is the paramagnetism term
mentioned above. Then, the magnetization current contribu-
tion inherent in chiral superconductors is

α
mag
xy chiral

H
= χchiral

T
= 25e2

64πk4
F ξ 3[N (0)g]2ε1/2

. (6)

The total anomalous Nernst conductivity due to CSF is given
by the sum of Eqs. (4) and (6), which constitute our main
results.

IV. DISCUSSIONS OF EQUATIONS (4), (5), AND (6)

We now discuss several important features of Eqs. (4)
and (6). The critical behavior of the magnetization current
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FIG. 3. (Color online) αxy raised by the CSF mechanism versus
T/Tc for several values of RRR. The magnitudes of αxy are
normalized by the value of the most clean one at Tc, ᾱxy :=
αxy(Tc; RRR = 1000). We used the material parameters of URu2Si2.

contribution, (6), given by ∝ (T − Tc)−1/2, is the same as that
of the AL term of the Nernst conductivity [5,38]. On the other
hand, the critical behavior of the Kubo contribution, (4), is
less singular, ∝ (const. − √

T − Tc). However, we note that
the dependence on scattering time τ of Eq. (4), which is pro-
portional to τ 2, is quite distinct from any fluctuation-induced
corrections to the Nernst coefficient previously studied so far.
For instance, there is no τ dependence in the contribution
to αxy obtained by dynamics of boson fields (i.e., fields of
Cooper pairs), such as the scenarios of short-lived Cooper
pairs [5] and the vortex motion [6]. This is simply because that
dynamics of bosons do not involve quasiparticle scattering
time. Also, it is known that contributions from electron
dynamics influenced by the fluctuation boson field, including
the MT and DOS terms, do not yield τ -dependent αxy [39,40].
Thus, for sufficiently clean samples with large τ , the Kubo term
αKubo

xy chiral of the CSF mechanism significantly dominates over
the conventional Nernst conductivity raised by Lorentz force.
Also, because of the τ dependence, αKubo

xy chiral is much more
enhanced than the magnetization term (6) for cleaner samples.
Thus, the leading term of the Nernst conductivity for clean
chiral superconductors is given by αKubo

xy chiral. The unusual τ

dependence of αKubo
xy chiral combined with an increasing behavior

for T approaching Tc, as shown in Eq. (4), characterizes
the distinct feature of the CSF mechanism. In Fig. 3, we
plot typical temperature dependencies of Eq. (4) for several
values of τ parametrizing the residual resistivity ratio (RRR)
of samples. Here, we used material parameters of URu2Si2,
and the calculation was achieved by using an approximation
scheme explained in Appendix F. In Fig. 3, αxy exhibits
remarkably strong enhancement in the vicinity of Tc for cleaner
systems. It is an intriguing feature to test our theory for real
materials. On the other hand, the Hall conductivity, Eq. (5),
has the same characteristic τ dependence, ∝τ 2, as αKubo

xy chiral,
and, moreover, is nonzero even when the electronic band is
particle-hole symmetric. This point is quite different from
conventional contributions derived from the time-dependent
Ginzburg-Landau equation or, equivalently, the AL term [41].
However, it would be rather more difficult to detect the Hall
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effect than the Nernst effect, because normal Hall currents of
Fermi-liquid quasiparticles dominate for charge transport.

The τ dependence of (4) and (5) can be also understood
as follows. In our mechanism, the Nernst and Hall effects are
caused by the asymmetric (or skew) scattering processes of
quasiparticles due to CSF. Contributions from such asym-
metric scattering processes to off-diagonal components of
transport tensors, e.g., αxy , σxy , spin Hall coefficient, and
so on, are proportional to τ 2/τskew, where τ is the scattering
time due to whole scattering processes and τskew is that due
to asymmetric scattering processes. This relationship can be
derived phenomenologically by using the Boltzmann equa-
tion [14,42]. In our case, the scattering kernels which cause the
skew scattering are not impurities but CSF. Therefore, τskew is
independent of the purity of the system, and then αxy,σxy ∝ τ 2,
in contrast to the AHE raised by impurity skew scattering, for
which τskew ∝ τ .

Now, we discuss to what extent our results depend on the
functional form of W (k,ωj ) (see Appendix G). We confirmed
that the τ dependence of Eqs. (4) and (5) in the clean limit
is not changed by the specific form of W (k,ωj ). However,
the magnitude of the transport coefficients depends on it: the
contributions are decreased as the momentum-dependence of
the interaction is stronger.

Here, we comment on a possible relation between our
mechanism and the Berry phase (see Appendix H). The Berry
curvature of chiral superconductors is proportional to the
square of the superconducting gap amplitude �2 for small |�|,
and hence, the Gaussian superconducting fluctuation above Tc

is related to the Berry phase fluctuation. Also, our scenario is
applicable to the Rashba s-wave superconductors, where our
mechanism is raised by nonchiral s-wave superconducting
fluctuations, which induce effective CSF associated with
the Berry curvature. These observations suggest that the
Berry phase fluctuation may play an important role in our
mechanism.

V. IMPLICATIONS FOR EXPERIMENTS

We discuss the implication of our results for experiments.
The Nernst effect is observed by measuring the Nernst coef-
ficient νNE. Since the longitudinal conductivity is dominated
by the Fermi liquid contribution, σn

xx , and also, for URu2Si2,
αxy/σ

n
xx � S tan �H , where S is the Seebeck constant and

�H is the Hall angle [43], νNE ≈ νNE n + νNE Fluc, where νNE n

is the Fermi liquid contribution, and νNE Fluc = αFluc
xy /σ n

xxH

with αFluc
xy the superconducting fluctuation term. As mentioned

above, αxy due to conventional fluctuation mechanism does
not depend on τ , and thus νNE Fluc ∝ τ−1 for nonchiral
superconductors, which implies that this effect is suppressed
for cleaner samples with larger τ [44]. In contrast, the CSF
mechanism gives νNE Fluc

chiral ∝ τ 1 and, therefore, it is more
enhanced for cleaner samples. Recently, the measurement of
the Nernst effect for clean samples of URu2Si2 with different
values of RRRs was carried out by the Kyoto group [43].
They found that the Nernst coefficient above Tc is strongly
enhanced in cleaner samples. Therefore, our scenario provides
a promising explanation for this behavior.

VI. APPLICATION TO Sr2RuO4

In this paper we concentrate on the application of our
scenario to URu2Si2. However, our theory is applicable to
any chiral superconductors with electron correlation. In this
section, we consider the application to Sr2RuO4, which is
a candidate for a chiral p + ip superconductor [15]. This
material is a strongly correlated system with spin fluctua-
tions [45]. Therefore, also in this material, we can expect that
our mechanism works. Moreover, as shown in Appendix G, the
contribution to αxy due to this mechanism is proportional to
1/(T − Tc) in the vicinity of Tc, where this critical behavior is
the same as that due to the AL mechanism in two-dimensional
superconductors [5]. However, it is noted that the Ginzburg
parameter of Sr2RuO4, G

Sr2RuO4
i , is one order smaller than

that of URu2Si2. In fact, we have G
Sr2RuO4
i = 7ζ (3)

32π3kF ξ
∼ 10−5,

where we have used kF ∼ 0.75 Å−1 of the γ band and
ξ ∼ 660 Å [15]. On the other hand, the Ginzburg parameter
of URu2Si2 is G

URu2Si2
i ∼ 10−4 [24]. Thus, the temperature

range for which fluctuation effects are prominent may be
narrower for Sr2RuO4, compared to URu2Si2. Furthermore,the
magnitudes of αxy and σxy due to the chirality fluctuation
depend on the strength of electron correlation expressed by
W (k,ωj ), and electron correlation effects in Sr2RuO4 may
be weaker than that of the f -electron-based heavy-fermion
system URu2Si2, in which effective mass enhancement mea-
sured from the specific-heat coefficient is much larger. Thus,
the experimental detection of the ANE and AHE of our
scenario for Sr2RuO4 may be more difficult than the case
of URu2Si2.

VII. QUANTITATIVE ESTIMATION OF THE
CSF-INDUCED PARAMAGNETISM

In this section, we comment on the possibility of the ob-
servation of the CSF-induced paramagnetism, χchiral. We focus
on UR2Si2 and Sr2RuO4. For these chiral superconductors, the
ratios of χchiral to χdia are, respectively, given by∣∣∣∣∣χ

URu2Si2
chiral

χ3D
dia

∣∣∣∣∣ ∼ 4

(kF ξ )3

Tc

kF vF

1

[N (0)g]2
< 10−3,

(7)∣∣∣∣∣χ
Sr2RuO4
chiral

χ2D
dia

∣∣∣∣∣ ∼ 1

(kF ξab)4[N (0)g]2
< 10−8.

To derive these relations, we used the expressions for
fluctuation-induced diamagnetism, χ3D

dia ∼ −e2vF /(4π2ε1/2)
and χ2D

dia ∼ −e2T ξ 2
ab/εac [30], and that for the paramagnetism

for the two-dimensional chiral px ± ipy superconductor:
χ

Sr2RuO4
chiral ∼ e2T/{k4

F ξ 2
ab[N (0)g]2εac}, which can be obtain by

calculations similar to that for derivation of Eq. (6). Here ξab is
the ab-plane coherence length and ac is the interlayer spacing.
We also used the material parameters, kF , vF , ξ , ξab, and Tc, of
URu2Si2 and Sr2RuO4 [15,46], and assumed that the value of
N (0)g is larger than that of typical weak-coupling BCS-type
superconductors: N (0)g > 0.1 [47].

As seen from the above estimations, in both materials,
it is difficult to detect the divergent paramagnetism, χchiral,
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because it is overwhelmed by the diamagnetism with the same
critical behavior. However, as seen in Eq. (7), we expect
that, in other chiral superconductors with shorter coherence
length and smaller Fermi energy, this magnetism can be
observed.

VIII. SUMMARY

We elucidate the mechanism of the anomalous Nernst and
Hall effects raised not by the Lorentz force, but by asymmetric
scatterings due to CSF above Tc in chiral superconductors.
These effects can be gigantic for cleaner samples, which
makes sharp contrast to conventional mechanisms of Gaussian-
fluctuation-induced transverse transport phenomena. We pro-
pose that our theory can be promisingly tested for URu2Si2,
which is believed to be a chiral d + id superconductor with
strong superconducting fluctuations near and above Tc.
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APPENDIX A: BPS UNDER MAGNETIC FIELD

In this section, we derive the expression of the BPS, Eq. (3)
in the main text, under a homogeneous magnetic field (0,0,H ).
The interaction term of the Hamiltonian (1) for the chirality
C = +1 channel can be rewritten in real-space representation
as

H int = −g

∫
d r
[
V +

(−i(∂1 − ∂2)

2
,
−i(∂ ′

1 − ∂ ′
2)

2

)
c∗
↑(r1)c∗

↓(r2)c↓(r ′
2)c↑(r ′

1)

]
r1,r2,r ′

1,r ′
2→r

= −g

∫
d r
[
φ

(−i(∂1 − ∂2)

2

)
φ†
(−i(∂ ′

1 − ∂ ′
2)

2

)
c∗
↑(r1)c∗

↓(r2)c↓(r ′
2)c↑(r ′

1)

]
r1,r2,r ′

1,r ′
2→r

. (A1)

Therefore, the BPS of this channel is given by

�̃C=1(x, y,ωl ; H ) = T
∑
εn

[
φ

(−i(∂1 − ∂2)

2

)
φ†
(−i(∂ ′

1 − ∂ ′
2)

2

)
G̃(r ′

1,r1,εn+l ; H )G̃(r ′
2,r2, − εn; H )

]∣∣∣∣r ′
1,r

′
2 → x,

r1,r2 → y

. (A2)

In the presence of a uniform magnetic field, the one-particle Green’s function is G̃(r ′,r,εn; H ) = e−ie(r ′,r)Gcore(r ′ − r,εn; H ),
where (x, y) = ∫ y

x A(r)d r is an integral of the vector potential A(r) along a straight line, and Gcore(r ′ − r,εn; H ) is the “core”
Green’s function, which is translation (then it is a function of r ′ − r), c-axis rotation, and gauge invariant [31–33], and is given
as the solution of [

iεn − 1

2m

(
−i∇ρ + e

2
ρ × H

)2
+ μ − �̂

]
Gcore(ρ,εn; H ) = δ(ρ), (A3)

where ρ = r ′ − r , and �̂ is the self-energy that also has the same symmetries as mentioned above.
To proceed further, we take the Landau gauge, A(r) = (0,xH,0), although the final results (A4)–(A6) are correct

for any gauge choice as shown in the last part of this section. For this gauge, (r ′,r) = eH
2 (x ′ + x)(y − y ′). Now, we

introduce a pz-wave structure factor φz(k) = √
3kz/kF , and let θ = −ie[(r ′

1,r1) + (r ′
2,r2)], φ12 = φ(−i(∂1−∂2)

2 ), and φz
12 =

φz(−i(∂1−∂2)
2 ). The commutators of φ and θ are given by [φ12,θ ] = 1

4

√
5
2

ieH
kF

(−x1 − x ′
1 + x2 + x ′

2 + iy1 − iy ′
1 − iy ′

2 + iy ′
2)φz

12,

[φ†
1′2′ ,θ ] = 1

4

√
5
2

ieH
kF

(−x1 − x ′
1 + x2 + x ′

2 + iy1 − iy ′
1 − iy ′

2 + iy ′
2)φz

1′2′ , and [φ12,[φ
†
1′2′θ ]] = − 5eH

4k2
F

φz
12φ

z
1′2′ . Then, [φ12,θ ] → 0

and [φ†
1′2′ ,θ ] → 0 as r ′

1,r
′
2 → x and r1,r2 → y. By using these commutation relations and the formulas eBAe−B =

A + [B,A] + [B,[B,A]] + · · · and [PQ,R] = P [Q,R] + [P,R]Q, we obtain

�̃C=1(x, y,ωq ; H ) = e−2ie(x, y)

[
T
∑
εn

φ12φ
†
1′2′Gcore(r ′

1 − r1,εn+q ; H )Gcore(r ′
2 − r2, − εn; H )

− 5eH

4k2
F

T
∑
εn

φz
12φ

z
1′2′Gcore(r ′

1 − r1,εn+q ; H )Gcore(r ′
2 − r2, − εn; H )

]
r ′

1,r
′
2 → x,

r1,r2 → y

= e−i2e(x, y)

[
�(x − y,ωq ; H ) − 5eH

4k2
F

�′(x − y,ωq ; H )

]
, (A4)
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where

�(ρ,ωq ; H ) =
[
T
∑
εn

|φ|2
(−i(∂ρ1 − ∂ρ2 )

2

)
Gcore(ρ1,εn+q ; H )Gcore(ρ2, − εn; H )

]
ρ1,ρ2→ρ

, (A5)

�′(ρ,ωq ; H ) =
[
T
∑
εn

|φz|2
(−i(∂ρ1 − ∂ρ2 )

2

)
Gcore(ρ1,εn+q ; H )Gcore(ρ2, − εn; H )

]
ρ1,ρ2→ρ

(A6)

are “core” BPSs, which preserve spatial translation, c-axis
rotation, and gauge invariances. Here |φ(k)|2 = 15k2

z (k2
x +

k2
y)/2k4

F and |φz(k)|2 = 3k2
z /k2

F . Then, we arrive at Eq. (3) for
C = +1. Carrying out similar calculations with the effective
interaction term V −, we can obtain Eq. (3) for C = −1.

So far we have used the Landau gauge. However, by using
the formulas, [φ12,e

−i[χ(r1)+χ(r2)]]|r1,r2→ y = 0, etc., with χ an
arbitrary function, we can prove that the final results, (A4)–
(A6), are gauge invariant.

APPENDIX B: NERNST AND HALL CONDUCTIVITIES

In this section, we present the derivation of the Nernst and
Hall conductivities for the ANE and AHE caused by the chiral
superconducting fluctuation mechanism, Eqs. (4) and (5) in
the main text. Formally, to obtain the whole contributions
from the superconducting fluctuations to the Kubo term of
the Nernst conductivity and the Hall conductivity, one has to
evaluates all possible Feynman diagrams that consist of two
current vertices, superconducting fluctuation propagators, L̃C ,
and Green’s functions, G̃, in a magnetic field. We focus on the
case with a weak magnetic field, where the Nernst and Hall
conductivities are linear in H . Up to the linear order in H , the
fluctuation propagator (2) is divided into two parts:

L̃C = L̃0 + L̃′
C + O(H 2), (B1)

where

L̃−1
0 (x, y,ωq ; H )

= −δ(x − y)

g
+ e−i2e(x, y)�(x − y,ωq ; H ) (B2)

is the conventional part of the fluctuation propagator, and

L̃′
C(x − y,ωq ; H ) = C

(
5eH

4k2
F g

)
[L(x − y,ωq)]2 (B3)

is the chirality-dependent one which is characteristic of chiral
superconductors. Here L(x − y,ωq) is the fluctuation propa-
gator of the dzx ± idzy-wave channel in zero magnetic field.
The concrete expression of L(x − y,ωq) and its derivation are
given in Appendix C. From Eq. (B1), we see that in the linear
order of H , the whole contributions to the Nernst and Hall
conductivities are separated into two parts: (A) the contribution
from diagrams which do not include the chirality-dependent
fluctuation propagator, L̃′

C , and (B) the contribution from
diagrams which include one chirality-dependent fluctuation
propagator L̃′

C .
The contribution (A) also appears for the case of nonchiral

superconductors, such as s- and dx2−y2 -wave pairings, which
can be described by conventional theories [30,38,39], and

therefore, physically, this part corresponds to the contributions
due to the Lorentz force on quasiparticles and fluctuating
Cooper pairs. On the other hand, (B) is unique to chiral
superconductors, raised by chirality polarization, and as shown
below, associated with the ANE and AHE caused by the chiral
superconducting fluctuation mechanism without the Lorentz
force.

From now on, we concentrate on the latter contribution, and
write down the correlation functions for the Nernst and Hall
conductivities in the form

Axy(ωl) = −2eT
∑

q,ωq ,C=±1

L̃′
C(q,ωq ; H )ĀC(q,ωq ; ωl), (B4)

where only the odd part of ĀC with respect to time-reversal
operation, C → −C, gives nonzero contributions, since L̃′

C is
odd.

We examine the leading-order diagrams belonging to (B),
which give the dominant contribution. It is found that the
three diagrams which give leading-order contributions in
conventional theories, i.e., the Aslamazov-Larkin (AL), Maki-
Thompson (MT), and density-of-states (DOS) diagrams (upper
panel in Fig. 1), do not contribute in this case, and generally,
all contributions from diagrams belonging to the classes of
the lower panel in Fig. 1 are zero. The reason is that in these
diagrams the paring functions appear as |φ|2, and, therefore,
their contributions to ĀC have only an even part with respect

FIG. 4. Schematic picture of a scattering process raised only by
chiral superconducting fluctuations. The solid and dashed arrows
represent a propagating electron and hole, respectively, and the circle
with arrows means the short-lived Cooper pairs with the chirality C =
+1. By one skew-scattering event, an electron is transformed into a
hole (i.e., so-called Andreev reflection). Thus, processes with an even
number of the events do not change the momentum of the electron
and therefore do not contribute to the Nernst and Hall effects. Also,
processes with an odd number of events are suppressed after averaging
over fluctuations owing to the conservation of the electron number
in the normal state (this figure is one example of the even cases).
Thus, to obtain the ANE and AHE due to skew scattering, we need
additional scattering processes which disturb the above-mentioned
cancellation of skew scatterings.
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to time reversal:

Ā
AL,MT,DOS
C = Ā

AL,MT,DOS
−C , (B5)

which do not contribute to the correlation function as
mentioned above. This means that the information of the
chirality disappears in these diagrams. This is physically
understood as follows. Although the chiral superconducting
fluctuation raises skew scattering of electrons, electrons are
scattered into holes by the superconducting fluctuation, and
vice versa, and also holes are skew scattered in the direction
opposite to electron skew scattering. As a result, the second-
order processes of scattering due to the chirality fluctuation
lead to the cancellation of skew scattering. We depict this
cancellation schematically in Fig. 4. On the other hand, if
there are additional scattering processes with momentum
transfer which occur between two skew-scattering events,
the cancellation becomes incomplete, and we have finite
contributions from skew scattering to transverse transport
coefficients. The lowest order diagrams which give nonzero
contributions in this manner are depicted in Fig. 2 in the
main text. For clarity, we depict them more explicitly in
Figs. 5(a)–5(c). In these diagrams, a renormalized four-point
vertex, W (k,ωj ) (double line), raised by electron-electron
interaction is inserted. To proceed further, we introduce a
simple model: W (k,ωj ) = W0/(1 + |ωj |/�), the four-point
vertex mediated via the short-range spin fluctuation. We use
this toy model for W (k,ωj ) to carry out calculations explicitly.
However, we would like to stress that the important features
of the main results for the Nernst and Hall conductivities
obtained below are qualitatively not changed, even if we use
more realistic momentum-dependent W (k,ωj ). We discuss
this point in Appendix G.

Now, we calculate contributions from diagrams (a), (b),
and (c) and their mirror images in Fig. 2 to the Kubo terms
of the Nernst conductivity, α(i) Kubo

xy (i = a, b, and c), and the
Hall conductivity, σ (i)

xy (i = a, b, and c). They are, respectively,
given by

α(i) Kubo
xy = 1

T

A
(i) R
αβ (ω)

(−iω)

∣∣∣∣∣
ω→0

, (B6)

σ (i)
xy = S

(i) R
αβ (ω)

(−iω)

∣∣∣∣∣
ω→0

, (B7)

where A
(i) R
αβ (ω) is the retarded heat current–charge current

correlation function, and S
(i) R
αβ (ω) is the retarded charge

current–charge current correlation function. Their correspond-

q + p, εn

s, εm−p,−εn−q

(−e)vx(−p)

−p,−εn−q−l

q − s,−εm−q−l
φ(s − q/2)

φ†(p + q/2)

s, εm−l i(εm+εm−l)
2 vy(s)

q, ωq

s − q − p

or

(−e)vy(s)

(b)

ωm−n

(c)

i(εm+εm+l)
2 vy(s)

or

(−e)vy(s)

φ†(p − q/2)

φ(s − q/2)
s, εm

s, εm+l
p, εn+lq − p,−εn−q+l

q, ωq

q − s,−εm−q

(−e)vx(q − s)

p − s, ωn−m

q − s,−εm−q+l

p, εn−l

φ†(p − q/2)

q − p q − s

(−e)vx(p)

p, εn s, εm

i(εm−l+εm)
2 vy(s)

s, εm−l

φ(s − q/2)

p − s, ωn−m

q, ωq

(a)

(−e)vy(s)
or

−εm−l−q−εn−l−q

FIG. 5. Diagrams (a), (b), and (c) of Fig. 2 with wave numbers
and frequencies explicitly shown.

ing correlation functions with the Matsubara frequencies are,
respectively,

A(i)
xy(ωl) = −2eT

∑
ωq,q,C=±1

L̃′
C(q,ωq ; H )Ā(i)

C (q,ωq ; ωl),

(B8)

S(i)
xy (ωl) = 2e2T

∑
ωq,q,C=±1

L̃′
C(q,ωq ; H )S̄(i)

C (q,ωq ; ωl), (B9)

where ωq and ωl are the Matsubara frequencies, and q is a
wave number. Here,

Ā
(i)
C=1(q,ωq ; ωl) = −2T 2Re

[∑
n,m

X(i)(q,n,ωq ; ωl)Y
(i)(q,m,ωq ; ωl)

W0

1 + |ωn−m|/�

]
, (B10)

S̄
(i)
C=1(q,ωq ; ωl) = −2T 2Re

[∑
n,m

X(i)(q,n,ωq ; ωl)Z
(i)(q,m,ωq ; ωl)

W0

1 + |ωn−m|/�

]
, (B11)

and

X(a)(q,n,ωq ; ωl) =
∑

p

φ†
(

p − q
2

)
G(q − p, − εn−l−q)G( p,εn−l)G( p,εn)vx( p), (B12)
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Y (a)(q,m,ωq ; ωl) =
∑

s

φ
(

s − q
2

)
G(q − s, − εm−l−q)G(s,εm−l)G(s,εm)

i(εm−l + εm)

2
vy(s), (B13)

Z(a)(q,m,ωq ; ωl) =
∑

s

φ
(

s − q
2

)
G(q − s, − εm−l−q )G(s,εm−l)G(s,εm)vy(s), (B14)

X(b)(q,n,ωq ; ωl) =
∑

p

φ†
(

p + q
2

)
G(q + p,εn)G(− p, − εn−q)G(− p, − εn−q−l)vx(− p), (B15)

Y (b)(q,m,ωq ; ωl) =
∑

s

φ
(

s − q
2

)
G(q − s, − εm−q−l)G(s,εm−l)G(s,εm)

i(εm + εm−l)

2
vy(s), (B16)

Z(b)(q,m,ωq ; ωl) =
∑

s

φ
(

s − q
2

)
G(q − s, − εm−q−l)G(s,εm−l)G(s,εm)vy(s), (B17)

X(c)(q,n,ωq ; ωl) =
∑

p

φ†
(

p − q
2

)
G(q − p, − εn+l−q )G( p,εn+l), (B18)

Y (c)(q,m,ωq ; ωl) =
∑

s

φ
(

s − q
2

)
G(q − s, − εm−q)G(s,εm)G(s,εm+l)G(q − s, − εm+l−q )vx(q − s)

i(εm + εm+l)

2
vy(s),

(B19)

Z(c)(q,m,ωq ; ωl) =
∑

s

φ
(

s − q
2

)
G(q − s, − εm−q)G(s,εm)G(s,εm+l)G(q − s, − εm+l−q)vx(q − s)vy(s). (B20)

We can also obtain the expressions for Ā
(i)
C=−1 and S̄

(i)
C=−1 by using chirality-inversion (time-reversal) transformation, φ → φ† and

φ† → φ in X(i), Y (i), and Z(i), of Eqs. (B10)–(B20). In the above equations, the one-particle Green’s function, chiral dzx + idzy-
wave pairing symmetry function, and velocity of quasiparticles are defined as G(k,εk)−1 = iε̃k − ξk = i[εk + sgn(εk)/2τ ] − ξk,
φ(k) = √

15/2kz(kx + iky)/k2
F , and v(k) = ∂ξk/∂k, respectively. Here τ is the relaxation time of quasiparticles. For simplicity,

we take the spherical Fermi surface: ξk = k2/2m − μ, where m and μ are the mass and chemical potential of the quasiparticles,
respectively.

We henceforth neglect quantum superconducting fluctuations keeping only terms with ωq = 0. Since singular contributions
at Tc come from long-wavelength regions where the center-of-mass momentum of fluctuating Cooper pairs q is small, we
concentrate on the analysis of Ã(i) and S̃(i) for small q. Then, expanding X(i), Y (i), and Z(i) as power series of q/kF , we obtain

X(a)(q,n,ωq = 0; ωl)

= N (0)qz

[
iπ

√
5

24

vF

kF

sgn(n + 1/2)

(|ε̃n| + |ε̃n−l|)|ε̃n−l| − π

2

√
1

30
v2

F

{ |ε̃n|+3|ε̃n−l |
|ε̃n−l |2(|ε̃n|+|ε̃n−l |)2 , for (n − l + 1/2)(n + 1/2) > 0

−1
|ε̃n−l |2(|ε̃n|+|ε̃n−l |) , for (n − l + 1/2)(n + 1/2) < 0

}]

+O

((
q

kF

)2)
, (B21)

Y (a)(q,m,ωq = 0; ωl) = − (εm−l + εm)

2
X(a)(q,m,ωq = 0; ωl), (B22)

Z(a)(q,m,ωq = 0; ωl) = iX(a)(q,m,ωq = 0; ωl), (B23)

X(b)(q,n,ωq = 0; ωl)

= N (0)qz

[
−iπ

√
5

24

vF

kF

sgn(n − l + 1/2)

(|ε̃n| + |ε̃n−l|)|ε̃n| − π

2

√
1

30
v2

F

{ |ε̃n−l |+3|ε̃n|
|ε̃n|2(|ε̃n−l |+|ε̃n|)2 , for (n − l + 1/2)(n + 1/2) > 0

−1
|ε̃n|2(|ε̃n−l |+|ε̃n|) , for (n − l + 1/2)(n + 1/2) < 0

}]

+O

((
q

kF

)2)
, (B24)
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Y (b)(q,m,ωq = 0; ωl)

= N (0)qz

εm + εm−l

2

[
−iπ

√
5

24

vF

kF

sgn(m + 1/2)

(|ε̃m| + |ε̃m−l|)|ε̃m−l|

+π

2

√
1

30
v2

F

{ |ε̃m|+3|ε̃m−l |
|ε̃m−l |2(|ε̃m|+|ε̃m−l |)2 , for (m − l + 1/2)(m + 1/2) > 0

−1
|ε̃m−l |2(|ε̃m|+|ε̃m−l |) , for (m − l + 1/2)(m + 1/2) < 0

}]
+ O

((
q

kF

)2)
, (B25)

Z(b)(q,m,ωq = 0; ωl)

= N (0)qz

[
−π

√
5

24

vF

kF

sgn(m + 1/2)

(|ε̃m| + |ε̃m−l|)|ε̃m−l| − i
π

2

√
1

30
v2

F

{ |ε̃m|+3|ε̃m−l |
|ε̃m−l |2(|ε̃m|+|ε̃m−l |)2,

for (m − l + 1/2)(m + 1/2) > 0
−1

|ε̃m−l |2(|ε̃m|+|ε̃m−l |) , for (m − l + 1/2)(m + 1/2) < 0

}]

+O

((
q

kF

)2)
, (B26)

X(c)(q,n,ωq = 0; ωl) = O

((
q

kF

)2
)

, (B27)

Y (c)(q,m,ωq = 0; ωl) = O

(
q

kF

)
, (B28)

Z(c)(q,m,ωq = 0; ωl) = O

(
q

kF

)
, (B29)

for ωl > 0, where N (0) is the density of states at the Fermi surface. Since Ā
(c)
C=1(q,ωq = 0; ωl) = O(( q

kF
)3) and S̄

(c)
C=1(q,ωq =

0; ωl) = O(( q

kF
)3), the contribution from the (c) diagram is less singular near Tc than that from (a) or (b). Therefore, we neglect

the contributions from this diagram.
The most singular part in the dc limit for a clean system with large τ arises from the summation over n in the region

n,m = 0,1,...,l − 1, where |ε̃n| + |ε̃n−l | = ωl + 1/τ . We take only such terms and obtain

Ā
(a)
C=1(q,ωq = 0; ωl) = N (0)2W0q

2
z

(ωl + 1/τ )2

∑
0�n,m�l−1

1

1 + (2πT/�)|n − m|

×
{
−5π

48

T v2
F

k2
F

2m − l + 1

(n − l + 1/2 − 1/4πτT )(m − l + 1/2 − 1/4πτT )

+ 1

960π

v4
F

T

2m − l + 1

(n − l + 1/2 − 1/4πτT )2(m − l + 1/2 − 1/4πτT )2

}
, (B30)

Ā
(b)
C=1(q,ωq = 0; ωl) = N (0)2W0q

2
z

(ωl + 1/τ )2

∑
0�n,m�l−1

1

1 + (2πT/�)|n − m|

×
{
−5π

48

T v2
F

k2
F

2m − l + 1

(n + 1/2 + 1/4πτT )(m − l + 1/2 − 1/4πτT )

+ 1

960π

v4
F

T

2m − l + 1

(n + 1/2 + 1/4πτT )2(m − l + 1/2 − 1/4πτT )2

}
, (B31)

S̄
(a)
C=1(q,ωq = 0; ωl) = N (0)2W0q

2
z

(ωl + 1/τ )2

∑
0�n,m�l−1

1

1 + (2πT/�)|n − m|
−1

48π

× v3
F

kF T

1

(n − l + 1/2 − 1/4πτT )(m − l + 1/2 − 1/4πτT )2
, (B32)

S̄
(b)
C=1(q,ωq = 0; ωl) = N (0)2W0q

2
z

(ωl + 1/τ )2

∑
0�n,m�l−1

1

1 + (2πT/�)|n − m|
1

48π

v3
F

kF T

1

(n + 1/2 + 1/4πτT )(m − l + 1/2 − 1/4πτT )2
.

(B33)
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Up to now, we have calculated only the C = 1 terms. By carrying out calculations similar to (B12)–(B33), we immediately find
the C = −1 terms,

Ā
(i)
C=−1(q,ωq = 0; ωl) = −Ā

(i)
C=1(q,ωq = 0; ωl), (B34)

S̄
(i)
C=−1(q,ωq = 0; ωl) = −S̄

(i)
C=1(q,ωq = 0; ωl). (B35)

Now, we introduce ᾱ
(i)
C (q),σ̄ (i)

C (q) (i = a, b, and c) defined as

ᾱ
(i)
C (q) = 1

T

Ā
(i)
C (q,ωq = 0; ωl)

ωl

∣∣∣∣∣
iωl→ω+i0

, σ̄
(i)
C (q) = S̄

(i)
C (q,ωq = 0; ωl)

ωl

∣∣∣∣∣
iωl→ω+i0

. (B36)

Then, we obtain

ᾱ
(a)
C (q) = CN (0)2W0τ

2q2
z

[
5{π2u(1,0)(t,γ ) − 14ζ (3)γ u(1,1)(t,γ )}

96

v2
F

k2
F T

+{−π4u(2,1)(t,γ ) + [−ψ (4)(1/2)/6]γ u(2,2)(t,γ )}
1920π2

v4
F

T 3

]
,

(B37)

ᾱ
(b)
C (q) = CN (0)2W0τ

2q2
z

[
5{−π2u(1,0)(t,γ ) + π2γw(1,1)(t,γ )}

96

v2
F

k2
F T

+ {−2π2w(2,1)(t,γ ) + 2π2γw(2,2)(t,γ )}
1920π2

v4
F

T 3

]
, (B38)

σ̄
(a)
C (q) = C

π2u(2,1)(t,γ )

192

v3
F

kF T 2
N (0)2W0τ

2q2
z , (B39)

σ̄
(b)
C (q) = C

w(2,1)(t,γ )

96

v3
F

kF T 2
N (0)2W0τ

2q2
z , (B40)

where t = 2πT/� and γ = 1/2πτT , and the definitions of dimensionless functions u(i,j )(t,γ ) and w(i,j )(t,γ ) are given in
Appendix D. In the clean limit (γ → 0),

ᾱ
(a)
C (q) = CN (0)2W0τ

2q2
z

[
5π2u(1,0)

(
2πT
�

,0
)

96

v2
F

k2
F T

− π2u(2,1)
(

2πT
�

,0
)

1920

v4
F

T 3

]
, (B41)

ᾱ
(b)
C (q) = CN (0)2W0τ

2q2
z

[
−5π2u(1,0)

(
2πT
�

,0
)

96

v2
F

k2
F T

− w(2,1)
(

2πT
�

,0
)

960

v4
F

T 3

]
, (B42)

σ̄
(a)
C (q) = C

π2u(2,1)
(

2πT
�

,0
)

192

v3
F

kF T 2
N (0)2W0τ

2q2
z , (B43)

σ̄
(b)
C (q) = C

w(2,1)( 2πT
�

,0)

96

v3
F

kF T 2
N (0)2W0τ

2q2
z . (B44)

Finally, we complete the calculations of the Nernst and Hall conductivities, which are given by the integral over q:

αKubo
xy =

∑
i=a,b,c

(−2eT )
∑

q C=±1

L̃′
C(q,ωq = 0; H )ᾱ(i)

C (q), (B45)

σxy =
∑

i=a,b,c

(2e2T )
∑

q C=±1

L̃′
C(q,ωq = 0; H )σ̄ (i)

C (q), (B46)

where the chirality-dependent part of the BPS is given by

L̃′
C(q,ωq ; H ) = C(5eH/4k2

F g)[L(q,ωq)]2. (B47)

Using the expressions (B41)–(B44) and (C8), we encounter ultraviolet divergence in the calculation of (B45) and (B46). Then, we
introduce the cutoff momentum �. It is appropriate to set � as the same order as 1/ξ , where ξ is the coherence length. The precise
definition of ξ in this paper is given by Eq. (C9) shown later. The reason for this choice of � is that the expansion of L−1 up to the
second order of q, (C8), is justified when |q| is sufficiently smaller than 1/ξ , and, then, L̃′

C rapidly decreases as |q| increases in the
region |q| > 1/ξ , because of higher-order terms, as discussed in Appendix C. Besides, in |q| < �, the expressions (B41)–(B44)
are also justified, since ξkF � 1 is satisfied in almost all superconductors (indeed, ξkF ∼ 50 in URu2Si2 [46]). To simplify the
expressions of the final results, we assume that the domain of the integral is anisotropic:

∑
i aiq

2
i � (a2

xa
3
z )1/5�2, where the

184518-10
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numerical factors are given by ax = ay = 6/7 and az = 9/7. Then, we obtain

αKubo
xy chiral = f

(
2πT
�

)
2304

τ 2e2W0v
4
F �H

ξ 4gk2
F T 2

(
1 −

3
√

ε arctan
(

ξ�√
ε

)
2ξ�

+ 1

2 + 2(ξ�)2/ε

)
, (B48)

σxy chiral = 5f
(

2πT
�

)
1152

τ 2e3W0v
3
F �

ξ 4gk3
F T

⎛
⎝1 −

3
√

ε arctan
(

ξ�√
ε

)
2ξ�

+ 1

2 + 2(ξ�)2/ε

⎞
⎠ , (B49)

in the clean limit, where ξ ′ = (a2
xa

3
z )1/10 ≈ 1.05ξ and f (t) =

u(2,1)(t,0) + (2/π2)w(2,1)(t,0). Since ξ ′ ∼ ξ , we use ξ instead
of ξ ′ in the following. For T ∼ Tc, the above equations are
reduced to Eqs. (4) and (5) in the main text.

APPENDIX C: MOMENTUM REPRESENTATION OF
FLUCTUATION PROPAGATORS UNDER ZERO

MAGNETIC FIELD

In this section, we derive the expression of the fluctuation
propagator of dzx ± idzy-wave superconductors under zero
magnetic field, which is used in Appendix B. It is given by

L−1(q,ωq) = −1/g + �(q,ωq), (C1)

�(q,ωq) = T
∑

n

�εn
(q,ωq), (C2)

�εn
(q,ωq) =

∑
k

|φ (k) |2G
(

k + q
2
,εn+q

)

×G
(
−k + q

2
, − εn

)
, (C3)

where G(k,εk)−1 = iε̃k − ξk = i[εk + sgn(εk)/2τ ] − ξk,
φ(k) = √

15/2kz(kx + iky)/k2
F . Now, replacing the sum with

the integral over the energy and average over the Fermi
surface, 〈· · · 〉k̂, we obtain

�εn
(q,ωq) = 2πN (0)θ (εn+qεn)

〈
|φ(k)|2

|ε̃n+q + ε̃n| + i�ξ (k,q)

〉
k̂

,

(C4)

where N (0) is the density of state at the Fermi surface, θ is
the Heaviside step function, and �ξ (k,q) = ξk+q/2 − ξk−q/2.
Expanding it with respect to q, we obtain the expression up to
the quadratic term:

�εn
(q,ωq)

= 2πN (0)θ (εn+qεn)

|ε̃n+q + ε̃n|
[
〈|φ (k) |2〉k̂ − 〈|φ (k) |2(vk · q)2〉k̂

|ε̃n+q + ε̃n|2
]

= 2πN (0)θ (εn+qεn)

|ε̃n+q + ε̃n|

[
1 − v2

F

∑
i=x,y,z aiq

2
i

|ε̃n+q + ε̃n|2
]

, (C5)

where vF is the Fermi velocity and ax = ay = 6/7 and
az = 9/7 are numerical factors which reflect anisotropy of
V ±(k,k′). Here, this expansion is justified when �ξ (k,q)
is sufficiently smaller than |ε̃n+q + ε̃n|. Due to the factor
θ (εn+qεn), |ε̃n+q + ε̃n| is equal to or larger than 2πT , and,
therefore, this condition is read as vF q � T ⇐⇒ q � 1/ξ ,

where the coherence length ξ used in this paper is precisely
defined by Eq. (C9).

Now, we take the sum over n, in which we introduce the
cutoff energy ωD for the pairing interaction and the upper
limit of the frequency sum Nmax = ωD/2πT to remove the
ultraviolet logarithmic divergence of the first sum:

�(q,ωq)

N (0)
= ψ

(
1

2
+ |ωq |

4πT
+ ωD

2πT
+ 1

4πT τ

)

−ψ

(
1

2
+ |ωq |

4πT
+ 1

4πT τ

)

+ v2
F aiq

2
i

2(4πT )2
ψ ′′
(

1

2
+ 1

4πT τ

)
. (C6)

The superconducting transition temperature Tc is defined by
L−1(0,0)|T =Tc

= 0, which is rewritten into

ψ

(
1

2
+ ωD

2πT
+ 1

4πTcτ

)
− ψ

(
1

2
+ 1

4πTcτ

)
= 1

gN (0)
.

(C7)

Therefore, we obtain the expression for the fluctuation propa-
gator in the vicinity of Tc, i.e., ε = ln T/Tc � 1:

L−1(q,ωq) = −N (0)

[
ε + ψ

(
1

2
+ |ωq |

4πT
+ 1

4πT τ

)

−ψ

(
1

2
+ 1

4πT τ

)
+
∑

i

ξ 2
i (τ )q2

i

]
, (C8)

where the coherence length is given by ξ 2
i (τ ) = aiξ

2(τ ),
where ξ 2(τ ) = −v2

F ψ ′′(1/2 + 1/4πT τ )/6(4πT )2. The coher-
ence length used in this paper is defined by

ξ = ξ (τ = ∞). (C9)

Equation (C8) is the main result of this section.

APPENDIX D: DIMENSIONLESS FUNCTIONS

In this section, we give the definitions of the dimensionless
functions which appear in the formulas of the Nernst and Hall
conductivities presented in the previous section. We also obtain
their approximated but explicit expressions. The main result
of this section is that the dimensionless function f (t) which
appears in Eqs. (4) and (5) in the main text is well approximated
by a smooth function f̄ app(t) (D17) for temperature regions
where superconducting fluctuations are strong. We use it
for the numerical calculation of temperature dependencies of
transport coefficients shown in Fig. 3 in the main text.
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1. Definitions

The definitions of dimensionless functions which appear in Eqs. (B37)–(B40) are

u(i,j )(t,γ ) = (−1)i+j+1(i + j − 1)!

ψ (i+j )
(

1
2

)
⎡
⎣2πT

ωl

∑
0�n,m�l−1

1(
n + 1

2 + γ

2

)i(
m + 1

2 + γ

2

)j
(1 + t |n − m|)

⎤
⎦

iωl → ω + i0,

ω → 0

, (D1)

w(i,j )(t,γ ) = (i − 1)!(j − 1)!

(i + j − 2)!π2

⎡
⎣2πT

ωl

∑
0�n,m�l−1

1(
n + 1

2 + γ

2

)i(
l − m − 1

2 + γ

2

)j
(1 + t |n − m|)

⎤
⎦

iωl → ω + i0,

ω → 0

, (D2)

where (i,j ) are nonnegative integers and the domains of definitions are i + j � 1 for u(i,j )(t), and i,j � 1 for w(i,j )(t,γ ). An
important property of these functions is that at t = 0,

u(i,j )(t = 0,γ ) = w(i,j )(t = 0,γ ) = 0. (D3)

Also, their normalization factors are determined by the following conditions:

u(i,j )(t = ∞,γ = 0) = 1, (D4)

w(i,j )(t = ∞,γ ) = 1

γ i+j−1
+ O

(
1

γ i+j−2

)
as γ → 0. (D5)

Equations (D3)–(D5) are proved in Appendix D 3.
The dimensionless function f (t) which appears in Eqs. (4) and (5) in the main text and in Eqs. (B48) and (B49) is defined by

using u(i,j )(t,γ ) and w(i,j )(t,γ ) as

f (t) = u(2,1)(t,0) + (2/π2)w(2,1)(t,0).

2. Approximation functions

We here introduce analytically solvable approximation functions for the dimensionless functions (D1) and (D2). They are
defined by the analytic continuation of functions of the Matsubara frequencies:

uapp(t) = 2πT

ωl

∑
0�n,m�l−1

1

1 + t |n − m|
∣∣∣∣iωl → ω + i0,

ω → 0

, (D6)

w
app
i+j (t,γ ) = 2πT

ωl

∑
0�n,m�l−1

1

(n − m + l + γ )i+j−1

1

1 + t |n − m|
∣∣∣∣iωl → ω + i0,

ω → 0

, (D7)

and they can be rewritten into compact expressions:

uapp(t) = −1 − 2

t
+ 2

t2
ψ ′
(

1

t

)
, (D8)

w
app
i+j (t,γ ) = (−1)i+j−2

(i + j − 2)!

∂i+j−2

∂γ i+j−2
w

app
2 (t,γ ),

w
app
2 (t,γ ) = 1

(1/t − γ )t

[
γψ ′(γ ) − 1

t
ψ ′(1/t)

]

− 1

(1/t + γ )t

[
γψ ′(1 + γ ) − 1

t
ψ ′(1/t)

]
− 1

γ
,

(D9)

which are derived in Appendix D 3.
We can expect that uapp(t) and w

app
i+j (t,γ ) with small

γ are good approximation functions for u(i,j )(t,γ = 0) and
w(i,j )(t,γ ), respectively, because of the following reason. They

have the same asymptotic behaviors as the original functions
for t → ∞, and also take the same values as the original ones
at t = 0:

∂nu(i,j )(t,γ = 0)

∂tn

∣∣∣∣
t=∞

= ∂nuapp(t)

∂tn

∣∣∣∣
t=∞

= δn,0 for n � 0,

(D10)

u(i,j )(t = 0,γ ) = uapp(t = 0) = 0, (D11)

and

w(i,j )(t = ∞,γ ) = w
app
i+j (t = ∞,γ )

= 1

γ i+j−1
+ O

(
1

γ i+j−2

)
as γ → 0,

(D12)
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∂nw(i,j )(t,γ )

∂tn

∣∣∣∣
γ :fixed,t=∞

= ∂nw
app
i+j (t,γ )

∂tn

∣∣∣∣
γ :fixed,t=∞

= 0, for n � 1,

(D13)

w(i,j )(t = 0,γ ) = w
app
i+j (t = 0,γ ) = 0. (D14)

We will prove these relations in Appendix D 3.
In Fig. 6, we plot these approximation functions (dashed

line) and numerical estimations of Eqs. (D1) and (D2) (dots)
which are obtained by the Padé method. In this plot, we focus
on u(2,1)(t,0), w(2,1)(t,0), and their sum, f (t) = u(2,1)(t,0) +
(2/π2)w(2,1)(t,0), which appears in Eqs. (4) and (5). Here, the
range of the plot is set to be 0 < t < 2.0, which covers the
region of superconducting fluctuations tc < t < xtc, x ∼ 3,
with tc = 2πTc/� = 0.5. In these calculations, we used the
material parameters of URu2Si2, i.e., Tc ∼ 1.5 K and � ∼
1.5 meV [16,35]. As seen from Fig. 6, the t dependencies
of the approximation functions are qualitatively similar to
the original functions. However, there are slight quantitative
differences. Then, to improve the approximation functions, we
scale them as

ūapp(t) = cuu
app(c′

ut), (D15)

w̄
app
3 (t,0) = cww

app
3 (c′

wt,0), (D16)

f̄ app(t) = ūapp(t) + 2

π2
w̄

app
3 (t,0), (D17)

where the scaling parameter constants are obtained by fitting
the numerical data, and we find cu = 0.72, c′

u = 0.91, cw =
0.76, and c′

w = 1.14. The improved approximation functions
are also shown in Fig. 6 (solid line) and we see that they
coincide with the original functions quite well. Therefore,
we use these smooth functions to calculate temperature
dependencies of transport coefficients in the main text.

3. Proofs of relations

In this subsection, we give proofs of relations used in the
previous sections.

0.0 0.5 1.0 1.5 2.0
0.0

0.5

1.0

1.5

t

f
t

0.0 0.5 1.0 1.5 2.0
0.0

0.1

0.2

0.3

0.4

t

u
t

0.0 0.5 1.0 1.5 2.0
0
1
2
3
4
5
6

t

w
t

FIG. 6. Numerical result for u(2,1)(t,0), w(2,1)(t,0), f (t) (dots),
approximation function uapp(t), w

app
3 (t,0), f app(t) (dashed line), and

modified approximation function ūapp(t), w̄
app
3 (t,0), f̄ app(t) (solid

line). The first and third ones coincide with each other quite well.

a. Proofs of Eq. (D3)

We can easily verify the following relation,

u(i,j )(t = 0,γ ) = cij

2πT

ωl

∑
0�n,m�l−1

1(
n + 1

2 + γ

2

)i(
m + 1

2 + γ

2

)j
∣∣∣∣iωl → ω + i0,

ω → 0

= cij

[
2πT

ωl

ψ (i−1)
(

1
2

)− ψ (i−1)
(

1
2 + ωl

2πT

)
(−1)i(i − 1)!

ψ (i−1)
(

1
2

)− ψ (i−1)
(

1
2 + ωl

2πT

)
(−1)i(i − 1)!

]
iωl → ω + i0,

ω → 0

= 0, (D18)

where cij = (−1)i+j+1(i + j − 1)!/ψ (i+j )( 1
2 ). Similar cal-

culation leads to w(i,j )(t,γ ) = 0. Then Eqs. (D3) is
proved.

b. Proofs of Eqs. (D4) and (D5)

First, we prove Eq. (D4). Owing to the factor 1/(1 + t |n −
m|), only terms satisfying n = m contribute to the sum at
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t → ∞. Therefore,

u(i,j )(t = ∞,γ = 0) = cij

2πT

ωl

∑
n=0,1,··· ,l−1

1(
n + 1

2

)i+j

∣∣∣∣∣
iωl → ω + i0,

ω → 0

= cij

2πT

ωl

ψ (i+j−1)
(

1
2

)− ψ (i+j−1)
(

1
2 + ωl

2πT

)
(−1)i+j (i + j − 1)!

∣∣∣∣∣iωl → ω + i0,

ω → 0

= cij /cij = 1. (D19)

Next, we prove Eq. (D5). Taking the limit t → ∞, we have

w(i,j )(t = ∞,γ ) = (i − 1)!(j − 1)!

(i + j − 2)!π2

2πT

ωl

∑
n=0,1,··· ,l−1

1(
n + 1

2 + γ

2

)i(
l − n − 1

2 + γ

2

)j
∣∣∣∣∣
iωl → ω + i0,

ω → 0

. (D20)

Now, let

w̃(i,j )(γ ) = 2πT

ωl

∑
n=0,1,··· ,l−1

1(
n + 1

2 + γ

2

)i(
l − n − 1

2 + γ

2

)j
∣∣∣∣∣
iωl → ω + i0,

ω → 0

. (D21)

Then,

w̃(i,j )(γ )
1

γ
[w̃(i,j−1)(γ ) + w̃(i−1,j )(γ )] = 1

γ 2
[w̃(i,j−2)(γ ) + 2w̃(i−1,j−1)(γ ) + w̃(i−2,j )(γ )]

...

= (i + j − 2)!

(i − 1)!(j − 1)!

1

γ i+j−1
[w̃(1,0)(γ ) + w̃(0,1)(γ )] + c′

1
1

γ i+j−2
[w̃(2,0)(γ ) + w̃(0,2)(γ )]

+ c′
2

1

γ i+j−3
[w̃(3,0)(γ ) + w̃(0,3)(γ )] + · · · , (D22)

where c′
1,c

′
2, . . . are constants. By using

w̃(i,0)(γ = 0) = 2πT

ωl

∑
n=0,1,··· ,l−1

1(
n + 1

2

)i
∣∣∣∣∣
iωl → ω + i0,

ω → 0

= (−1)i+1ψ (i)
(

1
2

)
(i − 1)!

, (D23)

we obtain

w(i,j )(t = ∞,γ ) = (i − 1)!(j − 1)!

(i + j − 2)!π2
w̃(i,j )(γ ) = 1

γ i+j−1
+ O

(
1

γ i+j−2

)
as γ → 0. (D24)

Then, the normalization conditions (D4) and (D5) are proved.

c. Proofs of Eqs. (D8) and (D9)

Now, introducing N = n − m and dividing the region of summation in (D6) into
∑

n�m +∑n�m −∑n=m, we obtain

uapp(t) = 2

[
2πT

ωl

∑
N=0,1,...,l−1

l − N

1 + tN

]∣∣∣∣∣
iωl → ω + i0,

ω → 0

− 1

= −1 − 2

t
+ 2

t2

[
2πT

ωl

∑
N=0,1,...,l−1

1

N + 1/t

]∣∣∣∣∣
iωl → ω + i0,

ω → 0

+ 2

t

[ ∑
N=0,1,...,l−1

1

1 + tN

]∣∣∣∣∣
iωl → ω + i0,

ω → 0

= −1 − 2

t
+ 2

t2
ψ ′
(

1

t

)
. (D25)

From it we can derive Eq. (D8). Furthermore, Eq. (D9) can be obtained by similar calculations.
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d. Proofs of Eqs. (D10) and (D11)

First, we prove Eq. (D10). The n = 0 case immediately
follows from Eq. (D4) and the explicit expression for
uapp(t), (D8). For n � 1,

∂nu(i,j )(t,γ = 0)

∂tn

∣∣∣∣
t=∞

= cij

2πT

ωl

∑
0�a,b�l−1

dab
ij (−1)nn!

|a − b|n
(1 + t |a − b|)n+1

∣∣∣∣iωl → ω + i0,

ω → 0

,

(D26)

where dab
ij = 1/(a + 1

2 )i(b + 1
2 )j . Now, owing to the factor

1/(1 + t |a − b|)n+1, the contributions from the terms satisfy-
ing a �= b become zero in t → ∞ limit. Moreover, the other
terms, which satisfy a = b, are also zero for n � 1 on account
of the factor |a − b|n. Therefore, we find that Eq. (D26)
is zero in the t → ∞ limit. A similar calculation leads to
∂nuapp(t)/∂tn|t=∞ = 0, which also directly follows from the
explicit expression (D8). Then, Eq. (D10) for any n � 0 is
proven.

On the other hand, Eq. (D11) instantly follows from
Eq. (D3) and a calculation similar to Eq. (D18).

e. Proofs of Eqs. (D12), (D13), and (D14)

The equivalence between the left-hand side and right-hand
side of Eq. (D12) has been already proven (D5). Then, we
now prove the equivalence between the middle one and the
right-hand side. Owing to the factor 1/(1 + t |n − m|), only
terms satisfying n = m contribute to the sum at t → ∞:

w
app
i+j (t = ∞,γ )

= 2πT

ωl

∑
n=0,1,··· ,l−1

1

(l + γ )i+j−1

∣∣∣∣∣
iωl → ω + i0,

ω → 0

= 1

γ i+j−1
. (D27)

Then, the whole of Eq. (D12) is proven.
On the other hand, Eqs. (D13) and (D14) can be derived

with techniques similar to those used in the derivations of
Eq (D10) for n � 1 and Eq. (D11).

APPENDIX E: MAGNETIZATION

In this section we discuss the magnetization and derive
Eq. (6) in the main text. In this paper Â means a matrix whose
element is A(x, y) and 1̂x, y = δ(x − y). The free energy in the
presence of the magnetic field, H = (0,0,H ), is given by

F [H ] = T
∑

ωq,C=±1

Trln
[− ˆ̃L−1

C (ωq ; H )
]

= 2T
∑
ωq

Trln[1̂ − ge−2î�̂(ωq ; H )] + T
∑
ωq

Trln

[
1̂ −

(
5eHg

4k2
F

)2
e−2î�̂′2(ωq ; H )

[1 − ge−2î�̂(ωq ; H )]2

]
. (E1)

Then, the magnetic susceptibility is given as

χ = χdia + χchiral, (E2)

where

χdia = − ∂2

∂H 2

{
2T
∑
ωq

Trln[1̂ − ge−2î�̂(ωq ; H )]

}∣∣∣∣
H→0

(E3)

is the fluctuation diamagnetism term which appears also in nonchiral superconductors [37], where the factor 2 reflects the fact
that the number of fluctuation channels is two, and

χchiral = − ∂2

∂H 2

⎧⎨
⎩T

∑
ωq

Trln

⎡
⎣1̂ −

( 5eHg

4k2
F

)2
e−2î�̂′2(ωq ; H )

(1̂ − ge−2î�̂(ωq ; H ))2

⎤
⎦
⎫⎬
⎭
∣∣∣∣∣∣
H→0

= 2T

(
5eg

4k2
F

)2∑
ωq

Tr

[
�̂′2(ωq ; H = 0)

(1̂ − g�̂(ωq ; H = 0))2

]
(E4)

is the contribution unique to chiral superconductors. Now, we evaluate the chirality-induced term (E4). Neglecting the ωq �= 0
terms, which are less singular in the vicinity of Tc than the ωq = 0 one, we obtain

χchiral = 25e2T

64πk4
F ξ 3(N (0)g)2ε1/2

> 0, (E5)

which is positive, indicating the paramagnetic response due to MC coupling. In this calculation, we used the momentum
representation of the BPS, (C8).
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APPENDIX F: CALCULATION SCHEME OF FIGURE 3

In this section, we explain the calculation scheme of the
temperature dependence of the CSF-induced Nernst conduc-
tivity αxy shown in Fig. 3 in the main text. For the function
f (t), we used the approximation function f̄ app(t) (D17).
We also used the material parameters of URu2Si2: Tc ∼
1.5 K, kF ∼ 0.5 × 1010 m−1, vF ∼ 1 × 104 m/s [46], and
� ∼ 1.5 meV [35,36], and set the cutoff momentum as
� = 1/ξ . We neglected the τ dependence of the transition
temperature Tc and coherence length ξ . These assumptions
are justified for T τ � 1. In this paper, RRR is defined as the
ratio of σxx(T = 300 K) to σxx(T = 0 K), which is obtain by
extrapolating the temperature dependence of the conductivity
in the normal-metal region to T = 0 K. It is also assumed that
the longitudinal conductivity obeys σxx ∝ τ−1 = τ−1

imp + AT 2,
where τimp and A are T -independent constants.

APPENDIX G: HOW THE RESULTS DEPEND ON
THE SPECIFIC FORM OF W (k,ω j ), SPATIAL

DIMENSIONALITY, AND THE PAIRING SYMMETRY

In this section, we discuss to what extent the main
results, (4) and (5), depend on the functional form of the
renormalized four-point vertex, W (k,ωj ), the spatial dimen-
sionality, and the pairing symmetry of chiral superconducting
states.

Here, we summarize the main results of this section: (1)
The result that αKubo

xy chiral and σxy chiral are proportional to τ 2

is not changed by these three conditions. (2) The critical
behavior may be changed by the dimensionality and the pairing
symmetry, but not by the functional form of W (k,ωj ). (3) The
magnitudes of αKubo

xy chiral and σxy chiral depend on the specific form
of W (k,ωj ): they are decreased as the range of momentum
transfer raised by the interaction W (k,ωj ) becomes narrower.
In the succeeding subsections, we will discuss the details.

1. τ dependence

Irrespective of functional forms of W (k,ωj ), spatial dimen-
sionality, and the pairing symmetry of chiral superconducting
states, Ā(i)

C (q,ωq ; ωl) and S̄
(i)
C (q,ωq ; ωl) (i = a,b) always have

terms with the factor (iωl + 1/τ )−2 [and (iωl + 1/τ )−1 when
i = c], as shown in Appendix G 4. Moreover, in any case of
chiral fluctuations, the expression for the chirality-dependent
fluctuation propagator, (B3), holds besides numerical factors.
Therefore, it is general that αKubo

xy chiral and σxy chiral are propor-
tional to τ 2 in the clean limit. However, their magnitudes
depend on the functional form of W as will be discussed in
Appendix G 3.

2. Critical behavior

We discuss how the critical exponents of αKubo
xy chiral and

σxy chiral as functions of ε = log T/Tc depend on the func-
tional form of W (k,ωj ), the dimensionality, and the pairing
symmetry of chiral superconducting states.

As mentioned above, we can use the expression of the
chirality-dependent fluctuation propagator (B3) generally ex-

TABLE I. Critical behavior of αKubo
xy chiral and σxy chiral, which is

determined by the dimensionality and the pairing symmetry of chiral
superconducting states.

�

0 2

2D 1/ε log ε

(Sr2RuO4)
3D 1/

√
ε const. − √

ε

(URu2Si2)

cept numerical factors. Then, from Eq. (B45), we obtain

αKubo
xy chiral or σxy chiral ∝

∫
dd q

q�

(ξ 2q2 + ε)2
(G1)

in the vicinity of Tc, where � is defined by ĀC(q,ωq =
0; ωl) or S̄C(q,ωq = 0; ωl) = O(q�), as q → 0. Therefore we
find that the spatial dimensionality and � determine the critical
exponent.

As will be shown in Sec. G 4, � does not depend on specific
forms of W (k,ωj ), but is affected by the spatial dimensionality
and pairing symmetries of chiral superconducting states.
Therefore, the critical exponents of (4) and (5) are independent
of the specific form of W (k,ωj ), though the dimensionality
may change them.

In Table I, we present the exponents for some typical ex-
amples. In the case of the three-dimensional chiral dzx ± idzy

superconducting fluctuation, � = 2 [see Eqs. (B30)–(B33)],
and then the critical behavior is αKubo

xy chiral ∝ const. − √
ε [see

Eq. (3)(3)(3)(4)]. Moreover, in the case of the two-dimensional
chiral p + ip superconductor [the d-vector is given by
d(k) = (0,0,kx ± iky), and then φ(k) ∝ (kx ± iky), which is
believed to be the paring symmetry of Sr2RuO4 [15], we
find, from straightforward calculations, ĀC,S̄C ∝ q0 and then
αKubo

xy chiral,σxy chiral ∝ 1/ε, where the critical behavior of the
former (latter) is the same as (less singular than) that of the
conventional AL term in two spatial dimensions [30].

3. Specific form of W

In this subsection, we discuss how the magnitudes of
αKubo

xy chiral and σxy chiral are influenced by the momentum depen-
dence of W .

Here we consider the case of arbitrary chiral paring
symmetry that is given by φ( p) ∝ Ym

l (p̂) (three dimension) or
∝ eimθ p (two dimension), where Ym

l is the spherical harmonic
function and θ p is the angle defined by tan θ p = px/py .
As discussed in Appendix B, only the odd parts of ĀC or
S̄C with respect to time-reversal operation, C → −C, give
nonzero contributions. The integrands of Ā

(i)
C=1 − Ā

(i)
C=−1 and

S̄
(i)
C=1 − S̄

(i)
C=−1 generally (i = a,b,c) contain the factor (see

Fig. 5)

φ†( p)φ( p′)W ( p − p′,ωj ) − (φ ↔ φ′)

∝ sin(mθ )W ( p − p′,ωj ), (G2)

where θ is the angle between p‖ and p′
‖. Here, p‖ ( p′

‖)
represents the projection of the vector p ( p′) onto the ab
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FIG. 7. Relation between the relative momentums of fluctuating
Cooper pairs, p, p′, the momentum of four-point vertex, k, and the
angle θ that is the angle between p‖ and p′

‖.

plane. The relation between these vectors and angle is drawn
in Fig. 7. From this equation, we find that, due to the factor
sin(mθ ), the magnitudes of αKubo

xy chiral and σxy chiral are large in
the case that the magnitude of W ( p − p′,ωj ) is large for
θ ∼ (half odd integer) × (π/m).

We now consider a simple case that the momentum depen-
dence of W (k,ωj ) has a dominant peak at k = Q0 with width
1/ξQ0

. When the peak is sharp, the domain of integration that
contributes to αKubo

xy chiral and σxy chiral is restricted to the region in
which p − p′ ∼ Q0. However, it is quite exceptional that the
angle θ is nearly equal to (half odd integer) × (π/m) when p
and p′ satisfy the above condition. Therefore, generally, the
magnitudes of αKubo

xy chiral and σxy chiral are small when ξQ0
is large.

On the other hand, when ξQ0
is small, the domain of integration

in which θ ∼ (half odd integer) × (π/m) is included in the
domain in which W ( p − p′,ωj ) has large values, and then the
magnitudes of αKubo

xy chiral and σxy chiral are larger than the case of
large ξQ0

. As a result, the magnitudes of αKubo
xy chiral and σxy chiral

increase as ξQ0
become smaller.

Finally, we consider the case of URu2Si2. In this case,
the pairing function is given by φ( p) ∝ Y 1

2 (p̂) and the
interaction is mediated via short-range antiferromagnetic spin
fluctuation with Q0 = (0,0,2π/alattice

z ), where alattice
z is the

lattice constant. Here ξQ0
is the correlation length of this

fluctuation. Since θ is zero when Q0 = p − p′, then the
magnitudes of αKubo

xy chiral and σxy chiral become small, if this
fluctuation were to be long range.

4. Auxiliary explanations

a. Factors (iωl + 1/τ )−2 and (iωl + 1/τ )−1 in Ā(i)
C (q,ωq; ωl ) and

S̄(i)
C (q,ωq; ωl )

Here, we show that in any case of the functional form of
W , the dimensionality, and the pairing symmetry of chiral
superconducting states, Ā

(i)
C (q,ωq ; ωl) and S̄

(i)
C (q,ωq ; ωl) for

i = a, b always have the terms proportional to (iωl + 1/τ )−2

[and (iωl + 1/τ )−1 for i = c.
First, for i = a, in any case, we can write [see Fig. 5(a)]

Ā
(a)
C (q,ωq ; ωl) or S̄

(a)
C (q,ωq ; ωl)

=
∑

p,s,q,n,m

G( p,εn−l)G( p,εn)G(s,εm−l)G(s,εm)

× ga( p,s,n,m; l), (G3)

FIG. 8. The contours of energy integration in Eqs. (G3) (upper
panel) and (G4) (lower panels). Dots represent poles of order 1. Each
contour integration generates the factor (iωl + 1/τ )−1.

where ga is a certain function. Then, integrating it over the
energy ξ p along the contour shown in Fig. 8(a), we obtain the
factor (iεn − iεn−l)−1 = (iωl + 1/τ )−1 at n = 0,1, . . . ,l − 1,
and this factor does not appear for other values of m. Similarly,
the integration over ξs also generates the factor (iωl +
1/τ )−1 at m = 0,1, . . . ,l − 1. Therefore, Ā

(a)
C (q,ωq ; ωl) and

S̄
(a)
C (q,ωq ; ωl) have terms with factor (iωl + 1/τ )−2. We can

prove this relation also for the case of i = b by using a similar
argument.

Next, for i = c, we can write [see Fig. 5(c)]

Ā
(c)
C (q,ωq ; ωl) or S̄

(c)
C (q,ωq ; ωl)

=
∑

s, p,m,n

G(s,εm+l)G(s,εm)G(q − s, − εm−q)

×G(q − s, − εm−q+l)G(q − p, − εn−q+l)

×G( p,εn+l)g
c(s, p,q,m; l), (G4)

where gc is a certain function. When max{−l,q − l} � m �
min{−1,q − 1}, the pole structure of the complex ξs plane is
given by Fig. 8(c), and then integrating over ξs generates the
terms proportional to (iωl + 1/τ )−1. Such terms appear also
for the value of m, at which three poles exist in the upper half
plane or lower half plane and the other one exits in the other
side [Fig. 8(c)-2], and do not appear when all poles exist on the
same side. On the other hand, integrating over ξ p generates no
term proportional to (iωl + 1/τ )−1. Therefore, Ā

(c)
C (q,ωq ; ωl)

and S̄
(c)
C (q,ωq ; ωl) have terms with a factor (iωl + 1/τ )−1.

b. Critical exponent � independent of specific form of W

In this subsection, we show that the critical exponent � is
independent of the specific form of W (k,ωj ). We consider the
case that the interaction is repulsive, i.e., W (k,ωj ) > 0.
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For every i = a,b,c, we can write Ā
(i)
C or S̄

(i)
C as

Ā
(i)
C (q,ωq = 0; ωl) or S̄

(i)
C (q,ωq = 0; ωl)

=
∑
k,ωj

h(q,k,ωj ; ωl)W (k,ωj ). (G5)

The important point is that W is independent of q. Then,
expanding h(q,k,ωj ; ωl) with respect to q, we obtain

Ā
(i)
C (q,ωq = 0; ωl) or S̄

(i)
C (q,ωq = 0; ωl)

=
∑
k,ωj

h(k,ωj ; ωl)W (k,ωj ) + q2
x

∑
k,ωj

hxx(k,ωj ; ωl)W (k,ωj )

+q2
y

∑
k,ωj

hyy(k,ωj ; ωl)W (k,ωj ) + · · · . (G6)

Here, we neglect terms that vanish after performing the
integration, (G1). � is the lowest number of dimensions with
respect to q of the term in which

∑
h∗W is nonzero, for

∗ = xx,yy,zz,xxxx,xxyy, . . .. Since W is positive definite,∑
h∗W leads to

∑
h∗W ′ = 0, where W ′ is another form of

potential energy that is positive definite. Therefore, � for some
particular form of W is the same as that of another one, W ′,
and thus we conclude that � is independent of the specific
form of W .

APPENDIX H: BERRY PHASE FLUCTUATION

In this section, we discuss a possible relation between the
chirality-fluctuation-induced anomalous Nernst (Hall) effect
and the Berry phase. Chiral superconductors generally possess
the nonzero Berry curvature below Tc. Because of the nonzero
Berry curvature, Sr2RuO4, which is believed to be a quasi-2D
p + ip superconductor, is regarded as a candidate of a class
D topological superconductor, and also, URu2Si2, which is
supposed to be a 3D d + id superconductor, is a candidate
of a Weyl superconductor. We speculate that the ANE and
AHE considered in this paper may be deeply related to
the Berry phase inherent in chiral superconductors. In fact,
the chiral superconducting order parameters should always
accompany the nonzero Berry curvature, which implies that
even above Tc, chiral superconducting fluctuations are related
to the Berry curvature fluctuation. Furthermore, our scenario
is also applicable to the Rashba s-wave superconductor with
the strong Zeeman field, in which the superconducting order
parameter is nonchiral, but the nonzero Berry curvature
exists below Tc [48]. This implies that the most important
factor of our mechanism of the ANE and AHE is not chiral
superconducting fluctuation, but rather, the nontriviality of
fluctuations associated with the Berry curvature, which may
be referred to as “Berry phase fluctuation.” In the following
subsections, we discuss these points.

1. Berry curvature of chiral superconductors
in the vicinity of Tc

In this subsection, we discuss the relation between the Berry
curvature and chiral superconducting fluctuations. For simplic-
ity, we consider a 2D spinless chiral p + ip superconductor,

the Bogoliubov–de Gennes Hamiltonian of which is given by

Hp+ip =
(

ξk �(kx − iky)

�(kx + iky) −ξk

)
, (H1)

where �|k| is the gap amplitude, and ξk = |k|2

2m
− μ. The Berry

curvature of this system in the momentum space �kxky
is

�kxky
= ξk�

2

2
(
ξ 2

k + �2|k|2)3/2 . (H2)

Although this expression is applicable only to the mean-field
Hamiltonian without fluctuation below Tc, we formally put
� = �0 + δ� with �0 a static part and δ� a fluctuating part
in Eq. (H2), and consider the limit of �0 → 0. Then, for small
δ� and k away from the Fermi surface, we have

�kxky
= (δ�)2

2ξ 2
k

. (H3)

Note that the right-hand side of Eq. (H3) is nonzero even
above Tc when there is a Gaussian superconducting fluctuation
〈(δ�)2〉 �= 0. It should be cautioned that Eq. (H3) does not
mean the nonzero Berry curvature above Tc. In fact, the static
Berry curvature is zero above Tc. We, rather, call the quantity
defined by Eq. (H3) the Berry phase (or curvature) fluctuation.
The above relation implies that the chiral superconducting
fluctuation may induce the Berry phase fluctuation even above
Tc. This indicates a possible relation between the Berry phase
fluctuation and the anomalous Nernst (Hall) effect raised by
chiral superconducting fluctuation.

2. Relation between Rashba s-wave superconductor and chiral
p + i p superconductor

In this subsection, we first prove that the Rashba s-
wave superconductor is mapped to the chiral px + ipy-wave
superconductor when the Zeeman field is sufficiently large.

The model of the Rashba s-wave superconductor with the
gauge filed Aμ and gravitational field φg , which causes the
thermal current, is given by

H Rashba
φg,Aμ

=
∫

d2r(1 + φg)

[
ψ†
(

− ∇2

2m
− μ − eA0

− iλσ · ∇ − μBHzσ
z

)
ψ − gψ

†
↑ψ

†
↓ψ↓ψ↑

]
, (H4)

where ψ = (ψ↑,ψ↓)t ; ∇i = ∂i − ieAi for i = x,y; μ is the
chemical potential; μBHz > 0 is the Zeeman energy; and
g > 0 is the coupling constant of the effective attractive
interaction in the s-wave channel. We assume that the chemical
potential is sufficiently weaker than the Zeeman energy,
|μ| � μBHz, such that there is only one Fermi surface. Here,
the electron field in the band crossing the Fermi surface
is denoted as �− and the one in its orthogonal band �+.
When the Zeeman field is sufficiently strong as μBHz � λkF ,
we obtain ψ↑ = �− + [iλ(∇z − i∇y)/μBHz]�+ and ψ↓ =
[−iλ(∇z + i∇y)/μBHz]�− + �+. Therefore, neglecting the
electrons �+, whose band does not cross the Fermi level,
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Eq. (H4) is rewritten as

H Rashba
φg,Aμ

∼=
∫

d2r(1 + φg)

⎡
⎣�

†
−

(
− ∇2

2m
− μeff − eA0

)
�−

−g̃

⎧⎨
⎩V p+ip

(−i(∂1 − ∂2)

2
,
−i(∂ ′

1 − ∂ ′
2)

2

)

�
†
−(r1)�†

−(r2)�−(r ′
2)�−(r ′

1)

⎫⎬
⎭

r1,r2,r ′
1,r ′

2→r

⎤
⎥⎦ ,

(H5)

where V p+ip(k,k′) = (kx + iky)(k′
x − ik′

y), g̃ = g(λ/μBHz)2,
and μeff = μ + μBHz. This is the model of the spineless chiral
px + ipy-wave superconductor.

Thus, if there are additional scattering processes raised
by an effective four-point vertex W (k,ωj ), we can apply
our theory to this emergent chiral p + ip superconductor,
and obtain the ANE and AHE. However, in this case, the
effects are raised not by chiral superconducting fluctuations
but by nonchiral s-wave superconducting fluctuations of the
original system (H4), which induces “effective chirality.” We
note that the origin of the “effective chirality” is essentially
related to the existence of the nonzero Berry curvature below
Tc for the Rashba s-wave superconductor with the strong
Zeeman field [48], though the Berry curvature is zero above
Tc within the mean-field theory. Thus, we speculate that the
most important and indispensable factor which raises the
ANE and AHE considered in this paper is not the chiral
superconducting fluctuation, but rather the nontriviality of
fluctuations associated with the Berry phase, and that the
Berry phase fluctuation may play an important role in our
scenario.
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