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Source Rupture Process of the Tecomán, Colima, Mexico Earthquake of 22 January 2003, Determined by Joint Inversion of Teleseismic Body-Wave and Near-Source Data

by Yuji Yagi, Takeshi Mikumo, Javier Pacheco, and Gabriel Reyes

Abstract  The spatial and temporal slip distribution of the Tecomán, Colima, Mexico earthquake is estimated from near-source strong-motion and teleseismic body-wave data. To perform a stable inversion, we applied smoothing constraints and determined their optimal relative weights on the observed data using an optimized Akaike's Bayesian information criterion (ABIC). The source parameters are as follows: (strike, dip, slip) = (300°, 20°, 93°), seismic moment \( M_0 = 2.3 \times 10^{20} \) N m; source duration = 30 sec; along-strike distance = 35 km; along-dip distance = 70 km. We found that the rupture process can be divided into three stages: the rupture nucleated near the hypocenter (stage I), then it broke the first asperity centering about 15 km southwest from the epicenter (stage II); and the rupture propagated to the northeast and the second asperity was broken (stage III). We also estimated the shear-stress change due to the rupture process of the mainshock on and around the major fault zone. It appears that one cluster of aftershocks for the first 5 days, which took place in and adjacent to the zones of stress, increased due to the fault rupture during the mainshock, but overall correlation between the aftershock location and the stress pattern is not clear.

Introduction

On 22 January 2003, a powerful earthquake struck part of southern and central Mexico, killing at least 21 people and causing serious damage, mainly in the state of Colima. The earthquake information initially provided by the U.S. Geological Survey is as follows: origin time = 22 January 2003 02h06m35sec (UT); epicenter = 18.807°N, 103.886°W; depth = 30 km; moment magnitude = 7.8. In this region, the oceanic Rivera (RIVE) and Cocos (COCOS) plates subduct beneath Mexico, which forms part of the continental North American (NOAM) plate, where four great earthquakes occurred on 3 June 1932 \( (M_\text{s} 8.1) \), 18 June 1932 \( (M_\text{s} 7.8) \), 30 January 1973 \( (M_\text{s} 7.5) \), and 10 October 1995 \( (M_\text{s} 7.3; M_w 8.0) \). The tectonic settings and aftershock areas of these great earthquakes are shown in Figure 1.

The 2003 Tecomán, Mexico earthquake occurred near a diffuse-triple junction, and the boundary between the RIVE and COCOS plates is uncertain (e.g., Bandy et al., 1995; DeMets and Wilson, 1996). The convergence rate between the RIVE-NOAM and COCOS-NOAM near the junction is roughly equal to 5 cm/yr (DeMets and Stein, 1990; Bandy et al., 1995). To gain an understanding of the seismotectonics of this region, it is important to investigate the coseismic slip area of these great earthquakes.

In general, the teleseismic body waves contain the information on the overall moment release rate and the depth range of the rupture area, whereas the near-source waveforms contain most of the information on the detailed slip process in the source area. Therefore, to estimate the detailed and stable source process, it is important to use both the teleseismic body-wave and near-source data.

In this study, we constructed a detailed source model of this earthquake, using the near-source records obtained by the Universidad Nacional Autonoma de Mexico (UNAM) plus the teleseismic data collected by the Data Management Center of the Incorporated Research Institutions for Seismology (IRIS-DMC). We also compared stress change due to the coseismic slip with aftershock distribution.

Data

We retrieved teleseismic body-wave (\( P \) and \( SH \) waves) data recorded at IRIS-DMC stations via the Internet. Fourteen components at 12 stations were selected from the viewpoint of good azimuthal coverage. The locations of seismograph stations are shown in Figure 2. The teleseismic body waves were windowed for 60 sec, starting 10 sec before the origin time, bandpassed between 0.01 and 2.0 Hz, and then converted into ground velocity with a sampling time of 0.25 sec.
We also used 18 components of strong-motion data obtained from three broadband seismograph stations of the Servicio Sismologico Nacional (SSN), UNAM, and three accelerograph stations of Instituto de Ingenieria, UNAM. The locations of these near-source stations are shown in Figure 1. The acceleration data were bandpassed between 0.01 and 0.5 Hz and numerically integrated to ground velocity with a sampling time of 0.25 sec; and the broadband velocity data were bandpassed between 0.01 and 0.5 Hz with a sampling time of 0.25 sec. Because the start time of near-source strong motion is not accurate, we made time corrections so that the observed $P$-wave arrivals coincide with the theoretical arrival time of $P$ waves.

The broadband velocity seismogram recorded at the station cjjg and its waveform amplified 100 times are shown in Figure 3. It is possible to identify small-amplitude motions lasting for 4 sec before a large-amplitude phase. Since this small phase is too diminutive to identify on teleseismic body waveforms, it was difficult to detect the first motion of the $P$ wave at teleseismic seismograph stations. To correct the timing, we performed preliminary waveform inversion using
the near-source data set and calculated a synthetic waveform for each teleseismic station. Later, we estimated timing corrections where the correlation coefficient between the observed and synthetic waveforms takes the maximum value.

Waveform Inversion

To construct the source model in an objective fashion, we developed a numerical method for the standard waveform inversion scheme (e.g., Harzell and Heaton, 1993; Yoshida, 1992). Following the formulation of Yoshida (1992), we represented the rupture process as a spatiotemporal slip distribution on a fault plane. First, we divided the fault plane into $M \times N$ subfaults with length $dx$ and width $dy$. Next, we described the slip-rate function on each subfault with linear B splines that are a series of $L$ triangle functions with rise time $\tau$. Finally, we described the fault-slip vector with $K$ basis slip vectors. Using this source model, the observed seismic waveform at the station $j$ is expressed by

$$W_j^{obs} (t_i) = \sum_{mnkl} X_{mnkl} S_{mnkl} (t_i - (l - 1) \tau - T_{mn}) + e_j, \quad (1)$$

where $X_{mnkl}$ is the $k$th component of slip at the $mn$th subfault at the $l$th timestep; $S_{mnkl}(t)$ is the Green’s function (elementary wave from a point source at the $mn$ subfault with unit slip); $T_{mn}$ is the start time of the basis function at each subfault; $e_j$ is assumed to be the Gaussian error with variance of $\sigma_j$. We calculated the Green’s functions for teleseismic body waves using the method of Kikuchi and Kanamori (1991). Green’s functions for near-source ground motion were calculated by the discrete wavenumber method developed by Kohketsu (1985). The source-region structure models used to compute both the teleseismic body waves and near-source ground motion are given in Table 1. To explain the observed waveform of aftershocks, we modified the structure model given in Pacheco et al. (1997). Figure 4 shows the theoretical displacement waveforms from a point source and the observed waveforms for the aftershock of 22 January 2003 ($M_w 5.9$). The location of this aftershock is shown in Figure 1. Because we assumed simple source-time function, we can not reconstruct the high-frequency component of the observed waveform. However, the general feature of the observed waveforms can be explained by using our structure model. We have also added 1-km-thick layer for teleseismic body waves to model complicated water reverberations. In the present case, considering the quality of the observed records, we took $\sigma_j$ in the near-source and farfield $P$ waves and $SH$ waves as 20%, 10%, and 20% of their maximum amplitude, respectively.

The observation equation of (1) can be rewritten in vector form as

$$Y_j = A_j x + e_j, \quad (2)$$

Table 1

<table>
<thead>
<tr>
<th>$V_p$ (km/sec)</th>
<th>$V_s$ (km/sec)</th>
<th>Density ($10^3$ kg/m$^3$)</th>
<th>$Q_p$</th>
<th>$Q_s$</th>
<th>Thickness (km)</th>
</tr>
</thead>
<tbody>
<tr>
<td>For teleseismic body wave</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.5</td>
<td>0</td>
<td>1.0</td>
<td></td>
<td></td>
<td>1.0</td>
</tr>
<tr>
<td>5.54</td>
<td>3.20</td>
<td>2.50</td>
<td>300</td>
<td>150</td>
<td>3.0</td>
</tr>
<tr>
<td>5.69</td>
<td>3.29</td>
<td>2.70</td>
<td>500</td>
<td>250</td>
<td>5.0</td>
</tr>
<tr>
<td>6.27</td>
<td>3.62</td>
<td>2.80</td>
<td>600</td>
<td>300</td>
<td>9.7</td>
</tr>
<tr>
<td>6.71</td>
<td>3.87</td>
<td>2.90</td>
<td>800</td>
<td>400</td>
<td>17.3</td>
</tr>
<tr>
<td>8.10</td>
<td>4.68</td>
<td>3.30</td>
<td>1200</td>
<td>600</td>
<td>—</td>
</tr>
<tr>
<td>For strong ground motion</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.54</td>
<td>3.20</td>
<td>2.50</td>
<td>300</td>
<td>150</td>
<td>4.0</td>
</tr>
<tr>
<td>5.69</td>
<td>3.29</td>
<td>2.70</td>
<td>500</td>
<td>250</td>
<td>5.0</td>
</tr>
<tr>
<td>6.27</td>
<td>3.62</td>
<td>2.80</td>
<td>600</td>
<td>300</td>
<td>9.7</td>
</tr>
<tr>
<td>6.71</td>
<td>3.87</td>
<td>2.90</td>
<td>800</td>
<td>400</td>
<td>17.3</td>
</tr>
<tr>
<td>8.10</td>
<td>4.68</td>
<td>3.30</td>
<td>1200</td>
<td>600</td>
<td>—</td>
</tr>
</tbody>
</table>

where $A_j$ is a matrix of $n_j$ (number of data points at station $j$) $\times N_u$ (number of model parameters) dimension. In general, an increase in the number of model parameters may give rise to instability in the solution with the result that even a small change in the data will result in a large change in the solution. To obtain more stable results, we applied smoothing constraints to the slip distribution with respect to time and space. The smoothness constraint with respect to time is:

$$0 = X_{mnkl(t-1)} - 2X_{mnkl} + X_{mnkl(t+1)} + e_j, \quad (3)$$

where $e_j$ is the Gaussian error. This can be rewritten in the following simple vector form:

$$0 = Tx + e_t, \quad (4)$$
For given values of \(r_S, D\), where \(S, D\) cannot be estimated directly, but \(r_j\) and \(r_d\) can be estimated by the quality of data. To determine \(r_j\) and \(r_d\) objectively, we adopted the minimum Akaike’s Bayesian information criterion (ABIC) (Akaike, 1980). The optimal ABIC formulation of two types for partially dependent prior information was developed by Fukahata et al. (2003, 2004), and its validity has already been checked. The optimal ABIC for the present case is expressed using the following equation:

\[
\text{ABIC} (x, \sigma_j, \sigma_d) = N \log S (x, \sigma_j, \sigma_d) - \log \left( \frac{1}{\sigma_j} \right)^T T^T + \frac{1}{\sigma_d} D D \right) \left( \frac{N - 1}{2} \right) + C.
\]

\(N\) is the total number of the observation equations. We apply a grid-search method to obtain optimal values of \(r_j\) and \(r_d\).

In this article, to solve the least-squares problem with a positivity constraint on the model parameters, we used the non-negative least-squares (NNLS) algorithm of Lawson and Hanson (1974).

Fault Model

We assumed that faulting occurs on a single fault plane and that the slip angle remains unchanged during the rupture. We adopted the fault mechanism of (strike, dip, slip) = (300°, 22°, 93°), and the epicenter determined by Colima University (latitude = 18.71° N; longitude = 104.13° W). This fault mechanism is modified slightly from the Harvard CMT solution to be consistent with the amplitude of \(S\) waves and with the geometry of the plate boundary that has been determined by the focal mechanism and seismicity (Pardo and Suárez, 1995). Figure 5 shows theoretical teleseismic waveforms from a point source for different source depths and the observed waveforms. The shape of the theoretical waveforms varies with depth due to varying the timing of the reflected phases (e.g., \(pP\) and \(sP\)). The shape of the observed waveforms is similar to the theoretical waveforms for a depth of 20 km. This implies that the depth of major moment release is located near 20 km.

To obtain gross features and some details of the rupture process, we divided the procedure into two steps. In the first step, we took a broad fault area of 100 \(\times\) 90 km to obtain a rough estimate of the rupture area, which we divided into...
10 × 9 subfaults, each with an area of 10 × 10 km. If the start time of the basis function at each subfault $T_{mn}$ of equation (1) is set to 0 sec, we can allow all subfaults to slip at any time. Although this model is flexible, the computation time is long. To save the computation time, we assume a first rupture front velocity $V_r$, which gives the start time of the basis function at each subfault $T_{mn}$ of equation (1). For $V_r$, we tested a range of values between 2.5 and 4.5 km/sec, and finally found that a velocity of 3.5 km/sec shows a minimum variance. This is close to the shear-wave velocity in the source region. The slip-rate function on each subfault is expanded into a series of eight triangle functions with a rise time of 2 sec. Because the hypocentral depth is not adequately constrained by the local seismological network, we varied the hypocentral depth from 10 to 35 km in increments with 2.5 km in the inversion procedure with the fault mechanism and epicenter fixed and found its minimum variance at 20 km (Fig. 6). Through the inversion procedure, the effective rupture area was estimated to be 40 × 70 km.

In the second step, the fault plane was confined to a narrower area of 70 × 85 km and divided into 14 × 17 subfaults, each having an area of 5 × 5 km. The slip-rate function on each subfault is expanded into a series of 13 triangle functions with a rise time of 1 sec. The rupture front velocity is also set at 3.5 km/sec in this case.

Source-Rupture Process

The inversion results are shown in Figures 7, 8, and 9. Figure 7 shows the final dislocation on the fault plane, and Figure 8a depicts its distribution on the map. Figure 9 represents a snapshot of the slip rate at every 2 sec. The source-rupture process obtained may be divided into three stages from I to III. At stage I, the rupture nucleated near the hypocenter during the initial stage of 4 sec. The seismic moment at this stage is $2.5 \times 10^{18}$ N m ($M_w$ 6.2), which is significantly smaller than the total seismic moment. At stage II, the rupture propagated to the southwest and broke the first asperity (A) centered at about 15 km southwest from the epicenter during 4 to 10 sec after the initial break. The maximum slip amounts to 3.4 m at about 15 km southwest of the epicenter. Total seismic moment at this stage is $2.5 \times 10^{19}$ N m ($M_w$ 6.9).

At stage III, the rupture propagated to the northeast and broke asperity (B) centered at about 25 km northeast from the epicenter.

Figure 8b shows the slip function inferred for subfaults near the asperities. The mean source-time function at asperities A and B lasts about 7 and 6 sec, respectively. The source-time function consists of the dislocation rise time and the rupture propagation time over the subfaults. In the present case the rupture propagation time is about 2 sec. Accordingly, the mean rise times at A and B are about 5 and 4 sec, respectively. Although its difference is quite small, the slightly longer rise time on asperity A at shallower depths appears consistent with the general trend of source durations for shallow subduction earthquakes, which might be attributed to variable frictional properties or lower strength of the plate interface at shallower depths (Bilek and Lay, 2002).

The maximum slip amounts to 3.4 m at about 15 km southwest of the epicenter. Total seismic moment is $M_w =$
Figure 7. Final results of our joint inversion. (a) Focal mechanism. (b) Total moment-rate function. (c) Distribution of coseismic slip vectors. The star indicates the location of the initial break.

Figure 8. (a) Distribution of coseismic slip on the map. The star indicates the location of the initial break. (b) Slip functions obtained in this study for subfaults A and B shown in Figure 6.
2.3 × 10^{20} \text{ N m} \ (M_w = 7.5), \text{ which is in agreement with that of the Harvard CMT, } 1.62 \times 10^{20} \text{ N m. The total source duration is about 30 sec. The rupture propagates mainly along the dip direction, and the along-strike length of the rupture area is significantly shorter than its down-dip width. The rupture area appears to extend parallel to the transition zone between the RIVE and COCOS plates. It should be noted that the hypocenter is located near a narrow part of the slip area, where the amount of slip is very small.}

Figure 10 displays a comparison between the observed records (black) and the synthetics (gray). The waveform match is very good except for the MOIG station located 329 km northeast of the hypocenter. The discrepancy for this station may come from the assumed structure, which is not suitable for the station.

In the present analysis, the near-source data are very limited in azimuthal coverage. Stations CALE, VILE, UNIO, and ZIIG are nearly in the same azimuth; the waveform observed at MOIG cannot be constructed by our source model, so effectively there are two azimuths represented. Although this is not a good data set when compared with most strong-motion inversions, our result seems to have a good resolution. This result may come from the advantage of the joint inversion of teleseismic body-wave and strong-motion data with an optimized ABIC. Fukahata et al. (2003a,b) show that the optimized ABIC is particularly useful even with the insufficient observed data set.

We checked the resolution of our source model using a synthetic test. We generated the synthetic data corresponding to the actual station distribution using an assumed source model, which corresponds to a smoothed model of the main part of Figure 8a. A random Gaussian noise having a standard deviation of 5% of the maximum amplitude was added to each synthetic data. We tried to invert the source model for three different data sets: both of the teleseismic body-wave and near-source data, only the teleseismic body wave, and only the near-source data. The source models obtained from each data set are shown in Figure 11. From this figure, we can see that the slip patterns inverted from each data set are well reproduced. The slip distribution inverted both from the teleseismic body-wave and near-source data is almost same as the assumed slip distribution, whereas the slip models inverted only from the teleseismic body-wave or near-source data are simplified in the comparison with the assumed slip distribution. This result shows that the resolving power either of the teleseismic or near-source data sets is insufficient to reconstruct the assumed source model but that of both the teleseismic and near-source data is enough to reconstruct the assumed source model.

As shown previously, the slip distribution of the 2003 Tecomán earthquake extended to the northeast direction. The rupture pattern should affect the distribution of seismic intensity. Singh et al. (2003) obtained an isoseismal map based on reports mainly from local government agencies and from field inspection teams. Their results show that a large ground-motion area with VIII on the modified Mercalli intensity scale extended to the northeast, which is consistent with that expected from our source model.

Coseismic Stress Change and Aftershock Distribution

We also estimate the coseismic change of shear stress on and around the dipping fault plane due to the rupture process of the mainshock to compare it with aftershock distribution. Calculations of the shear-stress change is based on
the slip distribution (Fig. 5) obtained from the described waveform inversion. The method used here is from formulations for static dislocation in a 3D homogeneous half-space (Okada, 1992), incorporating elastic parameters in the third layer given in Table 1. We calculate the change of the shear-stress component parallel to the slip direction on the mainshock fault plane. This is because the two largest aftershocks that occurred in the west of the mainshock epicenter had nearly the same focal mechanism as that of the mainshock (Singh et al., 2003), although the mechanism of other minor aftershocks is not well known.

Figure 12 shows the static shear-stress change thus calculated. Because the slip distribution obtained from the kinematic waveform inversion has somewhat larger estimation errors near the fault edges, we are mainly interested in the stress change in the central part of the fault to see whether there is any possible correlation with aftershock distribution. It is found that the maximum stress drop in a zone of a large slip of 3.1 m northeast of the epicenter is about 9.4 MPa (asperity B), and the maximum stress drop in a zone of large slip of 3.4 m is about 10.7 MPa (asperity A). On the other hand, we notice a zone of stress increase up to 4.5 MPa trending in the northwest–southeast direction just northeast of the epicenter, and another zone of stress increase of 4.0 MPa west of the large stress drop zone (asperity B). Additional dynamic rupture calculations, including a horizontally layered structure (Mikumo and Miyatake, 1993; Mikumo et al., 2002), which have been made to check the possibility of

Figure 10. Comparison of the observed waveforms (upper trace) with the calculated waveforms (lower trace). The numbers below the station code indicate the maximum amplitude. (a) Teleseismic body wave. (b) Strong motion data.
dynamic stress triggering aftershocks (e.g., Harris, 1998), provide similar estimates except near the fault edges because of the propagating rupture.

The mainshock of the 22 January 2003 earthquake (02h 06m 35sec) was followed by quite a large number of small to moderate ($M_w < 5.7$) aftershocks, but its major activity seems to have decayed in the first 2 weeks. The locations of these aftershocks have been determined from 10 stations of the Red Sismica de Universidad de Colima (RESCO). Figure 12 also shows the locations of 130 aftershocks for the first 5 days after the mainshock event, superposed on a map of the calculated stress change. It can be seen that there are three main clusters of aftershocks: one is trending in the north-northeast–south-southwest direction just northeast of the mainshock epicenter, the second one is located at the west side of the mainshock fault, and the third one is located on and just west of asperity B. The two largest aftershocks, $M_w 5.7$ (19h 41m, 22 January) and $M_w 5.3$ (20h 15m, 22 January), took place in the second cluster. More than 80% of aftershocks in the first cluster occurred in the zone of stress increase located southeast of asperity B. Aftershocks in the second cluster appear to have taken place both in the zones of stress increase and decrease, but the stress pattern northeast of this cluster is not reliable. On the other hand, aftershocks in the third cluster occurred on and west of the central part of stress drop zone. Also to be noted here is the lack of aftershock activity in and around a zone of large stress-drop, asperity A, although this might be due to some incapability of aftershock locations from the inland seismic stations. These patterns suggest that at least some of these aftershocks, in particular, in the first cluster, appear to have been triggered by a stress increase due to the nonuniform rupture process of the mainshock. However, the overall correlation between the aftershock location and the stress pattern is not clear, and later aftershock activity also expanded to the surrounding regions. This may be a common feature in previous studies in which some aftershocks can be related to stress triggers but some others occur in stress shadows (e.g., Harris, 1998).

**Summary**

We constructed a detailed source model of the 22 January 2003, Tecoman, Colima, Mexico earthquake, using the near-source records obtained by the UNAM plus the teleseismic data collected by IRIS-DMC. To construct the source model in an objective fashion, we developed a numerical method. We incorporated prior information into the observed data and determined the optimal relative weights of information from the observed data and prior constraints us-
ing an optimized ABIC. We found that the rupture process can be divided into three stages: the rupture nucleated near the hypocenter (stage I), then it broke the first asperity centering at about 15 km southwest from the epicenter (stage II); and the rupture propagated to the northeast and large asperity was broken (stage III). The somewhat longer rise time on the first shallower asperity than on the second, deeper one might be explained by variable frictional properties of the plate interface. The rupture area appears to extend parallel to the transition zone between the RIVE and COCOS plates. The hypocenter is located near a narrow part of the slip area, where the amount of slip is very small. It appears that at least one cluster of aftershocks for the first 5 days took place in and adjacent to the zones of stress increase because of the fault rupture during the mainshock.
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Appendix

In this appendix, we have tried to check the effects of (1) the assumed structure, (2) the assumed depth of the hypocenter, (3) the assumed dip of the fault plane, and (4) the assumed location of the hypocenter by using synthetic tests. The synthetic data corresponding to the actual station distribution is exactly the same as in the synthetic test in the Source Rupture Process.

At first, we calculated the Green’s function with a simple structure model that is given in Table A1 and inverted the source model for three different data sets: both of the teleseismic body-wave and near-source data; only the teleseismic body waves; and only the near-source data. The source models obtained from each data set are shown in Figure A1. From this figure, we can see that the slip patterns inverted from each data set can be reproduced. The slip distribution inverted only from the teleseismic body-wave data seems to maintain its stability, whereas the slip distribution inverted only from the near-source data tends to be concentrated into small patches. This suggests that only the result from the near-source data is sensitive with the assumed structure. To obtain the stable solution, it is important to use the teleseismic body-wave data.

Next, we calculated the Green’s function with two slightly different depths of hypocenter, 17.5 and 22.5 km,
and inverted the source model for three different data sets. The source models obtained from each data set are shown in Figure A2. The slip patterns inverted from each data set are reproduced. The slip distribution inverted only from the near-source data seems to be stable for the assumed depths. On the other hand, because the teleseismic body waves well constrain the depth range of the rupture area, the slip distributions inverted only from teleseismic body waves are sensitive with the assumed depths. To obtain a stable solution, it is important to obtain the depth of the hypocenter using teleseismic body waveforms.

Next, we calculated the Green’s function with two slightly different dip angles, 20° and 23°, and inverted the source model for three different data sets. The slip patterns inverted from each data set seem to be well reproduced. The slip distribution inverted both from the teleseismic body-wave and near-source data is almost the same as the assumed slip distribution, whereas the slip models inverted only from the teleseismic body-wave or near-source data are sensitive with the dip angle.

Finally, we calculated the Green’s function with two slightly different horizontal locations of the hypocenter located 5 km east and 5 km west from the true hypocenter and inverted the source model for three different data sets. The slip patterns inverted from each data set seem to be well reproduced.
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### Table A1

<table>
<thead>
<tr>
<th>$V_p$ (km/sec)</th>
<th>$V_s$ (km/sec)</th>
<th>Density ($10^3$ kg/m³)</th>
<th>$Q_p$</th>
<th>$Q_s$</th>
<th>Thickness (km)</th>
</tr>
</thead>
<tbody>
<tr>
<td>For teleseismic body wave</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.5</td>
<td>0</td>
<td>1.0</td>
<td>1.0</td>
<td></td>
<td>1.0</td>
</tr>
<tr>
<td>5.69</td>
<td>3.29</td>
<td>2.70</td>
<td>8.0</td>
<td></td>
<td>9.7</td>
</tr>
<tr>
<td>6.27</td>
<td>3.62</td>
<td>2.80</td>
<td>9.7</td>
<td></td>
<td>17.3</td>
</tr>
<tr>
<td>6.71</td>
<td>3.87</td>
<td>2.90</td>
<td>17.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8.10</td>
<td>4.68</td>
<td>3.30</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>For strong ground motion</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.69</td>
<td>3.29</td>
<td>2.70</td>
<td>500</td>
<td>250</td>
<td>9.0</td>
</tr>
<tr>
<td>6.27</td>
<td>3.62</td>
<td>2.80</td>
<td>600</td>
<td>300</td>
<td>9.7</td>
</tr>
<tr>
<td>6.71</td>
<td>3.87</td>
<td>2.90</td>
<td>800</td>
<td>400</td>
<td>17.3</td>
</tr>
<tr>
<td>8.10</td>
<td>4.68</td>
<td>3.30</td>
<td>1200</td>
<td>600</td>
<td></td>
</tr>
</tbody>
</table>

Figure A1. Results from a synthetic test with the wrong Green’s function calculated with a simple-structure model given in Table A1. (a) Slip distribution of the assumed source model. (b) Slip distribution obtained from both the teleseismic body-wave and the near-source data. (c) Slip distribution obtained from the teleseismic body wave. (d) Slip distribution obtained from the near-source data.
Figure A2. Results from a synthetic test with two slightly different depths of hypocenter. (a) Slip distribution obtained from both the teleseismic body-wave and the near-source data. (b) Slip distribution obtained from the teleseismic body waves. (c) Slip distribution obtained from the near-source data. (Top) Results for a depth of 17.5 km. (Bottom) Results for a depth of 22.5 km.

Figure A3. Results from a synthetic test with two slightly different dip angles. (a) Slip distribution obtained from both the teleseismic body-wave and near-source data. (b) Slip distribution obtained from the teleseismic body waves. (c) Slip distribution obtained from the near-source data. (Top) Results for a dip of 20°. (Bottom) Results for a dip of 24°.
Figure A4. Results from a synthetic test with two slightly different horizontal locations of hypocenter. (a) Slip distribution obtained from both the teleseismic bodywave and near-source data. (b) Slip distribution obtained from the teleseismic body waves. (c) Slip distribution obtained from the near-source data. (Top) Results for the location 5 km west. (Bottom) Results for the location 5 km east from the true hypocenter.