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Space–Time Clustering of Large Thrust Earthquakes along the Mexican

Subduction Zone: An Evidence of Source Stress Interaction

by Miguel A. Santoyo, Shri K. Singh, Takeshi Mikumo, and Mario Ordaz

Abstract The spatiotemporal plot of epicenters of large (Ms �6.9) subduction
earthquakes in Mexico (1900 to present day) suggests that these earthquakes cluster
in space and time. In this work we test the hypothesis that the coseismic stress transfer
may lead to this clustering. For the analysis we estimate the spatial extent of the
coseismic Coulomb stress change for these large events and then perform a statistical
analysis using the v2 goodness-of-fit test for the interevent time intervals. We find
that there are, at least, two groups of time intervals where the observed frequencies
are much higher than that expected from a Poisson model, indicating a bimodal
pattern. For the first mode, the observed frequencies for the 0- to 5-year interval
becomes about 2.1 times the expectation, with a probability of occurrence of about
30%. These results show that large thrust Mexican earthquakes between 1900 and
2003 are clustered in space and time probably due to stress interactions among them.
The second mode includes the time interval of 30–50 years. In the interval of 30–40
years, the observed frequencies become about 1.7 times the expectation and about
1.2 times the expectation for the 40- to 50-year interval. This second mode could be
associated with a reloading interval of tectonic stress due to the plate convergence
and appears consistent with the long-term recurrence periods of large thrust earth-
quakes in the Mexican subduction zone.

Introduction

A glance at the spatiotemporal plot of epicenters of large
subduction earthquakes in Mexico, which occurred during
the last 103 years on the Pacific coast, suggests that these
events are clustered in space and time (e.g., Singh et al.,
1981; Nishenko and Singh, 1987a; Ward, 1991). Several au-
thors have reported a positive correlation between the co-
seismic stress changes on the neighborhood of the source
region, and the occurrence in clusters of subsequent earth-
quakes with different magnitudes in the same area (e.g.,
King et al., 1994; Stein et al., 1994; Deng and Sykes, 1997;
Freed and Lin, 1998; Gomberg et al., 1998; Harris, 1998,
Toda et al, 1998; Stein, 1999). Here, the term stress transfer
or earthquake interaction implies that given an earthquake,
the time of occurrence of the following large events in its
close neighborhood is accelerated in time due to its coseis-
mic stress increase outside the main slip region.

In this study, we test the hypothesis that the coseismic
stress transfer leads to clustering of large thrust earthquakes
in the Mexican subduction zone. For this purpose, we define
a criterion to obtain the interoccurrence times, taking into
account the spatial extent of the changes of the Coulomb
failure stress due to the coseismic slips of each earthquake.
The analysis is performed with the aid of the Pearson v2

statistical test, with reference to a Poisson model of earth-

quake occurrence as our null hypothesis. For this purpose,
we analyze the Mexican earthquake catalog from 1900 to
2003.

Earthquake Data

The Mexican earthquake catalog is complete from 1900
to the present for events with magnitudes Ms �6.5 (Singh
et al., 1984; Kostoglodov and Pacheco, 1999). As our
method is based on the spatial relationship between large
earthquakes, we only consider rupture areas greater than
625 km2 (25 km � 25 km), which is equivalent to events
with Ms �6.9. The catalog for this period and magnitudes
comprises 46 shallow thrust earthquakes (Table 1).

Method of Analysis

Rupture Areas

The rupture areas for each earthquake are estimated
from their aftershock areas when they are known. The after-
shock areas have been mapped for only 24 out of the 46
events (Fig. 1, Table 1). For the remaining events, we esti-
mate the rupture area from an empirical relation: log(S) �
Ms � 4.1 (e.g., Utsu and Seki, 1954; Purcaru and Berck-
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Table 1
Catalog of Shallow Thrust Mexican Earthquakes with Magnitudes Ms �6.9 (1900–2003)

Location* Location*
Event
No.

Date
(yr/dd/mm) Lat. Lon. M† L‡

Event
No.

Date
(yr/dd/mm) Lat. Lon. M† L‡

1 1900/1/20 20.0 �105.01 (7.6)2 79.53 24 1941/4/15 18.85 �102.941 (7.9)1 112.33

2 1900/5/16 20.0 �105.01 (7.1)2 44.73 25 1943/2/22 17.62 �101.151 (7.7)1 89.23

3 1907/4/15 [16.62] [�99.2]4 7.94 150.64 26 1950/12/14 [16.61] [�98.82]4 7.37 58.24

4 1908/3/26 16.7 �99.25 (7.8)2 100.13 27 1957/7/28 [16.59] [�99.41]4 7.87 92.04

5 1908/3/27 17.0 �101.05 (7.2)2 50.23 28 1962/5/11 [16.93] [�99.99]9 7.19 40.09

6 1908/10/13 18 �102.05 (6.9)5 35.53 29 1962/5/19 [16.85] [�99.92]9 7.09 35.09

7 1909/7/30 16.8 �99.91 (7.5)2 70.93 30 1965/8/23 [15.58] [�96.02]10 7.57 108.510

8 1909/7/31 16.62 �99.451 (7.1)2 44.73 31 1968/8/2 [16.01] [�98.01]10 7.37 70.010

9 1909/10/31 17.1 �101.11 (6.9)2 35.53 32 1973/1/30 [18.29] [�103.41]11 7.711 90.011

10 1911/6/7 17.5 �102.56 (7.9)6 112.33 33 1978/11/29 [15.75] [�97.05]10 7.812 84.010

11 1911/12/16 17 �100.71 (7.6)2 79.53 34 1979/3/14 [17.46] [�101.45]13 7.412 95.013

12 1928/3/22 15.67 �96.17 (7.5)6 70.93 35 1981/10/25 [17.75] [�102.25]14 7.212 48.014

13 1928/6/17 15.8 �96.91 (7.8)6 100.13 36 1982/6/7–1 [16.35] [�98.37]15 6.912 53.015

14 1928/8/4 16.1 �97.41 (7.4)6 63.23 37 1982/6/7–2 [16.4] [�98.54]15 6.912 57.015

15 1928/10/9 16.3 �97.31 (7.6)6 79.53 38 1985/9/19 [17.79] [�102.51]16 8.112 180.016

16 1932/6/3 [19.8] [�105.4]8 8.07 222.08 39 1985/9/21 [17.62] [�101.82]16 7.512 80.016

17 1932/6/18 [18.99] [�104.6]8 7.97 71.08 40 1986/4/30 [18.42] [�102.49]16 6.912 55.016

18 1932/6/22 18.74 �104.688 (6.9)8 35.53 41 1989/4/25 [16.58] [�99.46]17 6.912 35.017

19 1932/7/25 18.87 �103.938 (6.9)8 35.53 42 1995/9/14 [16.48] [�98.76]18 7.312 45.018

20 1933/5/8 17.5 �101.01 (6.9)1 35.53 43 1995/10/9 [19.1] [�104.90]19 8.012 175.019

21 1934/11/30 19 �105.318 (7.0)8 39.93 44 1996/2/25 [15.78] [�98.26]20 7.112 68.020

22 1935/6/29 18.75 �103.58 (6.9)8 35.53 45 2000/8/9 17.99 �102.6621 (6.9)3 35.53

23 1937/12/23 [16.39] [�98.61]4 7.57 61.24 46 2003/1/22 [18.7] [�104.20]22 7.612 72.022

*Bracketed numbers indicate the location of the center of the rupture area.
†M � Ms if in parenthesis, otherwise M � Mw.
‡L indicate the lengths of the faults along the coast (see text).
Numbers shown as superscripts indicate references: 1, Singh et al. (1984); 2, Nishenko and Singh (1987a); 3, L from log(S) � Ms � 4.1; 4, Nishenko

and Singh (1987b); 5, Singh et al. (1981); 6, Anderson et al. (1989); 7, Singh and Mortera (1991); 8, Singh et al. (1985); 9, Ortiz et al. (2000); 10, Singh
et al. (1980); 11, Reyes et al. (1979); 12, Harvard CMT catalog; 13, Valdés and Novelo (1998); 14, Havskov et al. (1983); 15, Astiz and Kanamori (1984);
16, UNAM seismology group (1986); 17, Zuñiga (1993); 18, Courboulex et al. (1997); 19, Pacheco et al. (1997); 20, Santoyo and Islas, unpublished report;
21, SSN catalog; 22, Singh et al., 2003.

hemer, 1978; Wells and Coopersmith, 1994), where S is the
source area in km2, and Ms is the surface-wave magnitude.
During the period considered here, there are four earth-
quakes of magnitude Mw 6.9 with known aftershock areas.
All of them show an aspect ratio of about L � W (see Fig. 1),
where L is the length along the strike direction and W is the
width along the dip direction, L being the horizontal distance
of the estimated source area S. From this observation, we
assume that the remaining 6.9 earthquakes on the catalog
behave approximately in the same way. For the events with
magnitudes over 7.0 with known aftershock areas, they show
aspect ratios between 1.5 � L/W � 3.0 (Fig. 1), so we as-
sume an aspect ratio of L � 2W for them.

Interevent Times

It is critical to establish the rule by which the interoc-
currence times between earthquakes will be determined. One
possibility is to take the earthquake catalog in a region and
a minimum threshold magnitude and to calculate the time
difference between subsequent events as they appear in the
catalog. Since this method does not take into account the
spatial distance between the events, one could be accounting

for the time interval between two earthquakes that could be
several hundreds of kilometers apart from each other.

Our criterion to obtain the interevent times specifically
consists of the following: We first select, from the catalog,
the earthquake that occurred first in time and estimate the
possible extent of the zones of coseismic increase in the
Coulomb failure stress (DCFS) from the rupture area, as de-
scribed in the next section. Second, from all the rupture areas
for subsequent events, we look for the first event in time that
spatially overlaps the zone of stress increase due to the spec-
ified earthquake, and then take the time interval between
them if they actually overlap. Third, because this spatial
overlapping could be only partial, we check if the zone of
stress increase is completely overlapped by the fault area of
the second event. If not, we take the remaining nonover-
lapped region, and continue searching for the next consec-
utive earthquake whose fault area spatially overlaps the re-
maining region. Then, we take again the interevent time
between the first specified and third events. In this way, the
procedure is repeated until the entire region of stress increase
due to the specified earthquake is fully overlapped. We con-
sider in this procedure that an earthquake can produce a
stress influence on more than one earthquake in the future
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Figure 1. Tectonic map of Mexico. Gray areas
show the aftershock area of large earthquakes from
1900 to 2003. Stars represent the epicentral locations
of earthquakes for which there are no aftershock areas
available. Thin lines parallel to the coast show the
spatial extent of the sequence 1908–1911 in Guerrero.
The solid line ABC is the reference line for the pro-
jection of these events. TMVB, Trans-Mexican Vol-
canic Belt; OFZ, Orozco Fracture Zone; OGFZ,
O’Gorman Fracture Zone; EGG, El Gordo Graben;
PACIFIC, COCOS, RIV, Pacific, Cocos and Rivera
oceanic plates, respectively; JA, Jalisco; CO, Colima;
MI, Michoacan; GU, Guerrero; OA, Oaxaca.

and also that a given earthquake can be influenced by more
than one event in the past. We also assume that all the stress
accumulated due to an earthquake in the overlapped zone
will be released by the next events.

The above method is recursively applied to the time for
each earthquake in the catalog, until the entire time period
of the catalog is analyzed. This procedure provides a set of
interevent times between earthquakes that are now related
in the spatial domain. In a later section we show a detailed
example of this procedure.

After this is done, the interevent times are analyzed by
the aid of the v2 statistical test, with reference to a Poisson
model of occurrence. We analyze two sets of interevent
times: the set A, obtained by the method proposed above,
which takes into account the stress interaction between
earthquakes, and another set B, obtained from the time dif-
ference between subsequent events directly as they appear
in the catalog.

Coulomb Failure Stress

For the computation of the Coulomb failure stress
change, we used the relation DCFS � Ds � l�Drn (e.g.,
Harris, 1998), where Ds is the shear stress change in the
direction of the fault slip, Drn is the change in the tensional
stress normal to the fault plane, and l� is an apparent coef-
ficient of friction l� � l (1 � p), where l is the static
coefficient of friction and p is the pore pressure in the source
volume. In this study, we used the formulations given by
Okada (1985, 1992) to compute the coseismic DCFS in a 3D

tensorial way. In the computations, we used a shear modulus
of l � 3.5 � 1011 (dyne cm2), with a Poisson ratio of m �
0.25. For the tectonic apparent coefficient of friction, we
used the value of l� � 0.4 adopted by Mikumo et al. (1999,
2002) for the Mexican subduction zone.

As all the thrust earthquakes considered in this study
occur on the upper plate interface between the North-
America Plate and the Rivera or Cocos Plates (see Fig. 1),
the DCFS function is computed on this fault interface with
the average direction of faulting motion. For the Mexican
subduction zone, we used the average parameters: d � 15�
(dip), and k � 90� (slip). The strike is assigned depending
on the subducting plate. In the case of the Rivera plate, we
used a strike of hr � 300�, and for the Cocos plate we used
hc � 290�.

To define the spatial extent of coseismic stress increase
that would affect future earthquakes, we tentatively take the
area whose DCFS brings the adjacent region at least 1.0 bar
(0.1 MPa) closer to the failure. Values of this order have
been recognized by different authors to have effective influ-
ence on the neighborhood seismicity around the fault area
(e.g., King et al., 1994; Hardebeck et al., 1998; Harris, 1998;
Stein, 1999).

Earthquakes have a heterogeneous slip distribution over
the fault plane. Unfortunately, this information is available
only for some recent Mexican earthquakes. Due to this lim-
itation, we assumed an elliptical distribution of slip over the
fault, tapered with a cosine function of 15% for all events
(Fig. 2a), which is expected from a nearly uniform stress
drop. As we discuss in a next paragraph, this assumption
does not significantly affect the estimation of the DCFS on
the extended plane.

Using this model for earthquakes with magnitudes be-
tween Mw 7.0 and Mw 8.0 and a mean depth of 20 km, the
area with DCFS � �1.0 bar is found to be about four to five
times the original fault area. This means that the length of
this area along the trench is about twice the fault length (see
Fig. 2b, c). In this study we call this length the distance of
effective influence (DEI). Note that the values of DCFS out-
side the ruptured fault area are positive when computed over
the extended fault plane, and nonuniform negative values
inside the fault area. In general, actual earthquakes have also
some positive DCFS zones inside the fault area due to het-
erogeneous slip distribution. Due to this, in our analysis we
consider the fault rupture length as a portion of the DEI.

Figure 3 shows the space–time plot of all the selected
earthquakes for this study. The x axis (abscissa) is the dis-
tance along the trench, taken along the line ABC shown in
Figure 1, which is approximately parallel to the trench. The
y axis (ordinate) represents time in years, beginning in 1900.
The earthquake fault zones are projected onto the line ABC
and are shown as horizontal lines where their ordinate value
is the date of their occurrence. Thick solid lines represent
the fault extent of each earthquake in the direction parallel
to the trench, and thin lines denote the spatial extent of their
stress influence (the DEI length) projected onto line ABC.
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Figure 2. DCFS from two possible earthquakes
over their extended fault plane. The stress changes are
given in bars. The aspect ratio of the fault size is
L � 2W for the two assumed events. For this model,
we take dip � 15�, slip � 90�, and the center of the
fault is located at a depth of 20 km. (a) The slip is
assumed to have an elliptical distribution with a co-
sine tapering of 15% over the length and width. (b) An
earthquake with a moment magnitude Mw 7.0. (c) An
earthquake with Mw 8.0. Note that the horizontal dis-
tance between �1 bar contours on the extended plane
is approximately twice the assumed fault length (L).

In Figure 4 we show an example of the method to obtain
the interevent times from the space–time plot in Figure 3.
Here, we take a subcatalog of eight earthquakes that oc-
curred between 1900 and 1945 and between 400 and 700
km along the projection line ABC. We begin with the DEI
of earthquake A (27 March 1908), as it is the first to appear
in the subcatalog (Fig. 4a). The next earthquake to appear
in time on the catalog is event B (13 October 1908), but its
rupture area does not overlap the DEI of event A, so the time
interval between them is not taken into account. The next
earthquake to appear in time is event C (31 October 1909).
In this case, its rupture area partially overlaps the DEI of
event A, so the time interval D1 between them is taken into
account. However, since event C does not overlap the entire
DEI length of A, we continue searching for the next consec-
utive earthquake whose fault area spatially overlaps the re-
maining region. Here event D (7 June 1911) does not overlap
the DEI of A, but event E (16 December 1911) does, so we
take the time D2 between A and E. Event F (8 May 1933)
again overlaps a small part of the remaining region, so we
take the time interval D3. In the same sense, only event H
(22 February 1943) and not event G (15 April 1941), over-
laps the remaining region of A, so we take only D4 between

A and H. Now the DEI of A is completely overlapped by the
four events. We repeat the procedure with the DEI of the
next event B. Here, event D is the only one to overlap the
DEI of B, so in this case we only take the time interval D5
(Fig. 4b). Following the same procedure, in Figure 4c, we
find that only events E, F, and H overlap the DEI of C, so
we take the times D6, D7, and D8, respectively. Figure 4d
shows that for event D, only G and H overlap its DEI so we
take the time intervals D9 and D10. In this example we can
observe that one earthquake can influence more than one
event in the future and that a given earthquake can be influ-
enced by more than one event in the past.

A more detailed analysis using actual slip distributions
over the fault plane will not necessarily produce a significant
difference on the DEI obtained by our method. The Coulomb
stress changes outside the rupture fault area are not very
sensitive to the slip distribution inside the fault area. Vari-
ations of the slip are significant only inside the source area,
in the sense that as one goes away from the main slip zone,
the DCFS represents the result due to the sum of the mean
slip variations. In order to check this assumption, we per-
formed tests to compare the variations in the DCFS outside
the main fault area, assuming an elliptical slip distribution,
with those from the slip distributions obtained by kinematic
waveform inversion of three earthquakes: the 19 September
1985 Ms 8.1, Michoacan (Mendoza and Hartzell, 1989), the
14 September 1995 Ms 7.3 Copala (Courboulex et al. 1997),
and the 25 April 1989 Ms 6.9, San Marcos (Santoyo, 1994;
Zuñiga et al., 1993) earthquakes. The results on DEI differ
only by 15%. Further tests described in the Appendix show
that these variations in the DEI do not significantly affect the
final results.

There is a possibility, however, that the absolute value
of DCFS would become somewhat larger if some difference
in elastic properties between the crust overriding the sub-
ducting plate and those inside the plate is taken into account,
and hence that the DEI would become slightly larger. In a
more detailed analysis, it would also be necessary to incor-
porate postseismic stress variations due to plate convergence
and viscoelastic relaxation process (e.g., Mikumo et al.,
2002).

Results from Statistical Analysis and Discussion

Following the method outlined earlier, we obtained 113
interevent times for the set of 46 earthquakes. A statistical
analysis of these interevent times is now performed by the
aid of the v2 test for the goodness of fit (e.g., Benjamin and
Cornell, 1970). Our working hypothesis is that the interevent
times (A) obtained by our method would differ significantly
from a Poisson process, showing a clustering behavior.

To ensure that our results are due to earthquake inter-
actions and not simply to the time distribution of the earth-
quakes in the catalog, we also analyzed the set of interevent
times (B) taken simply from the time difference between
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Figure 3. Space–time plot of the Mexican subduction earthquakes with Ms � 6.9,
taken from the catalog for the period from 1900 to 2003. The abscissa is the distance
in kilometers along the projection line ABC shown in Figure 1. A and C are located
at the northwestern and southeastern ends of the projection line. The ordinate represents
time in years beginning at 1900. Open circles indicate the epicentral location projected
onto the line ABC at the occurrence time of earthquakes. Thick and thin horizontal
lines represent the source length (L) and the DEI of each earthquake, respectively,
projected along the line ABC. JA, CO, MI, GU, and OA same as in Figure 1.

subsequent events as they appear in the catalog. In this case,
the v2 test is expected to favor the null hypothesis, showing
a Poisson behavior.

The interevent time intervals (A) obtained by our
method are grouped into two class intervals (5 and 10 years)
taking care of having no less than 5 elements in each interval,
and the data are analyzed for the 99% and 99.9% signifi-
cance levels (Benjamin and Cornell, 1970). The results are
summarized in Table 2. For the two different selections of
class intervals, the results do not allow us to reject the work-
ing hypothesis of earthquake clustering, on the ground that
the test results are greater than both of the 1.0% and 0.1%
v2 distribution percentage points (Abramowitz and Stegun,
1972), as seen in Table 2. To assure that our method would
not identify an unclustered dataset as a clustered one, we
performed the test which is explained in detail in the appen-
dix. Also in the appendix we performed another test of the
effects of changing 15% the length of the DEI.

In Figure 5a it can be observed that once an earthquake
has occurred, approximately 30% of the subsequent events
occur in the next 5 years, possibly due to the stress inter-
actions.

The next set of time intervals (B) taken directly from

the catalog was grouped into the class interval of 5 years,
using the same procedure as for the previous set A. The
results from the v2 test for this case are summarized in Table
2. Here the results do not allow us to reject the null hypoth-
esis, showing that these interevent times follow a much more
random behavior.

In Figure 5b and c it can be observed that there are two
groups of time intervals where the observed frequencies of
occurrence are much higher than those expected from the
Poisson model, indicating a bimodal pattern. This behavior
could be divided into a short-term mode of clustering of
events and a long-term mode for recurrence-type period for
large earthquakes.

The first group of intervals, or the first mode, falls be-
tween 0 and 5 years, where the observed frequencies are
approximately two times higher than that expected from the
Poisson model. The second group of intervals, or the second
mode, falls between 30 and 50 years, and the observations
are about two times the Poisson’s expectation.

These results imply that just after the first year of the
occurrence of a large earthquake, the probability of occur-
rence of another large event in the same region is much
higher than that expected from a random process, and that
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Figure 4. Example of the method used to
obtain the interevent times, based on the spatial
extent of the coseismic Coulomb failure stress.
Rupture areas projected on line ABC of Figure
1 are shown as thick solid lines. Earthquakes:
A, 27 March 1908; B, 13 October 1908; C, 31
October 1909; D, 7 June 1911; E, 16 December
1911; F, 8 May 1933; G, 15 April 1931; H, 22
February 1943; see Table 1 for details. The
extent of the DEI of events A, B, C, and D,
are shown as thin solid lines. (a) Time inter-
vals counted from event A; (b) time intervals
counted from event B; (c) time intervals
counted from event C; (d) time intervals
counted from event D. See text for the descrip-
tion of the method.

Table 2
Results for the Statistical Analysis of Interevent Times

Data
Set

Class Int.
(Years)

Test
Results

v2

99%*
v2

99.9%†
Allow to Reject
Null Hypothesis

A 5.0 73.3 36.19 43.82 Yes
10.0 38.73 21.67 27.88 Yes

B 5.0 0.88 6.63 10.83 No

*Values for the 1.0% percentage points (Abramowitz and Stegun, 1972).
†Values for the 0.1% percentage points (Abramowitz and Stegun, 1972).

in the interval 0–5 years, the probability of occurrence due
to the interaction between large earthquakes is near 35%.

The second mode (30–50 years) could be associated
with the reloading interval of tectonic stress due to the plate
convergence. In fact, these results do not appear inconsistent
with the analysis of recurrence times based on the seismic
gap hypothesis. Nishenko and Singh (1987a) found that in
the Mexican subduction zone, the long-term recurrence time
for earthquakes with magnitudes Ms � 7.5 varies from 28
to 54 years, with a mean of about 40 years. Using a different
method than Nishenko and Singh (1987a), Zuñiga and Wyss
(2001) also observed recurrence times of these orders (20–
40 years) in the southern portion of the Mexican subduction
zone. The second mode of our results indicates that the lobe

in the frequencies of occurrence between 30 and 50 years
could be associated with the long-term recurrence periods
found by Nishenko and Singh (1987a), Zuñiga and Wyss
(2001), and others.

Even though these results are not inconsistent with the
analyses by the seismic gap theory for long-term recurrence
periods, there is an important group of large events that oc-
cur soon after the occurrence of large earthquakes. Thus,
special care should be taken in relation to the time periods
after a large earthquake have occurred, especially for seismic
hazard analyses for large subduction earthquakes in Mexico.

On 22 January 2003, a large earthquake with magnitude
Mw 7.6 occurred in front of the coast of the Mexican state
of Colima, at the southeast end of the 9 October 1995,
Mw 8.0, Jalisco earthquake fault (Singh et al., 2003; Yagi et
al., 2004) (Table 1). This earthquake occurred just in the
area of the effective stress influence from the 1995 Jalisco
earthquake, eight years after its occurrence, and also from
the 1973 earthquake, almost 30 years after the event (Fig.
3). In agreement with our results and the results by other
authors, this could be an indication that the last event has
influenced the occurrence of a next event with a positive
DCFS, incrementing the rate of seismicity in its adjacent
zones. Under our scheme, given the 1995 earthquake, the
probability of occurrence of the 2003 event in its area of
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Figure 5. Histograms of interevent times and
probabilities. (a) Normalized acumulated frequency
of set A (solid line) and that expected from the Pois-
son model (dashed line). (b) Results obtained by the
method proposed in this study (set A) for a time in-
terval of 5 years, combining bins where raw data con-
tains less than five elements. Continuous lines here
are the curves for the expected values from a Poisson
model of occurrence. (c) Same as (b) for a time in-
terval of 10 years.

positive effective stress influence, was about 36% after eight
years, as shown in Figure 5a. This value is about twice that
expected from the Poisson model.

Conclusions

Several studies have shown that the clustering of earth-
quakes is not restricted to aftershock or foreshock sequences,
but also occurs for large and great earthquakes (e.g., Kagan
and Knopoff, 1976; Kagan and Jackson, 1991). Our study
shows that the probable stress interaction in a group of large
thrust earthquakes (Mw �6.9) in the Mexican subduction
zone is leading to their clustering behavior in space and time.
It also shows that this behavior is not simply due to the
temporal distribution of the large earthquakes itself on the
catalog.

We find that given a large earthquake (Mw � 6.9), the
probability of occurrence of another large event in the same
region is much higher than that expected from a random

process. In the interval of 0 to 5 years, the probability of
occurrence of another large earthquake in the neighboring
region is about 30%, about twice that expected from a Pois-
son model. The results of our analysis should be taken into
account in earthquake forecast and seismic hazard estimation
in Mexico.

On the other hand, it is necessary to perform a more
detailed analysis in a three-dimensional scheme to account
for the interevent times due to the stress interaction between
shallow-thrust and in-slab normal faulting earthquakes in
this subduction zone.
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Appendix

To ensure that our method would not identify an un-
clustered dataset as a clustered one, we performed the fol-
lowing test: we generated a large number of synthetic
catalogs with the same magnitude exceedence rate charac-
teristics (expected number of earthquakes per unit time) of
the actual one, but with a known Poissonian behavior in
time, and applied our method to them. We then, checked
how many synthetic catalogs produced a possible non-
Poissonian behavior, according to our algorithm. To do this
we generated 10,000 catalogs, where for each catalog we
assigned the following characteristics:

1. Following a Poissonian model, the interevent times
(termed as interarrival times by Benjamin and Cornell,
1970), were assigned an exponential distribution, with the
same value of k � 46/103 � 0.447 (event/year) as the actual
catalog. To simulate the interevent times we used

1
s � � ln(u ) ,i i� �k

where si � interevent time, ui is a uniformly distributed
random number between 0 and 1, and

i

T � si � k
k�1
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is the time of occurrence of each earthquake in the synthetic
catalog.

2. The spatial location along the trench of each earth-
quake was set following a uniform distribution xi � 1350
ui, where ui is again a uniformly distributed random number
between 0 and 1.

3. For the magnitude distribution of events in the cata-
log, we assigned a truncated Gaussian distribution with
Em � 7.03 and r � 0.84, which are the mean and standard
deviation values for this distribution, obtained from the ac-
tual catalog. Then, Mi � Em � ryi, 6.8 � Mi � 8.2, where
Mi is the magnitude assigned to each event and yi is a random
number with standard normal distribution. Then, the DEI for
each event was assigned according to the relation log(S) �
M � 4.1 and L � 2W. Finally, we applied the method to
each synthetic catalog.

From this test, our method concluded that only 512 out
of the 10,000 synthetic catalogs (5.12%) behaved as non-
Poissonian, and 94.88% of the cases behaved as Poissonian,
indicating that our method is working with a good confi-
dence level and that it is very unlikely that an unclustered
dataset could be identified as clustered by our algorithm.

Another test performed was to assure that a change of
15% in the length of the DEI length due to the different

distribution of slips, would not significantly affect the results
of the statistical analysis. Here we changed this length in
three different ways: We (1) increased by 15% the values of
DEI of all the earthquakes on the catalog and applied our
method; (2) reduced by 15% the DEI values of all earth-
quakes on the catalog, and again applied the method, and
(3) generated a random 15% increase or decrease of the DEI
for each earthquake on the catalog and applied the method
in 100 different runs. In all cases (100%), the tests yielded
no evidence to favor the Poisson hypothesis of earthquake
occurrence.
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