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ABSTRACT

In the past couple of decades, remote sensing techniques have been extensively exploited in hazard mapping, rescue, evacuation, emergency response, and disaster mitigation and rebuilding process. Rescue and evacuation of occupants from the hazardous regions are the main tasks of emergency response after a disaster and predicting building damages is also useful for emergency management. In other words, damaged building detection is a key element in the post disaster crisis assessment and response procedures. Generally, both airborne and space borne optical sensors can cover much larger areas than other platforms, and hence, they can be used for damage detection in large-scale natural disasters. However, the building extraction using optical imagery, especially in hazard areas, is still the subject of ongoing research. The challenges are due to: inaccurate feature extraction using optical images, variety and complexity of building roof, the effects of the rubble in hazardous areas, etc.

In this thesis, we proposed and develop novel Mathematical Morphology (MM) based methods and algorithms for accurate building extraction in hazardous areas. First, MM based novel method has been extended to pattern recognition combing morphological filters and Hit-Or-Miss Transform (HMT). In this method which is developed optimizing the shape and the size of HMT morphological filtering parameters with morphological operators are presented for building roof target detection.

In a second step, another novel approach for building roof reconstruction and classification method is introduced. Here the main two classification methods of SVM and Random Forest (RF) are tested for building roof extraction. Usually RF classification is based on week learners; however, our well performed RF classification algorithm gave higher accurate results on building extraction.

In a third step, Discrete Fast Fourier Transform (DFFT) method is tested for pre and post event image registration and developed a damaged building identification method using the power spectrum changes. Finally, combining both these methods produced significantly high accurate damaged maps were generated and optimized results were validated with ground truth survey and existing GIS data for accuracy assessment.

The study solely based only on freely available and downloadable data but with different scales, rotation and shifted imagery. These images were obtained at pre and post disaster situations and hence the cost efficiency of the method is very high. Single source optical images
with spectral information represented by pixel values can adapt to different image analysis tasks to certain degrees of accuracy, hence multisource images can be useful in this context. Considering the ground condition of the candidate heavily damaged areas that used for the study, these accuracy values are reasonable. On the basis of the study, the analysis and the experiments carried out in the framework of this thesis, we identified some interesting directions of research as future development of this work.

Key words: optical image processing, natural hazard, building extraction, pattern recognition, Mathematical Morphology, Differential Morphological Profile, Hit-Or-Miss Transform, Random Forest, Discrete Fast Fourier Transform, GIS.
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\( \Pi_{\gamma_{\lambda}}(f) \) opening profile
\( \Pi_{\varphi_{\lambda}} \) closing profile

\( \Delta_{\gamma_{\lambda}} \) derivative of the opening profile
\( \Delta_{\varphi_{\lambda}} \) derivative of the closing profile

Section 3.2

\( \eta_{FG} \)  Foreground of SET
\( \eta_{BG} \) Background of SET

\( C_{fgc} \) Center of the complement of foreground

\( C_{bgc} \) Center of the complement of the background

\( t_i \) Threshold value

**Section 3.3.2**

\( t \) Tree

\( T \) Forest size

\( D \) Tree depth

\( \rho \) Injected randomness

\( i \) Attribute

\( x_i \) Attributes of data point (instance label)

\( F \) Feature space

\( d \) Dimensionality of the feature space

\( d' \) Dimensionality of the subspace

\( v \) Vector (data point)

\( \Theta \) Split function (weak learner model)

\( \phi \) Filter function (subset selected from the set of all possible features)

\( \psi \) Geometric primitive (axis-aligned hyperplane)

\( \mathcal{X} \) Parameters of the test function

\( \tau \) Treshold

\([\cdot]\) Indicator function (Tree Training)

\([\times]\) Indicator function (Tree Testing)

\( j \) jth node

\( h(v, \Theta_j) \) test function

\( S_j \) training set

\( I_j \) information gain in jth node (objective function)
Maximization of an objective function

$H(S)_{\text{Shannon}}$ Shannon entropy

$H(S)_{\text{Gini}}$ Gini index

$S$ training points
$c$ class label
$C$ set of all classes
$p(c)$ empirical distribution
$I$ information gain
$P(c \mid v)$ posterior distributions

$\mathcal{S}_j$ Small random subset thresholds

$\phi$ Filter function

$l_j$ True label of $x_i$

$[\cdot]$ Indicator function (training)
$[\times]$ Indicator function (testing)
$\phi$ Indicator function (feature importance)
$N$ feature importance
$B^\text{iB}$ In-Bag samples for a tree
$B^\text{OOB}$ Out-Of-Bag samples (OOB: Complementary samples)

Section 3.4

$f(x)$ two-dimensional function

$x_1$: Number of pixels horizontally

$x_2$: Number of pixels vertically

$k_1, k_2$: Spatial frequency variables

$j$: Imaginary component of complex number

$F(\zeta, \eta)$ absolute value

$(x, y)$ the point
\( R \)  ratio of two images

\( P_t \)  Total profile depth

\( R_a \)  arithmetic average of the absolute values

\( R_q \)  root mean squared (among the profile roughness)

\( R_z \)  mean roughness depth

\( R_{hi} \)  maximum height of the profile \( R_i \) for the \( i^{th} \) sampling length

\( W_t \)  Waviness height (total height of W-profile)

\( y_i \)  vertical distance from the mean line
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1 Introduction

1.1 Research Background

Any form of a natural hazard is a threat of a naturally occurring event that will have a navigate effect on the livelihood of the people. As reported in several reliable recent sources, various kinds of natural hazards occurring all over the world, they kill and affect thousands of people and damage billions of properties. By region, Asia is the highest in all indices for disaster occurrences. Asia accounts for 35.8 percent of disaster occurrence; number of people killed, 52.1 percent; total number of affected people, 78.3 percent; and the amount of economic damage, 44.9 percent [1]. Figure 1.1 and 1.2 show the increasing natural disaster trend and estimated damage (in US$ billion) caused by reported natural disasters between year 1900 and 2010.

In the past couple of decades, remote sensing techniques have been extensively exploited in hazard mapping, rescue, evacuation, emergency response, and disaster mitigation and rebuilding process. Remote sensing is the leading technique to quickly map the damage at different scales, coordinating the relief effort and to assess the vulnerability of the areas. Rescue and evacuation of occupants from the hazardous regions are the main tasks of emergency response after a disaster and predicting building damage is also useful for emergency management. In other words, damaged building detection is a key element in the post disaster crisis assessment and response procedures. Generally, both airborne and space borne optical sensors can cover much larger areas than other platforms, and hence, they can be used for macro-scale urban modeling and damage detection in large-scale natural disasters.
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Fig. 1.1. Natural disasters trend reported in year 1900-2010.  
(Source: Report-2010, ADRC, Kobe, Japan)

Fig. 1.2. Estimated damage caused by reported natural disasters.  
(Source: Report-2010, ADRC, Kobe, Japan).
1.2 Problem Statement

Remote sensing techniques provide a strong base for large area disaster mapping, damage monitoring and coordinating relief efforts [2]. The prompt and accurate detection and assessment of urban building damage caused by natural hazard is one of the important aspects of above damage monitoring. There have been a lot of published work and real implementations of using remote sensing technique for hazard mapping. The development of advanced remote sensing technologies has improved the mapping capabilities and expanded the areas of applications.

The methods that have been designed for building damage detection can be basically divided into two groups: (1) methods that interpret only post event data and (2) methods that detect damaged building between pre and post event data. Compared to methods using only post-event data, more accurate results can be obtained by those using pre and post event data [3]. The obvious shortcoming of the methods using only post disaster data is less satisfactory. Because detection outcome face the difficulty of precisely identifying the damage without knowing what existed before the hazard. Also, it has a major limitation in many urban areas, especially in developing countries where pre event reference ground truth data is hard to find (e.g. GIS).

Change detection using pre and post event SAR, LiDAR and optical data are popular methods to acquire building damage information. Using SAR images, building damage can be detected based on changes in the backscatter coefficient and intensity correlation (amplitude), phase information or the combination of phase and amplitude information. However, restricted by the source and quality of the SAR data, the quantitative relationship between the coherence coefficients and the damage grades must still be worked out. Most of the research also revealed that the results from damaged building detection using SAR images were less conclusive without the aid of additional image data or ground truth information [4, 5, 6, 7].

Airborne LiDAR systems allow fast and extensive acquisition of precise height data which can be used for detecting some specific damage types (e.g., pancake collapse) that cannot be identified by 2D images. Since LiDAR is a relatively new technology and many places do not have LiDAR coverage, a little research has been done using real pre and post event LiDAR data for building damage detection. Usually it is not a common practice to obtain laser scanning data right after a natural hazard only for the purpose of building damage detection, due to the cost and difficulty in flight planning [8, 9, 10].
Optical imagery with spatial resolution finer than 1m can be acquired by both airborne and space borne imagery. The emergence of VHR remote sensing imagery with detailed texture and context information makes it possible to detect damaged building. Various properties in spectra, texture, edge, spatial relationship, structure, shape and shadow in the imagery has been used for damage extraction. The increased availability of this type of data and the frequently updating images archive make VHR optical data well-suited as a pre event reference data source for building damage detection [11, 12, 13, 14, 15, 16].

The most significant improvement was the commercialization of high spatial resolution optical satellite images such as IKONOS, Geo-Eye and Quick Bird [17, 18]. These high resolution optical images from space borne and airborne sensors provide data with a ground samplings distance in the panchromatic band of up to 0.5m or 0.2m, respectively, a sufficient spatial resolution for the desired task of building extraction.

1.2.1 Drawbacks of the optical remote sensing

Automated extraction of building from airborne or space borne imagery has been an active research field for decades. However, extracting building from high resolution remote sensing imagery is a quite challenging task, until now building detection using optical remote sensing images still remains as an open problem. In addition, most current approaches do not work in densely built-up areas and hazardous areas. There are a number of challenges and the difficulties are outlined below.

1. Manual extraction of buildings from the imagery is very time-consuming. A major drawback of manual interpretation is low efficiency, difficulties in meeting urgent demands in the emergency response and outputs are subjected to heavy operator supervision.

2. Building can be rather complex structures with different shapes and scales, and they might be surrounded by a dense urban region. (Building geometry and neighborhood complexity)

3. The variety of roof (e.g. shape, color, etc.), shadows and smoke (e.g. in the hazard region) frequently occur, which makes the appearance of buildings in image incomplete and irregular.
4. Different environmental noises such as roads, individual trees and vehicles which are not easy to distinguish from buildings.

5. Obtaining significant distinctions between man-made objects and natural background to achieve effective image segmentation, resulting in high false detection.

6. Rubble, debris and small scale watershed after the natural disaster caused noises heavily.

To deal with the above difficulties, researchers have proposed many approaches [19][20][21], which usually use pixel based or object based methods. However, these methods are not suitable for building detection in intensely build-up high resolution satellite images. Extracting building from high resolution remote sensing imagery is a challenging task, as the building can be rather complex, such as structures with different shapes and scales, they might be surrounded by a densely urban region. In a high resolution satellite image with hundreds of complex buildings, the number of lines or junctions is large, and also the noise levels which are very hard to distinguish from the real information are needed. They may appear very differently in intensity level, shapes and other patterns. There are nearly no general features to describe as buildings.

Among the various analyses and approaches, Mathematical Morphology (MM) based methods draws promising and strong attention recently. Topological and geometrical continuous-space concepts such as size, shape, convexity, connectivity, and geodesic distance, were introduced by MM on both continuous and discrete spaces. MM is also the foundation of morphological image processing, which consists of a set of operators that transform images according to the above characterizations. They either completely remove or entirely preserve a structure in the image and do not distort the shape of structures nor introduce new edges [22]. Image segmentation considering not only the pixel based but also the object based is another advantage of the MM. Differential Morphological Profile (DMP), further extension of MM is a multi-scale image processing algorithm that employs a combination of Morphological Operators (MO) and derivatives of the resulting Morphological Profile (MP) [23, 24]. This technique attempts to classify regions of an image as homogeneous with respect to a series of Structuring Elements (SE) with increasing radius.

Here the basic MO is the erosion, dilation, opening and closing. Morphological residuals between the original gray-level function and the composition of a granulometry and an anti-granulometry by reconstruction are used to build a so called MP function. The DMP is
defined as a vector where the measure of the slope of the opening-closing profile is stored for every step of an increasing SE series. (The MM will be further discussed in section 3.1).

1.2.2 **Drawbacks of the existing DMP**

Although DMP contain strong information on land cover and their spectral properties, several shortcomings of the existing MP based approach are listed below,

1. The existing MP based methods do not explore all aspects of the feature space, including the buildings in urban areas and more advanced approaches should be investigated [25]. The building extraction performance has among the best results reported in the literature thus far as percentage of 58%. [17].

2. Existing DMP based methods are not sufficient enough for accurate classification and none of them are focused on damage or hazard areas.

3. This method concerns the necessity of looking at a large range of increasing opening closing by reconstruction. Therefore, the resulting differential profile can be high-dimensional and contain unnecessary data profile for building extraction. Which means it is required to identify the necessary bands of DMP, the Structuring Elements (SE) size and shape performs well for the building in the image. Usually the determination of the size and shape of the SE is largely an empirical process [26].

4. The multiscale approach based on a range of different SE sizes are allowed to explore a range of different hypothetical spatial domains. However, a proper classification process is needed to use for the best response of the structures in the image.

5. Computational complexity, processing limited to the analysis of the scale, limitation in the characterization of features to be modeled due to the usage of structuring elements.

These problems should be solved for successful use of DMP for building identification and damage assessment.
1.3 Objectives and Novel Contribution of the Thesis

For the general case of object extraction, it is impossible to assume that all buildings will always be of a uniform size in the candidate area. Thus, SEs of multiple scales are a necessity. Additionally, the multi-scale techniques also allow for the identification of object substructures. Among the various analyses, approaches and use of our 5 years experience, MP based methods draw promising and attention more so than the other methods. The MP based methodology is sufficient enough for land cover classifications, but none of the literature is focused on hazardous areas for high accurate building extraction.

The objective of this study is to develop a further extension of the MP based method for building extraction using space borne or airborne imagery in natural hazardous areas with improved accuracy. To overcome the difficulties of the MP based algorithm we investigate further extensions of morphological operation, filtering irrelevant features, and performing of the processing with a reduced computation load and classification methods. Considering the building in the image rather than general land cover classification, the Structuring Element (SE) is prompt to optimized and identify the effective DMP channels (hypothetical spatial domains) for building. In particular, this study is devoted to the definition and in depth evaluation of the functionality of the SE and find the well performed classification method of Random Forest (RF) for building extraction in hazardous areas.

The study also tested an automated image registration method based on Fast Furrier Transform (FFT) for hazardous areas and proposed a novel rapid automated building damage extraction method based on Decrete Fast Fourier Transform (DFFT) using the max-scaled log power spectrum to increase the accuracy of the process beside the main MP based technique. Finally, these MP and FFT based methods are combined for higher accurate building and damage extraction.

Depending on the objectives the thesis outlines several novelties as follows.

1. To apply and investigate the performance of the MP and its extended connection operators in building extraction using VHR remotely sensed data.

   i. Extending the MP technique for building pattern recognition and determining the proper structural element size and shape for optimal
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performance. (Described in section 3.2)

ii. Investigating compatible classification approach to be integrated with the MM operation results. (Described in section 3.3)

2. Define the behavior of the FFT power spectrum of the VHR images in hazarded regions.

i. Automated registration of pre and post event image in hazardous areas using FFT based method

ii. Identifying damaged building using spectral analysis of the frequency domain. (Described in section 3.4)

The study region is selected from the hazardous area of Ishinomaki, Miyagi prefecture due to the 2011 Tohoku earthquake and tsunami. Mainly the freely available airborne or space borne high resolution optical images will be used as the remote sensing data. (In the present study, we were able to achieved more than 92% of building extraction accuracy, even in hazardous areas).

1.4 Proposed Dissertation Framework

The Proposed thesis framework is shown in Figure.1.3 and it consists of several steps as explained below.

Step.1.1- Pre and post event image registration manually or automated method that based on FFT.

Step.1.2- The pre and post event remote sensing images applied to extended morphological operators

Step.1.3- Damaged and undamaged building are extracted using pattern recognition and specified classification methods. The following approaches show the extended morphological based building extraction and optimization methods for optical images.
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(a) Approach 1

Pattern Recognition-
Extended MP based approach combined with Hit-Or-Miss transform as a novel pattern recognition technique for building extraction from VHR space borne imagery in 2011 Pacific Coast of Tohoku Earthquake and Tsunami.

Purpose of above approach-
MP based approach extended to pattern recognition method using Hit-Or-Miss transform. The effect of template sizes and shapes of the candidate building in the images is analyzed, for their performances.

(b) Approach 2

Classification based Method-
Extend the MP for building roof rebuild and for building extraction in hazardous area using airborne imagery.

Purpose of above approach-
Although MP shows high complexity for feature extraction, further investigations are needed for better response of the building structures in the image (including hazardous areas), avoiding noise for high accuracy building identification.

Step.2- Automated building damage identification using FFT from the spectral information of optical images.

Step.3- Data fusion of the MP based and FFT based techniques.

Step.4- Results validation with ground truth and existing GIS data.
1.5 Thesis Layout (Scope and Organization)

The outline of the work presented in this doctoral thesis is briefly described as follows.

Chapter 2: This chapter reviews some of existing literatures of building identification in hazardous areas.

Chapter 3: Introduce the basic concept of MO, MP and DMP. Then the important novelty of proposed optimizations of the pattern recognition templates and building roof reconstruction methods is described. The most effective classification method of Random Forest (RF) that performed for building extraction combing with extended MP are recalled. (The behaviors of the Preformed Random Forest (PRF) for building extraction are described in chapter. 4) As a dual approach for damage extraction, Fast Fourier Transform based novel method has introduced.

Chapter 4: Present the results and the discussion.

Chapter 5: Finally the summary and an overall discussion of the dissertation as a whole are presented.
Fig. 1.3. Proposed dissertation framework
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2.1 Introduction

This chapter makes a brief survey of existing methods for building extraction using airborne or spaceborne optical imagery without any kind of auxiliary data (e.g. SAR, LiDAR, hyperspectral data, DEM, etc.). Particularly approaches employing the texture analysis, feature extraction and pattern recognition procedures are reviewed. Throughout this investigation advantages and disadvantages of those methods are also examined. Most of the examined optical data sets consist of panchromatic imagery coming from both airborne as well as high resolution satellite sensors. These surveyed methodologies of image segmentation for building extraction from monocular images can be classified into two categories: edge-driven and region-driven. The mathematical morphological transformation based approaches for urban classification also become popular in the past decade.

2.2 Existing Methods for Building Extraction from Optical Imagery

2.2.1 Edge driven methods

The edge driven methods are mainly focused on the delineation of building boundary and segmentation of building roof polygons or faces. Building detection using entropy threshold basis selection method was investigated by Banjanin et al [1]. They proposed a method that allows for the restriction of the decomposition complexity by increasing the threshold factor with the use of edge enhancement as a simple and effective feature extraction method. Nevatia et al. also introduce a linear feature extraction and description [2]. Elaborating on the Gaussian scale-space, applied a technique for detecting whether the difference between two consecutive scales are too large, based on the changes the sign of the Laplacian of the image undergoes with the increasing standard deviation of the Gaussian filter. Sobel and Roberts are also well-known feature extraction methods that show reliable extraction performance through the implementations [3],[4].

However, these edge detection based methods still need a improvements. Figuring out that how to combine the benefits of the fine scales (spatial accuracy) with those of the coarse ones (reliable classification). Choosing a threshold very low will lead to many false edge counts and contribute to noise in the processed image. Conversely, if the threshold is set too high, there will be a discontinuity in the detected edges. Many of these works showed short comes in their application in hazardous areas as shown, because of the influence of the errors occurred by
debris, none of them provides an automatic method for determining the numerical values for the scales.

The classical Hough transformation is used to detect lines, circles, ellipses, etc., whereas the generalized form can be used to detect features that cannot easily be described in an analytical approach. By applying the advanced Hough transformation the geometric properties of the buildings such as building edge and corners are extracted [5]. The research shows that by using Hough transformation for building extraction has many advantages, such as the better handling of noisy data, easy adjustment of level detail of the output data, the ability to force certain geometric properties into the extracted buildings and possibility to bridge gaps, meaning that building corners that might not to be visible in the imagery can be determined accurately [6]. Easy implementation, simple conceptuality, adaptive use of many types of spatial configuration (not only lines), handles missing and occluded reliable data are the advantages of the Hough transform.

However, this methodology has certain weaknesses when dealing with radiometrically heterogeneous building roof, large roof shadow, complex building geometry, the combination and arrangement of many compound buildings. Other disadvantages of this method are its computational complexity for a number of building roof parameters, its focus for a single type of object at one time, inability to determine the length and position of a line segment and the difficulties in separating co-linear line segments. Most of the approaches are based on stepwise, interactive Hough transform in combination with an adaptive feature extraction algorithm.

2.2.2. Region driven methods

Comparing with edge driven methods, region driven methods have significant advantages, because it can incorporate with prior high level knowledge such as texture, intensity and shape models. A wide range of region driven based techniques and algorithms have been proposed for building extraction from high resolution imagery in early research. Considering both radiometry and geometry, large populations of these building extraction methodologies are categorized as region growing, clustering and segmentation, shadow based identification and so forth.

For the initial segmentation of optical images, seeded region growing algorithms are also used to find homogeneous roof regions in the image. The seed points are regularly distributed over the image with a seed point raster size set with respect to the expected roof size. The
seeded region growing algorithm starts at a pixel position of each seed point and compares this pixel value with the neighboring pixel values. If the neighboring pixel values lie inside a given tolerance, the neighboring pixels belong to the same region as the seed point. The region growing goes on recursively with the newly added pixels and ends, when no new neighboring pixels which fulfill the condition can be found [7]. The main drawback of this technique is that it is difficult to distinguish proper building in the image.

There are many traditional schemes for image clustering and segmentation. Without prior information, building extraction methods for airborne or space borne images based on algorithms are modified by step follows, namely a multi-scaled geometric image analysis, watershed segmentation and region classification. Most of the time these texture clustering algorithms are assumed to be an arduous and complex combination of image processing approaches (e.g. histogram filtering, enhancing, contrast measuring, smoothing, merging etc.) [8, 9].

Most of the recent work on building extraction from high resolution satellite images are based on supervised techniques. These techniques either require a classification based on initial training data to provide hypotheses for the positions and sizes of the candidate building features. The past studies have shown that the supervised classification methods of Support Vector Machine (SVM) [10,11,12] and Maximum Likelihood Classifier (MLC) [13,14] and Neural Network Classifier [9,13,15] provide significantly higher accuracy of the remote sensing images than other approaches (These classifiers are briefly described in the appendix). Concerning the effect of the training sample size on classification accuracy, it can state that increasing the training sample size increase the accuracy. However, due to the fact that in each of these classification methods, the location of the training samples in the feature space is more important than the training sample size and the largest increase was not observed to be more than 3% [10].

When illuminated by the sun, buildings cast shadows around them. Several studies have been conducted on the relationship between a building and its cast shadow [16, 17]. Generally, there are two types of methods for extracting shadows of structures: property-based and model-based methods [20]. Property-based methods obtain shadows by making use of specific properties of shadow images, such as color, texture and shape [20,21,22,23].

However, in visual interpretation of the scene, less than 60% of shadows were really caused by
buildings; others were by trees, debris or even clouds. The studies of building extraction or damage assessments using only shadow analysis show low accuracy detections and needed an integrated shadow analysis with optional data.

2.2.3 Mathematical morphology

Segmentation and classification of images at pixel level have been widely used in the field of advance remote sensing. The generally accepted technique reported in the literature is to assign the pixels to a semantically meaningful class based on spectral similarity and local textural features. Feature extraction by various methods has been extensively employed to incorporate the spatial information about the local neighborhood of a pixel. Another approach for the integration of spatial information is the use of mathematical morphology by Soille [24]. Pesaresi and Benediktsson introduced multi-scale analysis based on Morphological Profiles (MPs; will be detailed in Chaptor. 3) that are formed by the successive application of opening and closing by reconstruction with the increasing size (scales) of the structuring elements (SE) [25]. The successive difference of the MP, the differential morphological profile (DMP), was defined as a feature vector for each pixel. Then, the scale, where the maximum response was observed in the DMP was coded as the probable size of the object underlying the pixel of interest. In addition, each pixel was labeled as convex, concave or flat in accordance with the type of that scale.

Fig. 2.1 (a) Original panchromatic image and (b) classification based on the full DMP for each pixel of 16 DMP layers for land cover classification. (Refer [26]).
Many researchers have employed the DMP as a feature vector for each pixel and have performed segmentation and classification based on the similarities of these features. In [26] Benediktsson et al., significant scales were selected from the DMP and used as features for a neural network type classifier. Figure 2.1 (a) shows the conducted agricultural experiment area in a subset of panchromatic image. The classification results of large buildings, small buildings, roads, wetlands, open area inside and outside area are shown in different colors [large building (magenta), small building (gray), streets (cyan), open spaces in the urban areas (dark blue), open space outside urban areas (green), wetland (yellow)] in Figure. 2.1. (b).

A multi-scale hierarchical segmentation was performed based on MP in [27] Akcayet et al., where spatial connectedness and spectral homogeneity were utilized at each hierarchical level. The DMP was used in estimating the kernel bandwidths of the mean shift at each pixel and the segmentation results that confirmed the effectiveness compared to fixed bandwidth mean shift segmentation were reported in Aytekin et al., [28]. The common framework of the methods Pesaresi et al., and Benediktsson et al., is the assumption that the maxima of the DMP emulate the sizes and typologies of the underlying structures, i.e., convex, concave or flat. This assumption is generally true for the geometrical and more or less homogenous primitives.

Usually the MM methodology feature extraction method has a problem when applied to the scenes accounting for different urban settlement images of very high spatial resolution. The significant misclassification in the extraction is the models are not included the type or sizes of building [29]. Consequently, the standard method does not explore all aspects of the feature space and more advanced feature selection approaches that give higher accuracies should be investigated. Appropriate feature selection mythology for building extraction also could be used for reducing the misclassification error and computational time.

2.3 Conclusions

From the literature review, it can be concluded that building extraction using optical imagery, especially in hazard areas, is still the subject of ongoing research. The challenges are due to: inaccurate feature extraction using optical images, variety and complexity of building roof, the effects of the ruble in hazardous areas, etc.

Most of the edge driven methods lose corners and miss the edges. There is always some mismatching and only sparse features can be extracted without dense matching. The
segmentation task is quite difficult, i.e. deriving the inner and outer boundary of building such as houses with inner courtyards. Although these methods show low accuracy results that might not be directly applicable for feature extraction, due to urban complexity and debris of the hazardous areas. Therefore, preprocessing methods are needed to correctly connect the features and avoid error affection.

The challenge for building extraction of region driven methods is that the buildings are dense and vary greatly in urban environments. Even from VHR airborne images, recovering a complete and accurate numbers of buildings is still a difficult task, especially when extracting building in a hazardous area. Most of the methods were applied to optical images, using the steps of segmentations, and appropriate classification methods such as neural network, support vector machine, etc. The optical images, in particular the robustness of feature matching and feature tracking are reduced by occlusions, illumination changes, limited locations of image acquisition and non textured surfaces. However the existing building extraction algorithms lack a robust and comprehensive feature extraction. The manual building extraction shows quit highly accurate results, but these kinds of techniques are very time consuming [30,31].

The MP based methodology is sufficient enough for classifications, but it has a problem when applied to the scenes accounting for different urban settlements images of very high spatial resolution. The significant misclassification in the extraction is due to the model performative, which did not include the type or sizes of building. Overview of the literature review of damage extraction results shows the difficulties of building extraction in hazardous areas using existing methods, very few studies have conducted so far and it is an urgent need to be developed more accurate and rapid method.
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3.5 Conclusions
In this chapter the fundamental concept of connected operators and proposed methods are presented. In particular, the definition of opening and closing by reconstruction is recalled and reviewed. The proposed thesis framework shown in Figure 3 (a) consists of several methods that are explained in this chapter.

The proposed method of morphological operators are presented in section 3.1. In section 3.2, the novel building roof pattern recognition method based on hit-or-miss transform is described. Another novel approach of building roof reconstruction using extended morphological operators and classification method are explained in section 3.3. Here the main classification method of Random Forest that we used for building roof extraction is introduced under section 3.4.2. The pre and post event image registration and a novel damaged building block identification based on Discrete Fast Fourier Transform method are described in section 3.4.3. Finally these two methods are combined for higher accurate damage building extraction. All the results are evaluated with existing GIS data as ground truth.

Fig. 3 (a) proposed dissertation framework
3.1 Morphological Operators

3.1.1. Fundamental Properties of Morphological Profile

This concept is used to create a feature vector from a single image, \( f \) and it is based on the repeated use of the opening and closing operators, which are commonly used in mathematical morphology. Opening and closing by reconstruction is obtained by following erosion and dilation of the original image \([1, 2]\). Let us consider a grayscale 2D image \( f \) with discrete single tone pixel values. A morphological neighborhood transformation transforms a pixel \( p \) of the image \( f \) according to a function \( \psi \) and a neighborhood \( N(p) \) of \( p \) (set of pixels connected to \( p \) according to a connectivity rule) \([3]\). This can be formulated as

\[
[\psi(f)(p) = \psi[N(p)]
\] (3.1.1)

Obviously, the output of the transform depends on the function \( \psi \) and on how the neighborhood \( N \) is defined. Usually, the set that defines the neighborhood in such transformations is known as a Structuring Element (SE) and it is defined by a certain shape and a center. The shape is usually a discrete representation of continuous shapes (e.g., lines, rectangles, circles, etc.) on the domain lattice. The center identifies the pixel on which the SE is superposed when probing the image.

The definitions of some fundamental properties of morphological image transformations that will be useful in the following discussion are recalled as below \([4]\).

- **Idempotence.** A transformation \( \psi \) is idempotent if the output of the transformation is independent of the number of times it is applied to the image: i.e., \( \psi(\psi(f)) = \psi(f) \).

- **Increasingness.** A transformation is said to be increasing if and only if it keeps the ordering relation between images, i.e., \( f \leq g \iff \psi(f) \leq \psi(g) \forall f, g \). The notation \( f \leq g \) means that \( f(p) \leq g(p) \) for each pixel \( p \) in the definition domain of the images.

- **Extensivity and Anti-extensivity.** A transformation \( \psi \) is extensive if, for each pixel, the transformation output is greater or equal to the original image, i.e., \( f \leq \psi(f) \). The correspondent property is anti-extensivity and is satisfied when \( f \geq \psi(f) \) for all the pixels in the image.
Another fundamental concept is that of the so-called connected component. In a grayscale image a connected component (also called a “flat zone”) is defined as a set of connected iso-intensity pixels. Two pixels are connected according to a connectivity rule. Common connectivity rules are the 4- and 8-connected, where a pixel is said to be adjacent to four or eight of its neighboring pixels, respectively. The connectivity can be extended by more general criteria defining a connectivity class [5].

3.1.2. Opening and Closing by Reconstruction

The two fundamental neighborhood transformations in mathematical morphology are erosion and dilation. Most morphological operations are based on a selected combination of erosion and dilation. Erosion and dilation are denoted by $\varepsilon_i$ and $\delta_i$, where $\lambda$ refers to the structuring element that corresponds to the neighborhood. The erosion or dilation operators transform an input image by giving as output for each pixel $p$ the infimum ($\wedge$) or supremum ($\vee$) of the intensity values of the set of pixels included by the SE when it is centered on $p$, respectively. It is important to note that infimum and the supremum are the minimum and maximum of an ordered set, respectively.

The definition of the erosion $\varepsilon_i$ of the gray level function using the structuring element $\lambda$ is defined by the infimum of the values of the grey level function in the neighborhood:

$$\varepsilon_{\lambda} f(p) = \{f'(p') | p' \in N_g(p) \cup p\}$$  \hspace{1cm} (3.1.2)

Here in the Euclidean transforms assume that flat structuring element that corresponds to the neighborhood $N_g(p)$. The dilation $\delta_i$ is similarly defined by the supremum of the neighboring values and the value of $f(p)$

$$\delta_{\lambda} f(p) = \{f'(p') | p' \in N_g(p) \cup p\}$$  \hspace{1cm} (3.1.3)

The effect of a dilation using 3×3 SE on a binary image is shown in Figure. 3.1.1 And effect of erosion using 3×3 square structuring element shows on Figure 3.1.2.
Closing can sometimes be used to selectively fill in particular background regions of an image. Whether or not this can be done depends upon whether a suitable structuring element can be found that fits well inside regions that are to be preserved, but doesn't fit inside regions that are to be removed.

The sequential composition of erosion and dilation leads to the definition of the morphological opening and closing transformations. Morphological Opening $\gamma_\lambda$ of an image $f$ by a structuring element $\lambda$ is defined as the erosion of $f$ by $\lambda$ followed by the dilation of the eroded output by $\lambda$, the reflected structuring element with respect to $\lambda$.
\[ \gamma_z f(p) = \delta_z[\varepsilon_z f(p)] \]  

(3.1.4)

In contrast, a Morphological Closing \( \varphi_{\lambda} \) of an image \( f \) by a structuring element \( \lambda \) is defined as the dilation of \( f \) by \( \lambda \) followed by the erosion of the dilated output by the reflected structuring element \( \bar{\lambda} \):

\[ \varphi_z f(p) = \varepsilon_z[\delta_z f(p)] \]  

(3.1.5)

While the output of erosion would have an effect on all the brighter structures independent of the size, an opening flattens bright objects that are smaller than the size of the structuring element and, because of dilation, mostly preserves the bright large areas. A similar conclusion can be drawn for darker structures when a closing is performed. The terms brighter and darker are considered with respect to the surroundings gray tones. The morphological opening and closing operators usually lead to severe effects on the image, especially when the SE is large with respect to the size of the structures in the image. Moreover, with these operators, the geometrical characteristics of the structures can be distorted or completely lost. This is obviously an undesirable effect when information on the objects of interest has to be retrieved after the filtering.

The erosion can be used to eliminate small clumps of undesirable foreground pixels, e.g. salt noise, quite effectively; it has the big disadvantage that it will affect all regions of foreground pixels indiscriminately. The opening gets around this by performing both an erosion and a dilation on the image. The effect of opening can be quite easily visualized. Imagine taking the structuring element and sliding it around inside each foreground region, without changing its orientation. All pixels which can be covered by the SE with the SE being entirely within the foreground region will be preserved. However, all foreground pixels which cannot be reached by the SE without parts of it moving out of the foreground region will be eroded away. After the opening has been carried out, the new boundaries of foreground regions will all be such that the SE fits inside them, and so further openings with the same element have no effect. The property is known as idempotence. The effect of an opening on a binary image using a 3×3 square SE is illustrated in Figure 3.1.3. One of the uses of dilation is to fill in small background color holes in images, e.g. pepper noise. One of the problems with doing this, however, is that the dilation will also distort all regions of pixels indiscriminately. By performing an erosion on the image after the dilation, i.e. a closing, we reduce some of this effect. The effect of closing can be quite easily visualized. Imagine taking the SE \( t \) and sliding it around outside each foreground region, without changing its orientation. For any background boundary point, if the SE can be made to touch that point, without any part of the element being inside a foreground region, then that point remains in background. If this is not possible, then the pixel is set to foreground.
Fig. 3.1.3. Effect of opening using a $3 \times 3$ square structuring element.

Source: Hyper media image reference/The University of Edinburgh.

After the closing has been carried out the background region will be such that the structuring element can be made to cover any point in the background without any part of it also covering a foreground point, and so further closings will have no effect. This property is known as idempotence. The effect of a closing on a binary image using a $3 \times 3$ square structuring element is illustrated in Figure 3.1.4.

Fig. 3.1.4. Effect of closing using a $3 \times 3$ square structuring element.

Source: Hyper media image reference/The University of Edinburgh.

However, the classical morphological opening and closing operators usually lead to severe effects on the image especially when the SE is large with respect to the size of the structures in the image. Moreover, with these operators, the geometrical characteristics of the structures can be
destroyed or completely lost. This is obviously an undesirable effect when information on the objects of the interest has to be retrieved after the filtering. Morphological operators based on the geodesic reconstruction can effectively process the image by overcoming this issue. This is achieved by either completely removing or preserving the connected components in the image according to their interaction with the SE of the transformation. In greater detail, if a component in the image is larger than the SE then it will be unaffected, otherwise it will be merged to a brighter or darker adjacent region depending upon whether a closing or opening is respectively applied.

An Opening by Reconstruction (OR) is performed in two separated phases and can be formally defined as:

$$
\gamma^* f(p) = \delta^{(p)}(\varepsilon, f(p)) = \text{Rec}(\varepsilon, f, f)
$$

(3.1.6)

The first transformation, $\varepsilon f(p)$ is an erosion of the image $f$ with an SE of size $\lambda$, which defines the size of the opening. This aims at creating the so called marker image for the reconstruction operation. The second phase performs a reconstruction by dilation, $\delta^{(p)}(\varepsilon, f(p)) = \text{Rec}(\varepsilon, f, f)$, of the marker image taking as reference mask $f$. This operation is an iterative procedure that applies geodesic dilation (which is defined as the infimum of the elementary dilation and the mask image) on the marker image until idempotence ($\delta^I = \delta^{(p)}$):

$$
\text{Rec}(\varepsilon, f, f) = \delta^{(p)}(\varepsilon, f(p)) = \underbrace{\delta^{(p)}(\delta^{(p)}(\delta^{(p)}(\ldots \delta^{(p)}(\varepsilon, f(p))\ldots)))}_{n \text{ times}}
$$

(3.1.7)

Here the $\delta^I$ means dilation one time of the image $f$. The reconstruction phase permits to fully retrieve all those structures that are not completely suppressed by the erosion and it potentially needs several iterations before reaching stability. By duality, a Closing by Reconstruction (CR) is defined as the reconstruction by erosion of $f$ from the dilation of $f$ using a structuring element of size $\lambda$:

$$
\varphi^* f(p) = \varepsilon^{(p)}(\delta, f(p)) = \text{Rec}(\delta, f, f)
$$

(3.1.8)

It is important to note that the result obtained with operators by reconstruction is less dependent on the shape of the selected structuring element than in the case of morphological opening or closing. Operators by reconstruction are also less severe than the corresponding morphological ones, which can be explained by analyzing the ordering relations between the operators:
Here $\gamma_{\lambda}, \varphi_{\lambda}, \gamma'_{\lambda}, \varphi'_{\lambda}$ are the opening, closing, OR with structuring element $\lambda$ and CR with structuring element $\lambda$ in the image $f$. Here in Figure 3.1.5 shows the classical image opening and opening with the reconstruction process. The goal is the reconstruction is aimed to efficiently precisely reconstruct the contours of the objects which have not been totally removed by the filtering process. The mask is the original image and marker is an erosion of the mask.

**Fig.3.1.5.** Classical image opening and opening with reconstruction process.

Figure 3.1.6. shows the radius increment step size of disc (circular) shape SEs.

**Fig.3.1.6.** The circular SE with size in radius ($r$) = 0(origin), 1, 2, 3 and 4.
Figure 3.1.7 shows the MP of OR based on the circular shape iteration SE. Similarly

Figure 3.1.8 shows the MP of CR based on circular shape iteration structuring elements. The original gray color image consists of the post tsunami event of Ishinomaki area, Miyagi prefecture, Japan. The profile series has been generated by three iterations of the disk shape structuring element radius size \(r\) of 3, 7, 11 and 15.

**Fig. 3.1.7.** MP based on disk (circular shape) structuring element of opening. Each profile has been generated by three iterations of the SE size (a) \(r=3\), (b) \(r=7\), (c) \(r=11\) and (d) \(r=15\) respectively.

**Fig. 3.1.8.** MP based on a disk (circular shape) structuring element of closing. Each profile has been generated by three iterations of the SE size (a) \(r=3\), (b) \(r=7\), (c) \(r=11\) and (d) \(r=15\) respectively.
3.1.3. Differential Morphological Profile for panchromatic images

In this section the Differential Morphological Profile (DMP) is reviewed. In general, for real applications, it is unlikely that filtering of an image with a single opening and closing by reconstruction completely models the spatial information in a complex scene. This behavior might limit the capability of the image analysis. A common procedure is to filter an image with a sequence of many different SEs in order to extract more information on the scene. Granulometries and anti-granulometries are examples of this approach. A granulometry is obtained by the application of a series of opening with SEs of increasing size and fixed shape. An anti-granulometry is generated analogously by closing operators. By analyzing the result of a granulometry one is able to gather information on the size distribution of those objects brighter than the surrounding background. Thus, we can refer to this procedure as a multi-scale analysis.

When performing such an analysis with operators based on the geodesic reconstruction, the progressive simplification of the image does not come at the detriment of the geometry of those objects that are not canceled from the image. The morphological profiles are based on these ideas. MP were introduced by Pesaresi et al., and Benediktsson et al., in and defined as a concatenation of an anti-granulometry followed by a granulometry performed by closing and opening by reconstruction transformations, respectively [6]. The anti-granulometry is referred as closing profile \( \Pi_{\psi_{\lambda}} \) and the granulometry as opening profile \( \Pi_{\gamma_{\lambda}} \). The opening and closing by reconstruction can be considered as lower-level opening and upper-level closing operations [7]. The idea of the multi-scale segmentation based on the derivative of the morphological profile, denoted as Differential Morphological Profile (DMP) was developed as

The morphological opening profile of an image \( \hat{f} \) is an array of \( n \) opening performed on the original image using SE size \( \lambda \), and let vector \( \Pi_{\gamma_{\lambda}}(f) \) be the opening profile defined by

\[
\Pi_{\gamma_{\lambda}}(f) = \{\Pi_{\gamma_{\lambda}}(f) : \Pi_{\gamma_{\lambda}}(f) = \gamma_{\lambda}^*(f), \forall \lambda \in [1,\ldots,n]\} \quad (3.1.10)
\]

Thus, by duality, the morphological closing profile \( \Pi_{\psi_{\lambda}} \) composed by the operator by \( n \) level, can be denoted by as a vector

\[
\Pi_{\psi_{\lambda}}(f) = \{\Pi_{\psi_{\lambda}}(f) : \Pi_{\psi_{\lambda}}(f) = \psi_{\lambda}^*(f), \forall \lambda \in [1,\ldots,n]\} \quad (3.1.11)
\]
Above the $y^*_0(f) = \phi^*_0(f) = f$ for $\lambda = 0$ [7]. Therefore, both the opening and closing profiles are generated by opening and closing by reconstruction operators with the image $f$ taken the mask and with SEs of fixed shape and size increasing on the $n$ levels. When a closing profile and an opening profile, both of size $n$, are joined a Morphological Profile (MP) is obtained. The MP is of size $2n$, because when the opening and closing profiles are equal to the original image. The opening profile can also be defined as a granulometry [8] made with opening by reconstruction, while the closing profile can be defined as anti-granulometry made with closing by dual reconstruction.

$$MP_{\lambda}(f) = \begin{cases} 
\prod_{\varphi_i}(f), & \lambda = (n + 1 - i), \quad i \in [1, n]; \\
\prod_{\gamma_i}(f), & \lambda = (i - n), \quad i \in [n + 1, 2n]; 
\end{cases} \quad (3.1.12)$$

The differential morphological profile is defined as a vector where the measure of the slope of the opening-closing profile is stored for every step of an increasing SE series. The differential opening profile $\Delta_{\gamma_i}$ is defined as the vector

$$\Delta_{\gamma_i}(f) = \{ \Delta_{\gamma_i} : \Delta_{\gamma_i} = \prod_{\gamma_{i+1}} - \prod_{\gamma_i} \} \quad \lambda \in [1, n]; \quad (3.1.13)$$

By duality, the differential closing profile $\Delta_{\varphi_i}$ is the vector

$$\Delta_{\varphi_i}(f) = \{ \Delta_{\varphi_i} : \Delta_{\varphi_i} = \prod_{\varphi_{i+1}} - \prod_{\varphi_i} \} \quad \lambda \in [1, n]; \quad (3.1.14)$$

Generally, the differential morphological profile or the DMP can be written as the vector

$$DMP_{\lambda}(f) = \begin{cases} 
\Delta_{\varphi_i}(f), & \lambda = (n + 1 - i), \quad i \in [1, n]; \\
\Delta_{\gamma_i}(f), & \lambda = (i - n), \quad i \in [n + 1, 2n]; 
\end{cases} \quad (3.1.14)$$

with equal to the total number of iterations, $i = 1, 2, ..., 2n$ and $n$ are the total number of iterations, and the size of the morphological transform. Near the central position of the DMP vector, it has responded for the derivative calculated using smaller SEs, while at the beginning (position) and at the end (position), it records the response for the greatest SEs in the closing and opening profiles, respectively. Therefore, if observe a centered DMP, it can argue that small structures are present in the image. On the other hand, an unbalanced DMP (either on the left or right side) indicates the presence of larger structures. These larger structures are either darker [high response in the closing profile] or lighter [higher response in the opening profile] than the surroundings. Generally speaking, the signal response recorded in the DMP gives information about the size and
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the type of the structures in the image by observing the placement of the area of the DMP histogram. The size is the distance from the center of the DMP, while the type of a structure (darker or lighter than the surrounding ones) can be argued by observing on which side it is placed in the histogram of the DMP vector values. While the above-mentioned approaches do not require a particular metric for the morphological transforms, the DMP approach requires the use of granulometry and anti-granulometry made by opening and closing by reconstruction, using a geodesic metric [8]. Here the Figure.3.1.9 and 3.1.10 show the creation of DMP from opening and closing with increasing SEs. Examples of morphological profile based on disk (circular shape) SE of opening profile series has been generated by four iterations of the SE size $\lambda$. (a) =original gray color image, (b) $\lambda =3$, (c) $\lambda =7$ and (d) $\lambda =11$ from a panchromatic gray color space borne image are shown on Figure.3.1.11 and 3.1.12. DMP for four information classes are given in Figure.3.1.13 and 3.1.14 for a panchromatic IKONOS image of the Sichuan area in China. In Figure.3.1.15, it can be seen that strikingly different characteristics are achieved for the different classes and shows the DMP vector of attributes for each pixel.

Fig.3.1.9. Creation of DMP from opening with increasing SE. Mark shows the original image in the left side. (Source—Introduction to Mathematical Morphology, NTNU)

Fig.3.10. Creation of DMP from closing with increasing SE. Mark shows the original image in the right side. (Source—Introduction to Mathematical Morphology, NTNU)
Therefore, the use of the differential profiles should help in discrimination. However, a lot of redundancy can be seen in the profiles, i.e., the information from all the channels may not be necessary. Thus, feature extraction or feature selection from the differential profiles is of interest.

**Fig.3.11.** MP based on a square shape SE of opening. The profile series has been generated by three iterations of the structuring element (SE) size (a), Original image, (b) \( \lambda = 3 \), (c) \( \lambda = 7 \) and (d) \( \lambda = 11 \).

**Fig.3.12.** MP based on a square shape SE of closing. The profile series has been generated by three iterations of the SE size (a) \( \lambda = 11 \), (b) \( \lambda = 7 \), (c) \( \lambda = 3 \) and (d) = original gray color image.
Fig. 3.1.13. DMP based on the square shape SE of opening. The profile series has been generated by three iterations set of the SE size (a) $\lambda = 3$ (b) $\lambda = 7$ and (c) $\lambda = 11$.

Fig. 3.1.14. DMP based on the square shape SE of closing. The profile series has been generated by three iterations set of the SE size (a) $\lambda = 3$, (b) $\lambda = 7$ and (c) $\lambda = 11$. 
Fig. 3.1.15. The DMP vector of attributes for each pixel
3.2 Building Roof Pattern Recognition with Template Matching.

The development of the MM operators to identify the building in the urban areas using gray color images is discussed in this section. Figure 3.2.1 shows the flow chart of the work. First the vectored profiles were created using morphological opening and closing by reconstruction with different SEs. The DMP employs a set of image operators to extract and analyze image components based on the shape and size of quasi-homogeneous regions in the image. Then the vectored structuring functions were filtered and generated the binary images. Finally the extended morphological Hit-or-Miss (HTM) transform is applied with different templates of shape and sizes with optimization process for building identification.

**Fig. 3.2.1.** Flow chart of the study.
3.2.1 MM Operations

The differential morphological profile is defined as a vector where the measure of the slope of the opening-closing profile is stored for every step of an increasing SE series (see section 3.1). Usually the closing profile has influence the dark side of the building roof, shadow and other urban structures such as roads, trees, line and point features, because of these reasons, in this study, we only consider the opening profile range that would contain the possible building roof in the image, and also for this would be avoided the over-counting both of the high intensity the part and the low intensity part of the roof separately as two buildings. The differential opening profile \( \Delta_{\gamma_s} \) is defined as the vector with selected square shape SE \( \lambda \in \{7,11,15,19\} \):

\[
\Delta_{\gamma_s}(f) = \{ \Delta_{\gamma_s} : \Delta_{\gamma_s} = \Pi_{\gamma_s} - \Pi_{\gamma_s} \} \quad \lambda \in \{7,11,15,19\}; \tag{3.1.13}
\]

Figure 3.2.2 shows the gray color images of tsunami hazardous Ishinomaki City area Miyagi Prefecture, Japan, before (IKONOS) and after (Quick Bird) the 2011 tsunami event. Post event GeoEye-1 that consists of 0.5m channel was converted to 1m resolution, while pre event IKONOS image has 1m resolution itself.

![Fig.3.2.2. Pre generated gray color images from IKONOS and Quick Bird satellite that contain Ishinomaki area before (a) and after (b) the tsunami event.](image)

The differential morphological profiles with \( \lambda = 7 \) (a, d), 11 (b, e) and 15 (c, f) square shape SEs are shown in Figure 3.2.3 respectively. Images (a) to (c) represent the structural decomposition of the pre-event image DMP and (d) to (f) represents post event DMP. The images have been
visually enhanced and the derivative has been calculated relative to a series generated by 3 iterations of the elementary SE with 7, 11, 15 and 19 rectangular shape roof.

![Images](a) Opening $\lambda = 7$

![Images](b) Opening $\lambda = 11$

![Images](c) Opening $\lambda = 15$

![Images](d) Opening $\lambda = 7$

![Images](e) Opening $\lambda = 11$

![Images](f) Opening $\lambda = 15$

**Fig. 3.2.3.** Images (a) to (c) represent the structural decomposition of the pre-event image DMP and (d) to (f) represents post event DMP. The images have been visually enhanced. The derivative has been calculated relative to a series generated by 4 iterations of the elementary SE with 7, 11 and 15 rectangular shape roofs. The differential opening profile with $\lambda = 7(a, d)$, 11(b, e) and 15(c, f) are shown above respectively.
3.2.2 Generation of binary images

Selected threshold value \( t_{\gamma_d} \) that depending on each iteration of \( \gamma_d \) was applied for pre generated DMP. Binary image \( f'_d \) series with different structure elements that contain 0 or 1 pixel values are built up using threshold function \( T_{\gamma_d} \) and \( \Delta_{\gamma_d} \).

\[
f'_d(p) = [T_{\gamma_d}(\Delta_{\gamma_d}(f'))(p) = \begin{cases} 1, & \text{if } t_{\gamma_d} \leq \Delta_{\gamma_d}(f(p)) \\ 0, & \text{Otherwise} \end{cases} \quad \text{if } f(p) \in [7,11,15,19]: \quad (3.2.1)
\]

Assuming the gray pixel value range to be \([0,.., 255]\) in each profile of the \( \Delta_{\gamma_d} \), here the threshold value \( T_{\gamma_d} \) is set to 70 and it is enough for the building roof to be determined empirically. There are four differential morphological opening profiles that are created using square SE size 7 to 19 (increasing step size is equal to 4). The SE that less than 7 is not reliable to use, because they consist of the noise of small shadows and building rubble. The image binarization threshold was applied to each DMP profile for noise reduction to avoid misclassification. Figure 3.2.4 shows the binarized images of both pre and post event differential morphological opening profiles. The segmentation threshold value was set to 70 DN value and then the template matching based on Hit or miss transform method was applied to extract correspond building roofs.
Fig.3.2.4. Images (a) to (c) represent the binarized structural decomposition of the pre-event image DMP and (d) to (f) represents post event DMP. The images have been visually enhanced. The derivative has been calculated relative to a series generated by 3 iterations of the elementary SE with 7, 11 and 15 rectangular shape roofs. The differential opening profile with $\lambda = 7$(a, d), $11$(b, e) and $15$(c, f) are shown above respectively.
3.2.3 Hit-or-miss transform for binary case

The Hit or Miss Transform (HMT) is a morphological based technique which usually can be used for template matching of binary images in digital image processing. The standard HMT is a powerful tool for locating objects which are noise free in both background (BG) and foreground (FG) regions, they do not exhibit internal texture and where objects have well defined edges [9]. For the binary case, HMT is capable of recognizing objects in an image using the complementary pair of structuring elements of BG and FG which search for the shape and its complement in the case of successful feature detection [10, 11].

However, despite its potential usefulness, very few applications of the HMT have been proposed until now, because it is not straightforward for grey-level images. HMT usually fails in the presence of noise since signals which should be detected do not precisely match the geometry of the templates used to probe the image for those shapes. Therefore, usually this pattern recognition technique is applied for binary images which are not corrupted by noise.

The classical existing pattern recognition methods need a long processing pipeline such as segmentations, feature computation, filtering, clustering, classification, etc., and most of the techniques would not be adaptive directly with DMP. The HTM is a morphological based adaptive method to DMP based approaches and it is strong enough for fixed feature extraction (e.g. urban infrastructures, non-moving vehicles, ect.) in comparison with other methods. In this section we tested the capacity of building extraction in very noisy environments in hazardous areas and discuss the Structuring Element Template (SET) size and shapes used to improve their robustness.

The HMT, of a set of pixel $p$ by a composite Structuring Element Template (SET) $\eta = (\eta_{FG}, \eta_{BG})$ is the set of points, $p$, such that when the origin of $\eta$ coincides with $p$, $\eta_{FG}$ fits $g(p)$ while $\eta_{BG}$ fits $g(p)^c$:

$$HMT_{\eta}[g(p)] = \{ p \mid (\eta_{FG})_p \subseteq g(p), (\eta_{BG})_p \subseteq g(p)^c \}$$ (3.2.2)

where the $\eta_{FG}$ is the foreground and $\eta_{BG}$ is the background of the selected structuring element template (SET) $\eta$. The $g(p)^c$ is represented the complement of image $g(p)$ respectively. (see Figure.3.2.5(a) and Figure.3.2.5(b)).
Fig. 3.2.5 (a) Generation of the possible HTM result for one object.

Here the Figure 3.2.5 (a) shows the generation of one possible HTM non-empty result at every location for one object, where both the $\eta_{FG}$ fits entirely within $g(p)$ and the $\eta_{BG}$ fits the entirely within $g(p)^c$, the component of $g(p)$. It is common to assume that the hit structure template and the miss structure template arguments are disjoint and templates not in their union as don’t-cares. The $C_{\eta_{FG}}$ and $C_{\eta_{BG}}$ are represent the centers of the complement of $\eta_{FG}$ and $\eta_{BG}$ respectively.

Fig. 3.2.5(b) Image (a) shows the input binary image $g(p)$, (b) the sought template with $\eta_{FG}$ foreground in black, $\eta_{BG}$ background in white, and the output of Eq. 3.2.2. Image (c) shows the HMT results of Image (a) due to the sought template (b).

Applying the HMT for binarized DMP can be defined as follows

$$HMT_{\eta}[DMP_\lambda(f(p))] = \left\{ p \mid (\eta_{FG})_p \subseteq DMP_\lambda(f(p)),(\eta_{BG})_p \subseteq DMP_\lambda(f(p))^c \right\}$$

(3.2.3)
Here the $DMP_\lambda$ is defined in eq.3.1.14. The different combinations of 
$\eta = (\eta_{FG}, \eta_{BG}); \lambda > \eta_{FG}, \lambda < \eta_{BG}$ of flat shape disk, triangle, square and rectangular structuring elements template SET are applied and tested for damage free building extraction which consists of 7, 11, 15, 19 size of structuring elements $\lambda$ in DMP of the testing area. The tested $\eta_{FG}$ are always fixed with $\lambda$ and $\eta_{BG}$ are increased by 2 as following sequence of $i$. 

$$
HMT_\eta[DMP_\lambda(f(p))] =
\begin{cases}
HMT_\eta[DMP_{i+7}(f(p))], & \eta_{FG} = 3, \quad \eta_{BG} = i, i \in [5,7,\ldots,21] \\
HMT_\eta[DMP_{i+1}(f(p))], & \eta_{FG} = 7, \quad \eta_{BG} = i, i \in [7,9,\ldots,23] \\
HMT_\eta[DMP_{i+5}(f(p))], & \eta_{FG} = 9, \quad \eta_{BG} = i, i \in [9,11,\ldots,25] \\
HMT_\eta[DMP_{i+9}(f(p))], & \eta_{FG} = 11, \quad \eta_{BG} = i, i \in [11,13,\ldots,27]
\end{cases}
$$

(3.2.4)
3.2.4. Optimization the shape and size of the templates.

Several optimizations to improve algorithm performances will be highlighted in this section. For types of templates disk (round), triangular, square and rectangular were applied with different size of foreground and background sizes. Figure 3.2.6 shows the four types of templates and Figure 3.2.7 shows the foreground and background sets that applied for building recognition. The relevance of the HMT that might be matched with building shapes are shown in Figure 3.2.8 in case of rectangular SE.

Fig 3.2.6. Selected SET size and shape for Hit-or-Miss Transform. Here in the visual interpretation of foreground ($\eta_{FG} = 3$), background ($\eta_{BG} = 9$) and Possible coincide shape of the building roof of SE $\lambda$ show in green, yellow and red color respectively.
Fig. 3.2.7. Illustrate two applications of the binary HMT to detect building roof with possible extensions for square shape SE $\lambda = 7$ (Foreground $\eta_{FG} = 3$, Background $\eta_{BG} = 9$) and for SE $\lambda = 11$ (Foreground $\eta_{FG} = 7$, Background $\eta_{BG} = 17$) template windows. The Top images represent the foreground $\eta_{FG}$ in green color, origin of the image is at the center of the squares. The middle images show the background $\eta_{BG}$ in yellow, with the same origin as $\eta_{FG}$. And the bottom images show the possible extraction of building roof size in red color.
Fig. 3.2.8. Relevance of the HMT for imperfect building shapes; (a) original gray color panchromatic image, (b) DMP applied image, (c) binarized image and (d) application of the HMT for the image. In the image (d), the size of SET shows the background $\eta_{BG}$ in yellow, foreground $\eta_{FG}$ in green and the possible coincidate shape of the building roof with the uncertain area is located in between show in red color respectively.

The results of this section 3.1, including the SET characteristic and behaviour with the binarized differential morphological profile on building extraction is described under section 4.1.
3.3 Building Roof Reconstruction and Classification

The basic assumption in the segment based classification is to identify the roof on building which have not been subjected to damage roof intact. To segment the airborne images before the classification, the DMP method developed in section 3.1.3 is used.

3.3.1 Morphological Building Roof Reconstruction

Fig. 3.3.1. Flow chart of the building roof reconstruction process.
For the building roof identification without noise the differential morphological profile is extended as follows. Here Figure 3.3.1 shows the novel approach of building roof identification methodology. First, we selected morphological structuring element vector series of $SE = 3, 5, 7, 9, 11, 13, 15, 17, 19$ for the process that optimized for building. All of the building structures in the image have a high response to one of a given SE size in this series, and lower response for other SE sizes, depending on the interaction between the SE size and the size of the building structure.

The DMP usually contains noise of unnecessary features and some building structures have low response with SE that is difficult to identify. For these reasons, in exploratory or more complex cases, it should be a good idea to use an extended morphological approach for building identification. The proposed process consists of several steps for extraction of every possible building structure in the image. These extended morphological profile approaches for building identification include the steps of noise filtering, thresholding and flat structure element reconstruction especially for building roof and classification. The process is described as follows.

**a) Noise Filtering**

We applied selected difference derivation profiles with different SE sizes as defined in a vector format, where the measure of the slope of the opening-closing profile is stored for every step of an increasing SE series. For the roof extraction in the candidate area, the differential opening profile $\Delta_{\gamma}$ is defined as the vector

$$\Delta_{\gamma_\lambda} (f) = \{ \Delta_{\gamma_{\lambda \lambda}} : \Delta_{\gamma_{\lambda}} = \prod_{\gamma_{\lambda + 1}} - \prod_{\gamma_{\lambda}} \} \lambda \in [3, 5, ..., 21]; \quad (3.3.1)$$

By duality, the differential closing profile $\Delta_{\varphi}$ is the vector

$$\Delta_{\varphi_\lambda} (f) = \{ \Delta_{\varphi_{\lambda \lambda}} : \Delta_{\varphi_{\lambda}} = \prod_{\varphi_{\lambda + 1}} - \prod_{\varphi_{\lambda}} \} \lambda \in [3, 5, ..., 21]; \quad (3.3.2)$$

Grayscale erosion with a structuring element will generally darken the image. Bright regions surrounded by dark regions shrink in size, small bright spots (e.g. Salt-and-pepper noise) in images will disappear as they are eroded away down to the surrounding intensity value. The noises of both differential opening profile and differential closing profile are filtered using erosion as follows,

$$\Omega_{\gamma_\lambda} (f) = \epsilon^\beta \Delta_{\gamma_\lambda} (f) \lambda \in [3, 5, ..., 21], \beta = 3; \quad (3.3.3)$$

$$\Omega_{\varphi_\lambda} (f) = \epsilon^\beta \Delta_{\varphi_\lambda} (f) \lambda \in [3, 5, ..., 21], \beta = 3; \quad (3.3.4)$$
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Here the $\Omega_{\gamma}$ and $\Omega_{\varphi}$ are defined as the noise filtered differential opening profile and noise filtered differential closing profile vectors using grayscale erosion.

**(b) Thresholding**

In the thresholding step, the selected threshold values $t_{\gamma}$ and $t_{\varphi}$ for iteration of $\gamma$ and $\varphi$, are applied to noise filtered differential morphological profile vector ($\Omega_{\gamma}$ and $\Omega_{\varphi}$) images to extract possible building structures and avoid unnecessary feature extraction (e.g. Shadow, watershed, roads, debris, large scale infrastructures such as road and streets, etc.). The filtered and thresholded DMP vector with different structuring elements, contain pixel values of higher or equal than the selected threshold value. The filtered and thresholded differential of the opening profile $f_{\gamma}^s(p)$ and differential of the closing profile $f_{\varphi}^s(p)$ are defined as

$$f_{\gamma}^s(p) = [T_{t_{\gamma}}(\Omega_{\gamma}(f))](p) = \begin{cases} \Omega_{\gamma}(p), & \text{if } t_{\gamma} \leq \Omega_{\gamma}(p) \\ 0, & \text{Otherwise} \end{cases}$$

$$f_{\varphi}^s(p) = [T_{t_{\varphi}}(\Omega_{\varphi}(f))](p) = \begin{cases} \Omega_{\varphi}(p), & \text{if } t_{\varphi} \leq \Omega_{\varphi}(p) \\ 0, & \text{Otherwise} \end{cases}$$

Where $p$ is the pixel of the segmented image and the $T_{t_{\gamma}}$ and $T_{t_{\varphi}}$ are the thresholding functions here. The thresholded and filtered differential of the opening profile and differential of the closing profile are given as $f_{\gamma}^s(p)$ and $f_{\varphi}^s(p)$. Assuming the gray pixel value range to be $\{0, ..., 255\}$ in each profile of the $\Omega_{\gamma}$ and $\Omega_{\varphi}$, here the both threshold values of $t_{\gamma}$ and $t_{\varphi}$ are set to 140 and it was enough the building roof to be determined empirically.
(c) Building Roof Reconstruction (BRR) using Flat square SEs (FE)

Filtering process changes the shape of the objects in the image by eroding the boundaries of the objects and enlarging the boundaries of the dark background. In this section we propose a method to recover all possible building objects in the image by dilating each filtered and thresholded differential profile vectors with appropriate Flat (2D) square shape SEs (FE) s. Here the sequential composition dilation of appropriate FE has always obtained using a size of $\lambda + 1$ in each iteration vector profile of $\gamma_\lambda$ and $\varphi_\lambda$ as shown as the eq. 3.3.7 and 3.3.8.

\[
\Phi_{\gamma_\lambda} = \delta_{FE(\lambda+1)} f^*_{\gamma_\lambda}(p), \forall \lambda \in [3,5,21]; \quad (3.3.7)
\]

for the filtered and thresholded differential opening profile and

\[
\Phi_{\varphi_\lambda} = \delta_{FE(\lambda+1)} f^*_\varphi(p), \forall \lambda \in [3,5,21]; \quad (3.3.8)
\]

for the filtered and thresholded differential closing profile. Here $\delta_{FE(\lambda+1)}$ is the dilation using with size of $\lambda + 1$ Flat square SEs (FE) respectively.

Fig. 3.3.2 Selected flat(2D) square shape SEs (FE) for Building Roof Reconstruction (BRR). Here the Flat Element size $\lambda + 1$ is selected as (a) 8, (b) 12, (c) 16 and (d) 20 for SE = 7,11,15 and 19 repetitively.

According to the figure, 3.3.2, the selected FEs are applied to Building Roof Reconstruction (BRR). Building Roof Reconstruction (BRR) using flat square structuring elements for roof $\Phi_{\gamma_\lambda}$, $\Phi_{\varphi_\lambda}$ are defined as,
Fig. 3.3.3. The process of building roof reconstruction using extended morphological profiles for various kinds of buildings.

Figure 3.3.3 visualizes the various types of building roof extraction using the proposed building roof reconstruction process. In other words, the differential morphological profile has been extended to building roof recognition image processing technique, through filtering and thresholding morphological operators with appropriate and adequate SEs. We found the main roof types of Flat or Shed, Gable, Hip, and Pyramid hip structures in the candidate area. In the 1st step, gray color images of the tsunami hazard site applied the optimized structuring element of the differential morphological profile and create the vector images. Then morphological operators are applied for noise reduction and thresholding process in step 2. In the 3rd step, possible building roof are identified applying adequate dilation process of building roof reconstruction (BRR) method. Finally, a method has been applied called Random Forest (RF) for classification and to extract building. This classification method is explained in the next section and the results of applied to the Ishinomaki area will be given in section 4.2 and 4.3.
The figure 3.3.4 and 3.3.5 show two examples of Gobel (3.3.4 (a)) and Hip (3.3.5 (a)) shape roof identification process. The images of (b) RGB aerial image, (c) DMP compositioning image, (d) filtering and Thresholding, (e) Morphological roof reconstructing and (f) show the identification the roof using classification respectively.

Fig.3.3.4. Identifying the Gabel shape roof.
The classification method of Random Forest (RF) is introduced in detail in section 3.3.2. The results of applied area of Ishinomaki City, Miyagi prefecture using airborne VHR imageries with proposed method are described in section 4.2 and 4.3.
3.3.2. Random Forest Classification method

i. Introduction

Various ensemble based methods have been proposed for classification and regression in recent years. These methods have been proven to improve classification accuracy considerably. The most widely used ensemble methods are boosting and bagging. Boosting is based on sample re-weighting, but bagging uses bootstrapping. The Random Forest (RF) classifier uses bagging, or bootstrap aggregating, to form an ensemble of classification and regression tree (CART) -like classifiers. The Random Forest classification algorithm creates multiple CART-like trees [12, 13], each trained on a bootstrapped sample of the original training data. In addition, it searches only a random subset of the variables for a split at each CART node, in order to minimize the correlation between the classifiers in the ensemble [14,15].

Beside the areas of application, every Random Forest can be described by the following key parameters:

- Forest size $T$ (number of trees)
- Maximum allowed tree depth $D$
- Choice of weak learner model
- Corresponding training energy function
- Injected amount of randomness influenced by $\rho$

ii. Decision tree

A decision tree is a set of questions organized in a hierarchical manner and represented graphically as a tree. For a given input object, a decision tree estimates an unknown property of the object by asking successive questions about its known properties. Which question to ask next depends on the answer of the previous question and this relationship is represented graphically as a path through the tree which the object follows. The decision is then made based on the terminal node on the path. A data point, is denoted by a vector $v = (x_1, x_2, x_3, ..., x_d) \in F$, where the components $x_i$ represent some attributes of the data point, called features. These features may vary from application to application. For instance, in a computer vision application $v$ may correspond to a pixel in an image and the $x_i$s represent the responses of a chosen filter bank at that particular location.
The number of features naturally depends on the type of the data point as well as the application. In theory, the dimensionality of the feature space $F$, $d$, can be very large. Based on this let us formulate the features of interest that are computed at any single time to be a subset selected from the set of all possible features as $\phi(v) = (x_{\phi_1}, x_{\phi_2}, x_{\phi_3}, \ldots, x_{\phi_{d'}}) \in F^{d'} \subset F$, where $d'$ denotes the dimensionality of the subspace and $\phi_i \in [1, d]$ denote the selected dimensions. In most applications, $d$ can be very large, but the dimension of the subspace $F^{d'}$ is much smaller $d' \ll d$.

### III. Weak learner model

A weak learner is defined to be a classifier which is only slightly correlated with the true classification and usually it can only label examples a little better than random guessing. In contrast, a strong learner is a classifier that is arbitrarily and well-correlated with the true classification and it can eventually provide a very low training error. A weak learner model is often used in ensemble learning models like the Random Forest. The algorithms similar to boosting are used by the weak learners to build a strong classifier out of a bunch of weak classifiers [16a,16b].

The weak learner model in Random Forests with binary decision trees is defined with a binary test function, that returns “true” or “false” which equals the forwarding of the test data to the “right” or “left” child. The weak learner function is selected during the conceptional stage before the training starts. In most Random Forests, the decision trees are always binary trees. This leads to a binary test function, because each split node needs a binary decision. In decision trees with $n$ children, the split function must return an $n$-ary output. At first, some of the relevant symbols are explained:

The split functions play a crucial role both in training and testing. It formulates the parameterization of the weak learner model as $\Theta = (\phi, \psi, \tau)$, where $\psi$ defines the geometric primitive used to separate the data, here in this study we used axis-aligned hyperplane. The parameter vector $\tau$ captures thresholds for the inequalities used in the binary test ($\tau \in [\min_i, \phi(x_i), \max_i, \phi(x_i)]$) and the filter function $\phi$ selects some features of choice out of the entire vector $v$. 
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Fig. 3.3.6. Axis-aligned hyperplane is visualized here with 4 lable training data of two DMP in homogeneous coordinates.

Figure 3.3.6 illustrates a possible weak learner model $v = (x_1; x_2)$, for example. The parameterization of the linear data separation model of axis-aligned hyperplane that used in this study is defined as

$$h(v, \theta_j) = [r_1 > \phi(v) \cdot \psi > r_2]$$

(3.3.9)

where $[\cdot]$ is the Indicator function of tree training that returns 1 if the argument is true and 0 if it is false (see Appendix). Each node of the tree has associated a different split function. For instance, in the 2D example in Figure 3.3.6, $v(x_1, x_2) \in \mathbb{R}^2$ and $\phi(v) = (x_1, x_2)$ are visualized.
in homogenous coordinates of axis-aligned hyperplane. Here the $\theta_j$ is the parameterization of the weak learner model at $j$ node. The main important steps of Random forest, tree training, energy modeling, tree testing and leaf predicting and esembling methos are briefly described below.

4. Tree training

The split functions stored at the internal nodes are key for the functioning of the tree. These functions could be designed manually [17]. The training phase takes care of selecting the type and parameters of the test function $h(v, \theta_j)$ associated with each split node by optimizing a chosen objective function defined on an available training set.

The optimization of the split functions proceeds in a greedy manner. At each node $j$, depending on the subset of the incoming training set $S_j$ learn the function that “best” splits $S_j$ into $S_j^R$ and $S_j^L$, This problem is formulated as the maximization of an objective function at that node

$$\theta_j^* = \arg \max_{\theta_j \in \Theta_j} I_j$$

(3.3.10)
With

\[ I_j = I(S_j, S_j^L, S_j^R, \theta_j) \]  
\[ S_j^L = \{ (v, c) \in S_j \mid h(v, \theta_j) = 0 \} \]  
\[ S_j^R = \{ (v, c) \in S_j \mid h(v, \theta_j) = 1 \} \]

As before, the symbols \( S_j, S_j^L, S_j^R \) denote the sets of training points before and after the split (see Figures 3.3.7). The objective function \( I_j \) (here the information gain \( I \) at \( j \) node) is of an abstract form. Its precise definition and the meaning of “best” depend on the task at hand. The term “best” can be defined as splitting the training subset \( S_j \) such that the resulting child nodes are as pure as possible, that is, containing only training points of a single class. In this case the objective function can, for instance, be defined as the information gain \( I \) (details will be given in the next section).

\textbf{v. Energy model}

The objective function used during training is essential in constructing decision trees that will perform the desired task. In fact, the result of the optimization problem in determining the parameters of the weak learners, which, in turn, determines the path followed by a data and thus its prediction. In summary, through its influence on the choice of weak learners the energy model determines the prediction and estimation behavior of a decision tree.

The tree training phase is driven by the statistics of the training set. The basic building blocks of the training objective function are the concepts of impurity and information gain. For discrete probability distributions of our study, we tested two impurity measure cost functions of Shannon entropy and Gini index, defined as

\[ H(S)_{\text{Shannon}} = -\sum_{c \in \mathcal{C}} p(c) \log_2 p(c) \]  
\[ H(S)_{\text{Gini}} = 1 - \sum_{c \in \mathcal{C}} p^2(c) \]
where $S$ is the set of training points and the letter $c$ indicates the class label. The set of all classes is denoted $C$ and $p(c)$ indicates the empirical distribution extracted from the training points within the set $S$. The children distributions are more pure, their entropy has decreased and their information content increased. This improvement can be quantified by measuring the information gain. Figure 3.3.8 illustrates a toy classification example. The graph shows a number of training points on a 2D space, where each coordinate denotes a feature value and the colors indicate the known classes. During training our aim is to learn the parameters that best split the training data. In this example our objective is to separate two classes as much as possible. For instance, split the training data in $t_1$ this produces lowest entropy for class $c \in \text{red}$ meaning “best” split to two sets of data (as shown in Table.3.3.1).

![Figure 3.3.8. Illustrate of a toy classification of 2 classes with 4 splits.](image)

Table. 3.3.1. Shannon Entry for class $c \in \text{red}$ according to each split

<table>
<thead>
<tr>
<th>$t_i$</th>
<th>Distribution</th>
<th>$P(L)$</th>
<th>$P(R)$</th>
<th>$E(L)$</th>
<th>$E(R)$</th>
<th>$E$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t_1$</td>
<td>6R0G</td>
<td>3R11G</td>
<td>1.00</td>
<td>0.21</td>
<td>0.000</td>
<td>0.741</td>
</tr>
<tr>
<td>$t_2$</td>
<td>8R2G</td>
<td>1R9G</td>
<td>0.80</td>
<td>0.10</td>
<td>0.722</td>
<td>0.467</td>
</tr>
<tr>
<td>$t_3$</td>
<td>9R3G</td>
<td>0R8G</td>
<td>0.75</td>
<td>0.00</td>
<td>0.811</td>
<td>0.000</td>
</tr>
<tr>
<td>$t_4$</td>
<td>9R5G</td>
<td>0R6G</td>
<td>0.64</td>
<td>0.00</td>
<td>0.941</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Thus, if we use the children rather than the parent node, we would have more chances of correct prediction; we have reduced the uncertainty of prediction. The children distributions are
more pure, their entropy has decreased and their information content increased. This improvement can be quantified by measuring the information gain.

\[
I = H(S) - \sum_{i=\{L,R\}} \frac{|S_i|}{|S|} H(S_i)
\]  

(3.3.14)

The splits have produced the information gain \( I(t_2, t_3, t_4) < I(t_1) \) shown in Figure 3.3.8. This corresponds to lower child entropies and a higher information gain. Maximizing the information gain helps select the split parameters which produce the highest confidence in the final distributions and this concept is at the basis of RF training.

vi. Tree testing

The formulation of the test function at a split node \( j \) as a function with binary outputs

\[
h(v, \theta_j) : F \times \mathcal{Z} \rightarrow \{0, 1\}
\]  

(3.3.15)

where 0 and 1 can be interpreted as “false” and “true” respectively, \( \theta_j \in \mathcal{Z} \) denote the parameters of the test function at the \( j \)th split node. Here the \( F \) and \( \mathcal{Z} \) denote the feature space and the indicator function on tree testing (see Appendix). The data point \( v \) arriving at the split node is sent to its left or right child node according to the result of the test function. The split functions stored at the internal nodes are key for the functioning of the tree.

![Split Node (test)](image)

Fig 3.3.9. The split node of the testing. Here the parameters of node \( j \) involve optimizing a chosen objective function is trained.
The basic principle of tree testing is simple. Given a previously unseen data point \( v \), a decision tree hierarchically applies a number of predefined tests (see Figure 3.3.9). Starting at the root, each split node applies its associated test function \( h(v, \theta_j) \) to \( v \). Depending on the result of this binary test the data is sent to the right or left child. This process is repeated until the data point reaches a leaf node. The leaf nodes contain a predictor which associates an output class label with the input \( v \).

### Leaf prediction

During training, besides the tree structure and the weak learners, we also need to learn how to make predictions. After training, each leaf node remains associated with a subset of (labeled) training data. During testing, a previously unseen point traverses the tree until it reaches a leaf. Since the split nodes act on features, the input test point is likely to end up in a leaf associated with training points which are all similar to itself. Thus, it is reasonable to assume that the associated label must also be similar to that of the training points in that leaf. This justifies using the label statistics gathered in that leaf to predict the label associated with the input test point. In the most general sense the leaf statistics can be captured using the posterior distributions \( P(c \mid v) \), where \( c \) represent the discrete labels respectively. \( v \) is the data point that is being tested in the tree and the conditioning denotes the fact that the distributions depend on the specific leaf node reached by the test point.

### Randomness model

Randomness is injected into the trees during the training phase. The two main ways of doing so are: random training set sampling [14] and randomized node optimization [18]. Here the bagging sample section algorithm is used for random training set sampling. This yield margin-maximization properties for the ensemble models and enables train trees on the entire training data are used to randomized node optimization. When training at the \( j^{\text{th}} \) node only makes available a small random subset \( \Theta_j \in \Theta \) of parameter values from the entire parameter space. Thus, under the randomness model training a tree is achieved by optimizing each split node \( j \) by
ix. Ensemble of trees

A random decision forest is an ensemble of randomly trained decision trees. The key aspect of the forest model is the fact that its component trees are all randomly different from one another. This leads to decorrelation between the individual tree predictions and, in turn, results in improved generalization and robustness. The forest model is characterized by the same components as the decision trees. The family of split function, energy model, the leaf predictors and the type of randomness influence the prediction/estimation properties of the forests.

In a forest with $T$ trees we use the variable $t \in \{1, \ldots, T\}$ to index each component tree. All trees are trained independently (and possibly in parallel). During testing, each test point $v$ is simultaneously pushed through all trees (starting at the root) until it reaches the corresponding leaves. Combining all three predictions into a single forest prediction may be done by a simple averaging operation [14]. For instance, in classification

$$p(c \mid v) = \frac{1}{T} \sum_{t=1}^{T} p_t(c \mid v)$$

(3.3.17)

where $p_t(c \mid v)$ denotes the posterior distribution obtained by the $t$th tree.
Fig. 3.3.10. The probabilistic distribution of Random Forests $T_1, \ldots, T_T$ and each of its average probability distributions of the categories $P_{i1}(c), \ldots, P_{iT}(c)$.

Each tree gives a unit vote for the most popular class at each input instance. The output of the classifier is determined by a majority vote of all the trees. The RF classifier has three parameters: the number of trees $T$, the depth of the tree $D$ and the number of variables $\theta$ randomly chosen at each split. The Random Forest’s error rate depends on two parameters: the correlation between any pair of trees and the strength of each individual tree in the forest. Increasing the correlation increases the forest error rate while increasing the strength of the individual trees decreases this misclassification rate. Reducing $\theta$ reduces both the correlation and the strength. As a result, the algorithm can handle high dimensional data and use a large number of trees in the ensemble. Here review of Random Forest (RF) illustrated in Figure. 3.3.10, RF is an ensemble of $T$ number of decision trees. When the training set for a particular tree is drawn by sampling with replacement, about one-third of the cases are left out of the sample set. These samples are called Out-Of-Bag (OOB) data (see Figure. 3.3.10) and are used to estimate the feature importance as detailed hereby. To estimate the test set error, the out-of-bag samples for each $T$ tree are run down through the
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tree. Averaging the error produced by this, over the entire ensemble, yields an unbiased estimate of the test set error. This is actually an upper estimate [14], as each sample can only be tested on the trees for which it was OOB. In the following, we denote $B(t)$ by the In-Bag samples for a tree $t$ and $B(t)$ by the complementary samples, i.e., the OOB data for the tree $t$.

X. Feature importance measure (Variable importance)

As well as classification, Random Forests provide a measure of feature importance that is processed on OOB data and is based on the permutation importance measure [12]. The importance of a feature $\phi$ can be estimated by randomly permuting all the values of this feature in the OOB samples for each tree. This follows the idea that a random permutation of a feature mimics the absence of that feature from the model. The measure of feature importance is the difference between prediction accuracy (i.e., the number of observations correctly classified) before and after permuting feature $\phi$, averaged over all the trees [12]. Decrease of high prediction accuracy denotes the importance of that feature. Suppose that the training samples consist of pairs of the form $(x_i, l_j)$ where $x_i$ is an instance, and $l_j$ its true label. The importance of a feature $\phi$ per tree $t$ is computed as follows:

$$N(t)(\phi) = \frac{\sum_{x_i \in \mathcal{B}(t)} \mathcal{I}(l_j = c^{(t)}_i) - \sum_{x_i \in \mathcal{B}(t)} \mathcal{I}(l_j = c^{(t)}_{i,x_i})}{|\mathcal{B}(t)|}$$

(3.3.18)

where $\mathcal{B}(t)$ corresponds to OOB samples for a tree $t$, with $t \in \{1, ..., T\}$ and $\mathcal{I}$ is the indicator function. $c^{(t)}_i$ and $c^{(t)}_{i,x_i}$ are the predicted classes for sample $x_i$ before and after permuting the feature $\phi$ respectively. Note that $N(t)(\phi) = 0$, if feature $\phi$ is not in the tree $t$. The importance score for a feature $\phi$ is then computed as the mean importance over all the trees:

$$N(\phi) = \frac{\sum_{t=1}^T N(t)(\phi)}{T}$$

(3.3.19)

where $T$ is the number of trees.
Here Figure 3.3.11, the flow chart of the RF build up process is illustrated. The DMP segmented vectors (described in section 3.2) are applied to the RF implementation with the supporting QGIS open source software combined with the CRAN software package of R for ROI selection. RF software by Leo Breiman and A. Culter is distributed freely on the internet, both as a standalone FORTRAN program and as a package for the R statistics language (http://www.r-project.org). The reference image of three types of building in (small=red, medium=green, large= blue) and background (black) in Figure 3.3.12 (a), while (b) shows the generated Building Roof Reconstructed (BRR) with 20 channel image (described in section 3.3.1) that RF classification is applied.
Fig. 3.3.12. (a) The reference image of 3 types of building (red, green, blue) and background (black), (b) generated 20 channels BRR image that classification is applied.
3.4. Building damage detection using Fast Fourier Transform.

In this section, we focused on an automatic damaged building detection methodology based on Fast Fourier Transform, which is helpful to recognize, rescue, recovery and disaster management tasks in an event of natural hazard such as earthquake and tsunami. The method proposed here is intended for image registration and damaged building detection under the following steps. First, we tested Reddy’s [19] methodology to attempt to automatically register the pre and post event optical images in hazardous area. Then each pre and post event images are divided to sub imageries (64m x 64m) and are applied to two dimensions (2D) Discrete Fast Fourier Transform (DFT) process, which calculate different distributions of max-scaled log power spectrum with the vertical frequency to identify damaged building due to the natural hazard using the proposed method. The areas of damaged and undamaged building were identified by using their different spectral effectiveness value over 2D FFT. The airborne Very High Resolution (VHR) imageries consisting of pre and post 2011 Pacific coast Tohoku earthquake and tsunami site of the Ishinomaki area in Miyagi Prefecture, Japan were used for this study.

3.4.1. Fast Fourier Transform for image processing.

The 2D FFT images were constructed using Fast Fourier Transform (FFT), the fast algorithm for computing the Discrete Fourier Transform (DFT). The DFT has been widely used in signal and image processing [19]. An image with a two-dimensional function, \( f(x) \) which might be a row or column of pixel, can be represented by a Fourier series composed associated coefficients combination of sine and cosine terms. The DFT is effective to characteristic of spatial information [20, 21], e.g. homogeneous structures such as buildings, roofs and roads.

Let the image be a real-valued continuous function \( f(x_1, x_2) \) defines an integer-valued Cartesian grid \( 0 \leq x_1 \leq N_1, 0 \leq x_2 \leq N_2 \), the DFT is defined as follows:

\[
F(k_1, k_2) = \sum_{n_1=0}^{N_1-1} \sum_{n_2=0}^{N_2-1} f(n_1, n_2) e^{-j2\pi k_1 n_1/N_1} e^{-j2\pi k_2 n_2/N_2} \tag{3.4.1}
\]

Where

- \( x_1 \): Number of pixels horizontally
- \( x_2 \): Number of pixels vertically
- \( k_1, k_2 \): Spatial frequency variables
- \( j \): Imaginary component of complex number
Once DFT is applied, the spatial domain is converted to the frequency domain, can be edited to identify specific features, reduce noise, and add or remove periodic features. Thresholding the high frequency coefficients correspond to reducing the noise effects, while the low frequency coefficients provide a trigonometric interpolation via a finite linear combination of sine and cosine of the various frequencies of interest [19]. The DFT frequency domain image can be transformed back into the spatial domain using Inverse Fast Fourier Transform (IFFT), which is defined as follows:

\[
f(x_1, x_2) = \frac{1}{N_1 N_2} \sum_{k_1=0}^{N_1-1} \sum_{k_2=0}^{N_2-1} f(k_1 k_2) e^{j2\pi k_1 x_1 / N_1 + j2\pi k_2 x_2 / N_2}
\]

(3.4.2)

\[0 \leq x_1 \leq N_1 - 1, 0 \leq x_2 \leq N_2 - 1\]

Figure.3.4.1. shows the pre and post event un-registered VHR airborne imagery in the same area.

**Fig.3.4.1.** Before the Tsunami Hazard Ishinomaki area (a) and after the tsunami hazard (b).
3.4.2. Image Registration Methodology

This method relies on the translation property of the Fourier transform, which is referred to as the Fourier Let $f_1(x, y)$ and $f_2(x, y)$ are the two images of $I_1$ and $I_2$ that differ only by displacement $(x_0, y_0)$ i.e.,

$$f_2(x, y) = f_1(x - x_0, y - y_0)$$

(3.4.3)

Their corresponding Fourier transforms $F_1$ and $F_2$ will be related by

$$F_2(\xi, \eta) = e^{-j2\pi(\xi x_0 + \eta y_0)} \times F_1(\xi, \eta)$$

(3.4.4)

The cross-power spectrum $R$ (ratio) of two images $f_1(x, y)$ and $f_2(x, y)$ with Fourier transforms $F$ and $F_i$ is defined as

$$R = e^{j2\pi(\xi x_0 + \eta y_0)} = \frac{F_1(\xi, \eta) \times \text{Conj} F_2(\xi, \eta)}{\text{Abs}(F_1(\xi, \eta)) \times \text{Abs}(F_2(\xi, \eta))}$$

(3.4.5)

Where $\text{Conj}$ is the complex conjugate and $\text{Abs}$ is the absolute value, the shift theorem guarantees that the phase of the cross-power spectrum is equivalent to the phase difference between the images. By taking the inverse Fourier transform of the representation in the frequency domain, we will have a function that is an impulse; that is, it is approximately zero everywhere except at the displacement that is needed to optimally register the two images.

If $f_2(x, y)$ is a shifted, rotated and scaled replica of $f_1(x, y)$ with shift $(x_0, y_0)$, rotation $(\theta_0)$ and scaled factors of $(a, b)$ for the horizontal and vertical directions, then

$$F_2(\xi, \eta) = \frac{1}{|ab|} F_1(\xi / a, \eta / b)$$

(3.4.5)

By converting the axes to logarithmic scale[22], ignoring the multiplication factor $1/ab$, scaling can be reduced to a translational movement,
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\[ F_2(\log \xi, \log \eta) = \frac{1}{|ab|} F_1(\log \xi - \log a, \log \eta - \log b) \]  

(3.4.6)

\[ F_2(x, y) = F_1(x - c, y - d) \]  

(3.4.7)

where \( x = \log \xi, y = \log \eta, c = \log a \) and \( d = \log b \).

The shift \((c, d)\) can be found by the phase correlation technique and the scaling \((a, b)\) can be computed from the shift \((c, d)\) as

\[ a = e^c \]
\[ b = e^d \]  

(3.4.8)

Where \( e \) is the natural logarithm base. If \((x, y)\) is scaled to \((x/a, y/a)\), Their polar representation will be

\[ \rho_1 = (x^2 + y^2)^{1/2} \]  

(3.4.9)

\[ \theta_1 = \tan^{-1}(y/x) \]  

(3.4.10)

\[ \rho_2 = ((x/a)^2 + (y/a)^2)^{1/2} = (1/a)(x^2 + y^2)^{1/2} = \rho_1/a \]  

(3.4.11)

\[ \theta_2 = \tan^{-1}((x/a)/(y/a)) = \tan^{-1}(x/y) = \theta_1 \]  

(3.4.12)

If \( f_1 \) is shifted, rotated and scaled replica of \( f_2 \), their Fourier Magnitude spectra in polar representation are related by

\[ M_1(\rho, \theta) = M_2(\rho/a, \theta - \theta_0) \]  

(3.4.13)

\[ M_1(\log \rho, \theta) = M_2(\log \rho - \log a, \theta - \theta_0) \]  

(3.4.14)

\[ M_1(\xi, \theta) = M_2(\xi - d, \theta - \theta_0) \]  

(3.4.15)

Where

\[ \xi = \log \rho \]
\[ d = \log a \]  

(3.4.16)

Using the eq.(3.4.15) and (3.4.16) and the phase correlation technique, scale \( a \) and angle \( \theta_0 \) can be found out. Once the scale and angle information are obtained, the image with the highest resolution is scaled and rotation by amounts \( a \) and \( \theta_0 \), respectively, and the amount of translational movement is found out using phase correlation technique.
3.4.3. Implementation

Here in Figure 3.4.2 shows the flow chart of the computational implement of the image registration method. First the two images of pre \((I_1)\) and post \((I_2)\) event airborne images applied to FFT and calculate the absolute values of \(F_1(\xi, \eta)\) and \(F_2(\xi, \eta)\). Then a high pass filter was applied to the absolute values to remove low frequency noise and transform the resulting values from rectangular coordinates to log-polar coordinates.

![Flow chart of the pre event and post event image registration.](image)

**Fig.3.4.2.** Flow chart of the pre event and post event image registration.
In the next step the log-polar coordinates were applied to the FFT and compute the ratio $R_1$ using equation (3.4.17). Here $R_1$ is the ratio of $F_1(\xi, \eta)$ and $F_2(\xi, \eta)$. The “ratio” of two images $I_1$ and $I_2$ is defined as:

$$R_1 = \frac{F_1(\xi, \eta) \cdot \text{conj}(F_2(\xi, \eta))}{\text{abs}(F_1(\xi, \eta)) \cdot \text{abs}(F_2(\xi, \eta))}$$  \hspace{1cm} (3.4.17)
Where \textit{conj} is the complex conjugate and \textit{abs} is the absolute value. Then compute the inverse FFT IR\textsubscript{1} of the ratio R\textsubscript{1} and Find the location (log(a), \theta\textsubscript{0}) of the maximum of abs(IR\textsubscript{1}) and obtain the values of scale (a = base^{log(a)}), and rotation angle (\theta\textsubscript{0}). Figure 3.4.3 shows the FFT log of image before (a) and after (b) the high pass filtering.

\textbf{Fig.3.4.4.} (a) The location (log(a), \theta\textsubscript{0}) of the maximum of abs(IR\textsubscript{1}) that corresponding to obtain (a) for scale and (\theta\textsubscript{0}) for rotation angle on cross power spectrum. (b) The location of the maximum abs(IR\textsubscript{2}) that corresponding to obtain (x\textsubscript{0}, y\textsubscript{0}) for shift on cross power spectrum.
To find the shift, apply the FFT to the pre event image and post registered (scale and rotation) image $I_3$ again and compute the ratio $R_2$ using similarly equation (3.4.5).

$$R_2 = \frac{F_1(\xi, \eta) \ast \text{conj}(F_3(\xi, \eta))}{\text{abs}(F_1(\xi, \eta)) \ast \text{abs}(F_3(\xi, \eta))}$$  \hspace{1cm} (3.4.18)

Here $R_2$ is the ratio of two images $I_1$ and rotated and rescaled image $I_3$. $F_3$ is corresponding Fourier transforms of $I_3$. Then by taking the inverse FFT $IR_2$ of $R_2$ and obtain the values $(x_0, y_0)$ of the shift from the location of the maximum of $\text{abs}(IR_2)$. The result of this process is the values of the scale, rotation and shift parameters needed to register the two images. Figure 3.4.4 shows the location $(\log(a), \theta_0)$ of the maximum of $\text{abs}(IR_1)$ that corresponding to obtain $(a)$ for scale and $(\theta_0)$ for rotation angle on cross power spectrum in (a) and (b) shows the location of the maximum $\text{abs}(IR_2)$ that corresponding to obtain $(x_0, y_0)$ for shift on cross power spectrum.
3.4.4. Damage area identification

The 2D DFT surface consists of a range of spatial frequencies. The high frequency and shortwave length components are referred to as roughness, the medium frequencies as waviness. The frequency characteristic of these 2D DFT surfaces generated by pre and post event images are changed due to hazard effect. The damage building blocks are identified by analyzing these surface characteristic profiles. Figure 3.4.5 shows the flow chart of damage building block identification process.

Fig.3.4.5. Flow chart of the damage area identification process.

In the first step the pre and post event images are divided into subsets of 64m×64m scale images. Then the subset images are gray scaled, applied to the FFT and filter using circular cut (high pass) filter. (Threshold the image value is set to -5.25, which is just below the peak of the transform for
remove the noises). In the next step the maximum power spectrum value is shifted to 0 for further investigation of the FFT real part surface (see Figure.3.4.6). Here the log FFT power spectrum of the image scaled to a zero maximum. Zero Maximum scaled Power Spectrum (ZMPS) is considered as surface and amplitude parameters characterized based on the vertical deviations of the roughness profile. They are analyzed as shown below.

<table>
<thead>
<tr>
<th>Pre Event</th>
<th>Post Event</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="64m" alt="Image Pre Event Urban Region 1" /></td>
<td><img src="64m" alt="ZMPS-Pre event urban region (1)" /></td>
</tr>
<tr>
<td><img src="64m" alt="Image Pre Event Urban Region 2" /></td>
<td><img src="64m" alt="ZMPS-Pre event urban region (2)" /></td>
</tr>
<tr>
<td><img src="64m" alt="Image Pre Event Urban Region 3" /></td>
<td><img src="64m" alt="ZMPS-Pre event urban region (3)" /></td>
</tr>
<tr>
<td><img src="64m" alt="Image Pre Event Urban Region 4" /></td>
<td><img src="64m" alt="ZMPS-Pre event urban region (4)" /></td>
</tr>
</tbody>
</table>

![Roughness](64m)

**Fig.3.4.6.** Pre event and post event ZMPS surfaces in same place. The amplitude parameters characterize are changed if the building of urban area damaged. (Cont.)
Fig. 3.4.6. Pre event and post event ZMPS surfaces in the same place. The amplitude parameters characterize are changed if the building of urban area damaged.

Amplitude parameters characterize the surface based on the vertical deviations of the roughness profile from the mean line. Total profile depth $P_t$ is the sum of the largest profile peak height and the largest profile valley depth of the primary profile within the evaluation reference length. $R_a$ is the arithmetic average of the absolute values and $R_q$ is the root mean squared among the profile roughness parameters.

$$R_a = \frac{1}{n} \sum_{i=0}^{n} |y_i|$$  \hspace{1cm} (3.4.6)

$$R_q = \frac{1}{n} \sqrt{\sum_{i=1}^{n} y_i^2}$$  \hspace{1cm} (3.4.7)
Fig. 3.4.7. The cutoff cross section of the log power spectrum surface of 0.5r radius from the peak center.

Fig. 3.4.8. Pre (a) and post (b) event 2D log power spectrum surfaces
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Here the roughness profile contains $n$th order, equally spaced points along the trace, and $y_i$ is the vertical distance from the mean line to the $i^{th}$ data point. Height is assumed to be positive in the up direction, away from the bulk material. $R_z$ is the average distance between the highest peak and lowest valley in each sampling length, ASME Y14.36M - 1996 Surface Texture Symbols[23].

The mean roughness depth $R_z$ given as

$$R_z = \frac{1}{s} \sum_{i=1}^{s} R_{y_i}$$

(3.4.8)

where $s$ is the number of sampling lengths and $R_{y_i}$ is the maximum height of the profile $R_i$ for the $i^{th}$ sampling length. The Waviness profile is the mean line generated from the primary profile by the robust Gaussian filter. This filter tolerates the outliers, the definition for which can be found in ISO/TR 16610-10[24]. The Waviness height $W_i$ (total height of W-profile) is the sum of the largest profile peak height and the largest profile valley depth of the W-profile within the evaluation reference length, DIN EN ISO 4287, ASME B46.1. 1999 Surface Texture Parameters [25].

Figure 3.4.7. shows the log FFT of pre event image, log of post event image, cross cutting value of power spectrum around blue circle of the 0.5r distance from the center of the surface. The cross cutting value of power spectrum around 0.5 radius circle in pre event (a) and post event (b) in 2D surfaces are visualized in Figure 3.4.8.

Figure 3.4.9. shows the Roughness profile of pre event and post event images FFT surfaces. The blue line shows primary profile and the red line shows the moving average profile of 20 samples.

Figure 3.4.10. shows the 0 mean shifted filtered FFT surface using Gaussian filter. The $R_q$ of cross section frequency value has changed from 0.7312 to 0.6433 $\mu m$ and Waviness height $W_i$ changed from 0.95 to 0.318 $\mu m$ after the event. (180 sample areas were tested conducted to identify the damaged and non-damaged area). If the difference of the two values of root mean squared $[R_q]$ is more than 0.0214 and the difference of the two values of Waviness height $[W_i]$ is more than 0.52 , the block is identified as a damaged position.
Fig.3.4.9. Roughness profile of pre event (a) and post event (b) images FFT surfaces. (blue line- primary profile, red line- moving average(20) profile)
The results of the image registration of pre and post event aerial images and damage building extraction using FFT based method will be described at section 4.4.1 and 4.4.2 (Chapter 4) respectively.
3.5. Conclusions

The discussion of this chapter includes the methodologies that used for building extraction in hazardous areas using pre and post event optical images. At the beginning, we overviewed the Morphological profile (MP) and Differential Morphological Profile (DMP). Then the novel MM based method has been extended to pattern recognition combining morphological filters and Hit-Or-Miss Transform. Furthermore, another novel building roof recognition method and a classification were proposed for building roof identification avoiding image processing difficulties in hazardous areas. Random Forest (RF) classification method that significantly increased the accuracies of the results was overviewed (explained in Chapter.4). As the proposed dual supported building damaged extraction method, the FFT based method has been evolved with a automated image registration method.
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4.1 Building Extraction using HTM Based Pattern Recognition Method with Template Matching.

4.1.1 Applied area

Considering the applicability of huge natural disasters like tsunami damaged large scale urban cities, we applied aerial images of the 2km × 2km tsunami hazardous area of Ishinomaki, Miyagi prefecture. The freely available airborne image series that consists of 2011 East Japan earthquake site was used for this study. The RGB images were taken from 1986 to 2011 with different path and different azimuth angles in the same corresponding area.

Fig. 4.1.1. Applied area (2km × 2km) in the Ishinomaki City, Miyagi Prefecture. Source-Ishinomaki City, http://www.city.ishinomaki.lg.jp/.
Figure 4.1.1 shows the areal image download facility interface of the Geospatial Information Authority of Japan and Figure 4.1.2 shows sample images of time series that downloaded from the same location in candidate area near Ishinomaki bay.

4.1.2 Results

The results of building roof extraction using of morphological pattern matching techniques that was explained in section 3.2 are presented in this section. (Refer section 3.2, Chapter 3.) It shows the optimization of the templates of SE size and shape gives extracted results, for the correspondent’s shape of building roof chosen. (Refer 3.2.3. Optimizations the shape and size of the templates in chapter 3). In this study, we found that square shape structural elements template (SET) gave quite high accuracy building extraction rather than other shapes such as disk, triangular or rectangular. The optimization of HTM for effectiveness of building sizes $7 \times 7$, $11 \times 11$, $15 \times 15$ and $19 \times 19$, the SE size of foreground and background gave values of $3:9$, $7:17$, $5:19$ and $9:21$ or $23$. 

**Fig. 4.1.2.** The RGB color images of IKONOS and Quick Bird show Ishinomaki area before (a) and after (b) the Tsunami event.
Fig. 4.1.3. Building extraction amount according to the SET type and FG: BG sizes.
Figure 4.1.3. Building extraction accuracy according to the SET type and FG: BG sizes. (continue)

Figure 4.1.3 shows building extraction accuracy due to the structural element type. Building extraction accuracy according to structural element type in maximum FG; BG sizes are shown in Figure 4.1.4.
Fig. 4.1.4. Building extraction accuracy according to structural element type in maximum FG; BG sizes.

The results have shown the usefulness of the proposed method during detection of various types of building, as illustrated by the portions given in Figure 4.1.5.
Fig. 4.1.5. The results of the building extraction according to approached method. Identified buildings are shown in red color, (a),(d) pre and post event building roofs corresponded to SE=7, (b),(e) pre and post event building roofs corresponded to SE=11 and (c), (f) show the pre and post event building roofs corresponded to SE=15 respectively. The color of violet, green and red are correspond the background, binarized features and identified building.
Fig. 4.1.6. Recognitions of building for each SE template set before (a) and after (b) the tsunami event.
The sample area was selected from Ishinomaki area, Miyagi Prefecture. The ground references for the accuracy assessments have been obtained by careful visual inspection of separate data resources, including aerial imagery, existing GIS data and *in situ* field survey. Here the recognition of building for each SE template set before and after the tsunami event are shown in Figure.4.1.6. The Table.4.1.1 and further the Table.4.1.2 show the building recognition results before and after the tsunami hazard.

**Table.4.1.1.** Accuracy assessment of building recognitions in each SE sets using the proposed method before the tsunami event.

<table>
<thead>
<tr>
<th>SE size of HTM</th>
<th>Precision</th>
<th>Recall</th>
<th>Overall Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>SE=3;9</td>
<td>93.86</td>
<td>75.08</td>
<td>71.59</td>
</tr>
<tr>
<td>SE=5;13</td>
<td>95.61</td>
<td>77.34</td>
<td>74.68</td>
</tr>
<tr>
<td>SE=7;17</td>
<td>96.21</td>
<td>79.54</td>
<td>77.13</td>
</tr>
<tr>
<td>SE=9;21</td>
<td>96.25</td>
<td>80.51</td>
<td>78.25</td>
</tr>
</tbody>
</table>

**Table.4.1.2.** Accuracy assessment of building recognitions in each SE sets using the proposed method after the tsunami event.

<table>
<thead>
<tr>
<th>SE size of HTM</th>
<th>Precision</th>
<th>Recall</th>
<th>Overall Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>SE=3;9</td>
<td>92.07</td>
<td>78.24</td>
<td>73.3</td>
</tr>
<tr>
<td>SE=5;13</td>
<td>93.18</td>
<td>77.36</td>
<td>73.21</td>
</tr>
<tr>
<td>SE=7;17</td>
<td>93.26</td>
<td>78.31</td>
<td>74.11</td>
</tr>
<tr>
<td>SE=9;21</td>
<td>94.52</td>
<td>82.81</td>
<td>78.41</td>
</tr>
</tbody>
</table>

Here the Figure.4.1.7 shows the accuracy of the building recognition using the proposed methodology.
Fig. 4.1.7. The graph of accuracy assessment of building recognitions in each SE sets before and after the tsunami event. (Here the (B) means before and (A) after the tsunami event).

The quality of the results was assessed by using existing GIS data as ground truth. The Table.4.1.3 shows the accuracy assessment of damaged building recognitions using the proposed method. For the application area, the method detected 904 washed away or damaged buildings among 1150 and 389 survived among 442 buildings due to the tsunami event. The error extraction of building structure could be due to over fitting of the decision surface to the data. According to the results of building recognitions the HTM based algorithm shows a quite high accuracy for large scale building extraction. The Precision accuracies of the building recognitions of both before and after the tsunami are always high, that means the building that identified using the proposed method has a high probability to match with ground truth. But quite low recall accuracy shows the difficulties of the pattern matching process.
Table 4.1.3. Accuracy assessment of the damaged building recognitions using the proposed method.

<table>
<thead>
<tr>
<th>Ground Truth Data</th>
<th>Damaged Building Extracted Result</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Damaged or washed away</td>
</tr>
<tr>
<td>Damaged or washed away</td>
<td>904</td>
</tr>
<tr>
<td>Survived</td>
<td>53</td>
</tr>
<tr>
<td>Total</td>
<td>957</td>
</tr>
<tr>
<td>User Accuracy</td>
<td>94.46%</td>
</tr>
</tbody>
</table>

4.1.3. Discussion.

Automated detection of features such as building roof for template matching and pattern recognition is a great significance in the image processing field. In this section, a method which is developed optimizing the shape and size of hit-or-miss morphological filtering parameters with morphological operators is presented for building roof target detection. Morphological operations of opening and closing with constructions are applied to segmented images. Hit-or-miss transform has been successfully applied for template marching in binary images. The proposed approach involves several advanced morphological operators among which an adaptive hit-or-miss transform with varying size and shape of the structuring elements. VHR space borne images consisting of a pre and post 2011 Pacific coast of Tohoku earthquake and tsunami site of the Ishinomaki, Miyagi area in Japan were used.

The first step was to segment structural information using morphological opening and closing by reconstruction operators. There for the pre-generated gray level airborne images of pre and post-earthquake and tsunami event in the Ishinomaki area in Miyagi prefecture were applied to the morphological operators. The shadows of the buildings were masked and removed using their low spectral values. This work is a further extension of our previous study by introducing binary images and hit-or-miss transform. The segmented images were applied to hit-or-miss transform to extract the building roofs. The HMT is useful for binary document image pattern matching tasks. We have shown the results of an experiment on pattern matching for building
Pattern matching techniques are critical for all aspects of the analysis of document images. One of the most important uses of pattern matching is in the analysis of roof shapes. For binary input, the result of image processing can be either binary or gray color (integer value) images. DMP applied before the HTM, because the binary results are much faster to compute. We have shown the results of an experiment with pattern matching for building roofs, to illustrate the effects of FG and BG blur, and of regular sub-samplings of the templates. The templates of SE size and shape gives extracted results, for building roof in the chosen candidate area. The Square shape and disk shape SE gives high recognition accuracy for building roof. The optimized FG and BG sizes for building roof detection are investigated in this study.
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4.2. Building Extraction using SVM and Random Forest Classification Methods.

Building extraction results using morphological operators and classification methods that were explained in section 3.1, 3.3 and 3.4 (Refer section 3.1, 3.3 and 3.4 in chapter 3) are demonstrated here.

4.2.1. Study Area

In the first step small area (480m × 480m) was tested for damaged building identification. We used freely available airborne image series and the GIS data sets of 2011 East Japan earthquake site in Ishinomaki area in Miyagi prefecture. The RGB images were taken between May and September in the year 2011 after the earthquake and tsunami hazard in the corresponding area. Figure 4.2.1 shows the GIS building footprint database (left) and the optical image (right) facility interface website of the Geospatial Information Authority of Japan

![Image](image_url)

**Fig.4.2.1.** Interface of the GIS data of building footprint and correspond aerial image of the tsunami damage area in the Ishinomaki from Geospatial Information Authority of Japan. Source- (平成 23 年東日本大震災に関する情報提供, 国土地理院).
4.2.2. Results

The Figure 4.2.2 shows produced digital morphological profile of sample area in image that downloaded from the location in candidate area near Ishinomaki bay.

In our previous approaches in chapter 2, 4, 5 and 6, the classification was done either with a statistical classifier of Gaussian maximum likelihood (ML), neural network, or ISODATA. SVM shows high accuracy results in the situation of limited training set in hazardous areas and is
definitely among the most used kernel learning algorithms. It performs robust nonlinear classification of samples using the kernel trick. Here, it is proposed to use the Support Vector Machine (SVM) and the Random Forest (RF).

Random forest (RF) is a new and powerful statistical classifier that is well established in many other disciplines. Advantages of RF compared to other statistical classifiers include (1) very high classification accuracy; (2) a novel method of determining variable importance; (3) ability to model complex interactions among predictor variables; (4) flexibility to perform several types of statistical data analysis, including regression, classification, survival analysis, and unsupervised learning; and (5) an algorithm for imputing missing values. We compared the accuracies of RF and SVM classifiers for DMP based building extraction in this chapter.

(a) SVM classification results
Figure 4.2.3 shows the results obtained by using the SVM and Random forest classification methods. The Table 4.2.1 and Table 4.2.2 give an overview of the final results. The accuracy assessments were carried out using GIS data as ground truth.

The SVM classification method detected 40 remaining building correctly, whereas 9 buildings were undetected. Sums of 48 building were detected correctly by RF classification approach, but 5 building remain undetected. According to the accuracy assessment, RF classification method gives quite high overall accuracy value 84.21% than the SVM approach which gave 76.92%.
This study shows higher success in the application of RF to building extraction using DMP and object-based parameters. Results from this study suggest that RF, used in conjunction with object-based data derived from high resolution airborne imagery, can accurately classify urban features fallow despite variability in the DMP data set of closing, here in Ishinomaki area SE size was 7m to 19m. The incorporation of O-O methodology with RF efficiently allows for the integration of complex machine learning techniques with an advanced approach to image analysis. It was also found that classification predictions generated through RF could be easily incorporated into the object database format for GIS-based spatial analysis also.

### 4.2.3. Discussion

This section presented an approach for automated, multi-scale building extraction from high-resolution airborne imagery in an event of a large scale natural hazard. Our algorithm tested here combines techniques from mathematical morphology with Support Vector Machine (SVM) and Random Forest (RF) classification methods to identify building footprints in scenes,
the tsunami event remote sensing airborne image data set, which is both a challenging and important classification problem in building extraction. Pre and post airborne imagery of 2011 East Japan earthquake and tsunami site of Ishinomaki area in Miyagi prefecture is used. The proposed method was tested for small scale (480m × 480m) area in Ishinomaki, Miyagi prefecture. There are three major components exists in this work: First, the Differential Morphological Profile (DMP) of the images is constructed using structuring elements (SE) of varying sizes from 7 to 19. Several preprocessing techniques were applied to the pre and post event airborne images such as geometric registration and the gray color image generation. Then the SVM and RF are applied to DMP serious for building extraction. In the final stage, extracted candidate objects from both SVM and RF methods are evaluated as accuracy assessment.

Indeed, a new method of the image classification Random Forest was investigated for classification of a multi-source remote sensing and geographic data set, which is both challenging and important classification problems in remote sensing. Both SVM and RF classifying methods are investigated for close range airborne imagery that consists of Tsunami hazard. This gave higher accuracy in building extraction than all other classification methods. However, in this experiment, the Random Forest classifier performed well than SVM. The proposed method has full automated rapid building extraction process from pre and post image registration to damage estimation for images with very large and complex homogeneous regions. In the next step we propose to apply this methodology with further extend into large scale area. The Random Forest will be used as the classifier that performed well in this study.
4.3 Building Extraction using Random Forest Classification Method in Large areas

4.3.1 Study area

Considering the applicability of huge natural disasters like tsunami damaged in large urban cities, we applied aerial images of the size 2km × 2km in a tsunami hazardous area of Ishinomaki, Miyagi prefecture. The freely available airborne image series that consists of 2011 East Japan earthquake site was used for this study. The RGB images were taken from 1986 to 2011 with different path and different azimuth angles in the same corresponding area.

![Study Area in Ishinomaki City](http://www.city.ishinomaki.lg.jp/)

Fig.4.3.1. Applied area (800mx800m) in the Ishinomaki City, Miyagi Prefecture. Source-Ishinomaki City, [http://www.city.ishinomaki.lg.jp/](http://www.city.ishinomaki.lg.jp/)
Fig. 4.3.2. Areal image download facility interface of Geospatial Information Authority of Japan. Source- (平成 23 年東日本大震災に関する情報提供, 国土地理院)

Here in Figure 4.3.1 shows the areal image download facility interface of the Geospatial Information Authority of Japan and Figure 4.3.2 shows sample images of time series that downloaded from the same location in candidate area near Ishinomaki bay. The downloaded pre and past event airborne images of Ishinomaki area are shown in Figure 4.3.3 (a) and (b).
Fig. 4.3.3. Pre and post event airborne RGB images of Ishinomaki area in same candidate location.
4.3.2 Results

Following figures, Figure 4.3.4 and Figure 4.3.5 show 6 differential morphological profiles among 20 SE (SE set of 3, 5, 7, 9, 11, 13, 15, 17, 19, 21) of opening and closing before and after the event respectively. The DMP result was applied to Flat Element (FE) Building Roof Reconstruction (BRR) process before the classification (refer 3.3.1.(c)). Figure 4.3.6 and Figure 4.3.7 illustrate set of 4 BRRs (1 closing DMP and 3 opening DMP) among 20, before and after the tsunami event respectively.

In this case the training data were selected using the size of the roof (small, medium and large, according to approximately the size of 9×9, 13×13 and 17×17). Both pre event and post event BRRs were applied to the RF classification method for building extraction. For the general theory of this classification method, refer section 3.3.2 in Chapter 3.

In the Random Forest classification, we tested two cost functions of Gini index and Shannon entropy for pre generated 2km × 2km BRR dataset. Table 4.3.1 shows the classification accuracies for the impurity of Gini index and entropy. According to the results, the choice of the cost function (Gini index or entropy) has a small effect on the performance of the Random Forest that consists of a large number of trees because they are quite consistent with each other. However Gini index shows better performance than entropy considering the time consumption of running the algorithm. The low split variables (e.g.4) of each node give high accuracy because of high randomness rather than high split variables (e.g. 20). For further study, we selected Random Forest algorithm parameterized with impurity=Gini index, number of trees=1000 and split variables of each node=4 up to now.

Table 4.3.1. Classification accuracies for the impurity of Gini index and entropy

<table>
<thead>
<tr>
<th>Impurity</th>
<th>Number of trees</th>
<th>Split variables</th>
<th>Runtime (min:s)</th>
<th>Out-of-bag acc. (%)</th>
<th>Test set acc. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gini index</td>
<td>100</td>
<td>4</td>
<td>02:32</td>
<td>83.81</td>
<td>81.66</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>4</td>
<td>05:40</td>
<td>87.73</td>
<td>88.14</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>12</td>
<td>11:24</td>
<td>88.63</td>
<td>87.42</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>4</td>
<td>14:25</td>
<td>95.12</td>
<td>94.43</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>20</td>
<td>22:06</td>
<td>92.61</td>
<td>91.41</td>
</tr>
<tr>
<td>Shannon entropy</td>
<td>100</td>
<td>4</td>
<td>03:41</td>
<td>79.44</td>
<td>81.92</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>4</td>
<td>06:08</td>
<td>88.55</td>
<td>86.83</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>12</td>
<td>13:39</td>
<td>87.03</td>
<td>89.19</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>4</td>
<td>18:25</td>
<td>93.76</td>
<td>92.85</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>20</td>
<td>31:09</td>
<td>91.61</td>
<td>92.11</td>
</tr>
</tbody>
</table>
Fig. 4.3.4. The differential morphological profile sets of opening and closing before the tsunami event.
Fig. 4.3.5. The differential morphological profile sets of opening and closing after the tsunami event.
Fig. 4.3.6. The extended differential morphological profile sets of opening and closing before the tsunami event.

The test set was selected in a random manner (uniform) among the whole data in RF. To estimate the test set accuracy, the out of bag samples (the remaining training set samples that are not in the bootstrap for a particular tree) of each tree can be run down through the tree (cross-validation). The results are combined with a majority vote as before, and when compared to the actual labels, they yield a lower estimate of the classification error [34], as each sample can only be tested on the trees for which it was out-of-bag (so the effective ensemble for the out-of-bag estimate is smaller than the full ensemble used to train the entire forest).
Fig. 4.3. The extended differential morphological profile sets of opening and closing after the tsunami event.

Table 4.3.2 and 4.3.4 show the pre and post event experimental results for Random Forest classification. The highest OOB accuracy and test accuracies were obtained with 1000 trees and with, 4 and 3 split variables. The OOB accuracy quite low than the test accuracy, this is mostly due to the fact that each bootstrap uses a large amount of training samples while few remaining samples use to estimate OOB accuracy. It is interesting to note that the large value of split variables (20) gives lower accuracy because of lower randomness.
Table 4.3.2. Pre event classification accuracies for the Random Forest classifier

<table>
<thead>
<tr>
<th>Number of trees</th>
<th>Split variables</th>
<th>Runtime (min:s)</th>
<th>Out-of-bag acc. (%)</th>
<th>Test set acc. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>2</td>
<td>2.01</td>
<td>82.21</td>
<td>83.05</td>
</tr>
<tr>
<td>200</td>
<td>2</td>
<td>3.18</td>
<td>84.56</td>
<td>85.21</td>
</tr>
<tr>
<td>400</td>
<td>2</td>
<td>5.39</td>
<td>85.44</td>
<td>85.22</td>
</tr>
<tr>
<td>600</td>
<td>2</td>
<td>6.52</td>
<td>87.33</td>
<td>88.37</td>
</tr>
<tr>
<td>800</td>
<td>2</td>
<td>7.25</td>
<td>88.12</td>
<td>90.02</td>
</tr>
<tr>
<td>1000</td>
<td>2</td>
<td>8.51</td>
<td>88.77</td>
<td>91.32</td>
</tr>
<tr>
<td>400</td>
<td>3</td>
<td>6.33</td>
<td>87.18</td>
<td>86.01</td>
</tr>
<tr>
<td>1000</td>
<td>3</td>
<td>11.08</td>
<td>93.91</td>
<td>95.41</td>
</tr>
<tr>
<td>1000</td>
<td>4</td>
<td>14.25</td>
<td>94.12</td>
<td><strong>96.43</strong></td>
</tr>
<tr>
<td>1000</td>
<td>12</td>
<td>18.05</td>
<td>93.51</td>
<td>95.38</td>
</tr>
<tr>
<td>1000</td>
<td>20</td>
<td>22.06</td>
<td>92.62</td>
<td>93.77</td>
</tr>
</tbody>
</table>

Table 4.3.3. Post event classification accuracies for the Random Forest classifier

<table>
<thead>
<tr>
<th>Number of trees</th>
<th>Split variables</th>
<th>Runtime (min:s)</th>
<th>Out-of-bag acc. (%)</th>
<th>Test set acc. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>2</td>
<td>1.48</td>
<td>73.22</td>
<td>82.55</td>
</tr>
<tr>
<td>200</td>
<td>2</td>
<td>2.50</td>
<td>74.21</td>
<td>86.98</td>
</tr>
<tr>
<td>400</td>
<td>2</td>
<td>5.07</td>
<td>74.81</td>
<td>86.96</td>
</tr>
<tr>
<td>600</td>
<td>2</td>
<td>6.21</td>
<td>75.17</td>
<td>88.31</td>
</tr>
<tr>
<td>800</td>
<td>2</td>
<td>7.15</td>
<td>77.82</td>
<td>84.23</td>
</tr>
<tr>
<td>1000</td>
<td>2</td>
<td>9.34</td>
<td>79.52</td>
<td>87.22</td>
</tr>
<tr>
<td>400</td>
<td>3</td>
<td>6.41</td>
<td>74.16</td>
<td>86.52</td>
</tr>
<tr>
<td>1000</td>
<td>3</td>
<td>12.16</td>
<td><strong>81.93</strong></td>
<td><strong>90.54</strong></td>
</tr>
<tr>
<td>1000</td>
<td>4</td>
<td>15.44</td>
<td>80.86</td>
<td>88.92</td>
</tr>
<tr>
<td>1000</td>
<td>12</td>
<td>22.27</td>
<td>79.44</td>
<td>85.74</td>
</tr>
<tr>
<td>1000</td>
<td>20</td>
<td>34.13</td>
<td>78.82</td>
<td>85.23</td>
</tr>
</tbody>
</table>

The particular OOB data of each tree in the forest are used for predicting and the results are aggregated over all trees to compute the OOB error. Compared to cross validation the OOB error is unbiased and a good estimate for the generalization error. The OOB error was decreased when increased the number of trees and converges to a threshold (94% for pre event data and 82% for post event data), as shown in Figure 4.3.8. (1000 trees and 4 split variables) and Figure 4.3.9. (1000 trees and 3 split variables).
Fig. 4.3.8. Learning curve of OOB accuracy pre event training data

Fig. 4.3.9. Learning curve of OOB accuracy post event training data
The variable importance of pre and post event BRR training data can be seen in Figure 4.3.10 and 4.3.7. Each data channel (profile) is represented by one variable. According to these figures, conclusions can be made as, opening 5 and 7 channels from pre and post data are important for the classification process. Also of interest, opening 11, 15 and closing 7, 9 are other important channels for whole classification.

**Fig.4.3.10.** Variable importance against the 20 variables before the event

![Variable importance (Pre event)](image)

**Fig.4.3.11.** Variable importance against the 20 variables after the event

![Variable importance (Post event)](image)

The variable importance for individual classes is shown in Figure 4.3.12. It is interesting to note that classification for small size of the building (type 1), opening 7 and closing 9 channels are important while opening 11, 15 are much more effective for large size of the building. Classification with opening 15 and 21 give negative effect for the type 1 building class that might increase the error rate.
Fig. 4.3.12. Normalized variable importance for 20 variables before and after the event
Here in Figure 4.3.13 and 4.3.14 show the building extraction results using Random Forest classifier before and after the earthquake and tsunami in Ishinomaki area. The red, green and blue colors indicate the 3 types of selected building types according to the size and black shows the background.

Fig. 4.3.13. Building extraction results using RF classifier before the earthquake and tsunami in Ishinomaki area. (The aerial image consists of a 2km × 2km area in Ishinomaki City, Miyagi Prefecture)
Fig. 4.3.14. Building extraction results using RF classifier after before the earthquake and tsunami in Ishinomaki area. (The aerial image consists of a 2km × 2km area in Ishinomaki City, Miyagi Prefecture)

4.3.3. Accuracy assessment

There are four types of features (3 type of buildings and Background) that are classified by RF. The obtained classification accuracy statistics of the tested large scale optical data of Ishinomaki tsunami hazardous area are shown in Figure 4.3.15. Considering these results with existing GIS data, it can be seen that 3 kinds of building types and background were classified with high accuracy.
Fig. 4.3.15. Accuracy assessment of damage building results using GIS data (white diagonal polygons). Here the red, green color shows the 3 types of building and background in black.
Therefore, using DMP vector features as texture features are expected to be better explored for rural area classification.

The Table 4.3.4 shows the accuracy assessment done for the damaged building extraction in the applied area. Though out the experiments, the Random Forest classifiers performed well for building extraction. The overall accuracy of the proposed method for damaged building extraction is 88%, while producer accuracy and user accuracy are shown 90.78% and 92.47% for the candidate area of this study.

**Table 4.3.4.** Confutation matrix for accuracy assessments of damaged building identification

<table>
<thead>
<tr>
<th>Unit Base Accuracy Assessment (Random Forest)</th>
<th>Damaged Building Extracted Result</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Damaged or washed away</td>
</tr>
<tr>
<td>Ground Truth Data</td>
<td>1044</td>
</tr>
<tr>
<td>Damaged or washed away</td>
<td>85</td>
</tr>
<tr>
<td>Survived</td>
<td>1129</td>
</tr>
<tr>
<td>User Accuracy</td>
<td>92.47%</td>
</tr>
</tbody>
</table>

This result is much improved than among the previous methods. The classification algorithm does not over fit, and it does not require guidance (although its accuracy can be tweaked slightly by altering the number of variables used for a split). Furthermore, the algorithm can estimate the importance of variables for the classification. Such estimation is of value for feature extraction and/or feature weighting in high resolution optical image data classification. The Random Forest classifier should be considered very desirable for multi-spectral (in here the DMP series) classification of remote sensing and geospatial data, where no convenient statistical models are usually available.

To further improve the accuracy, additionally, spatial information should be used to correlate man-made objects with their shadows from the closing profile, e.g. C(7), C(11), C(15) and C(19). The extension and investigation of the proposed techniques on data acquired by other sensors (e.g., LIDAR and SAR images) should also be of interest. In the different time series, the color and size of the building roofs would be changed and newly constructed building was found to have mis-classification errors. It is required to have the actual building footprints to be investigated using the ground truth data.
4.4 Automated High Resolution Optical Image registration using Fast Furrier Transform

4.4.1 Results of Image Registration

This section is dedicated to discuss the results of automated registration of pre and post event high resolution (airborne or space borne) images using fast Fourier transform. For further details regarding the methodology refer section 3.5.2. (Chapter 3). Figure 4.4.1 shows the pre and post event unregistered VHR airborne imagery in the same corresponding area.

![Ishinomaki City](image)

**Fig. 4.4.1.** (a) Applied area, (b) before the Tsunami Hazard Ishinomaki area and (c) after the tsunami hazard.

Figure 4.4.2 shows the image registration of pre and post tsunami aerial images using the proposed phase correlation method and it has detected the correspondence area without error.
Fig. 4.4.2. (a, b, c, d) Pre tsunami Images of Ishinomaki area, (e, f, g, h) Post Tsunami images of the same area and (i, j, k, l) shows registered post-tsunami imagery using the automated proposed method. Here (a) and (b) are show subset images of large scale building compounds and (c) and (d) show complex urban areas which heavily damaged and low damaged.

Table 4.4.1. Accuracy of image registration results.

<table>
<thead>
<tr>
<th></th>
<th>True</th>
<th>False</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rotation</td>
<td>152</td>
<td>28</td>
<td>84.44%</td>
</tr>
<tr>
<td>Scale</td>
<td>152</td>
<td>28</td>
<td>84.44%</td>
</tr>
<tr>
<td>Translation</td>
<td>145</td>
<td>35</td>
<td>80.56%</td>
</tr>
</tbody>
</table>

The Table 4.4.1 shows the accuracy of the tested results of 180 samples. Image registered correctly for rotation and scale variance 152 samples out of them and 145 samples for
4.4.2. Results of Identifying Damaged Building.

The experimental results of damaged area identification using FFT power spectrum base analysis that explained in section 3.5.3 (in chapter 3) are shown in this section. The damaged places were identified using the changes (differ) of the root mean squared among the profile roughness parameter \( R_q \) and the Waviness height \( W_r \) standard deviation of the pre event site and the post event site. If the difference of the two values of root mean squared \( R_q \) is more than 0.0214 and the difference of the two values of Waviness height \( W_r \) is more than 0.52, the block is identified as a damaged position. Here the Figure 4.4.3 shows the part of results of FFT analysis, i.e. randomly selected points on airborne image and green color subset of 64m\( \times \)64m square size show the points that identified as undamaged places and red as damaged.

![Building damage extraction results](image)

Fig 4.4.3. Randomly selected points on airborne image and damage identification.

The changes of each cross cutting value of power spectrum surface around the \( r/2 \) distance from the center of log FFT images of pre and post event were estimated as the method described in section 3.4.3. (Chapter 3). Following the changes of the power spectrum characteristics, it was set empirically to the root mean squared \( R_q \) value more than 0.0214 Waviness height \( W_r \) is
more than 0.52 for damage identification. The results obtained from this proposed remote sensing method were compared with the 180 samples of ground truth points that randomly selected on the reference tsunami inundate and non-inundated area in Ishinomaki and Minamisanriku area in Miyagi prefecture to quantify the accuracy.

Table 4.4.2. Changes of profile roughness parameter \( R_q \) for damage identification. (30 out of 180 samples of tsunami inundated hazard area, Ishinomaki, Miyagi Prefecture, Japan, \([W_i > 0.52]\)).

<table>
<thead>
<tr>
<th>Sample No</th>
<th>( R_q ) (Pre event)</th>
<th>( R_q ) (Post event)</th>
<th>Damaged</th>
<th>Sample No</th>
<th>( R_q ) (Pre event)</th>
<th>( R_q ) (Post event)</th>
<th>Damaged</th>
<th>Sample No</th>
<th>( R_q ) (Pre event)</th>
<th>( R_q ) (Post event)</th>
<th>Damaged</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.7366</td>
<td>0.6512</td>
<td>YES</td>
<td>11</td>
<td>0.7122</td>
<td>0.6311</td>
<td>YES</td>
<td>21</td>
<td>0.7761</td>
<td>0.6694</td>
<td>YES</td>
</tr>
<tr>
<td>2</td>
<td>0.7381</td>
<td>0.7212</td>
<td>NO</td>
<td>12</td>
<td>0.7742</td>
<td>0.7519</td>
<td>NO</td>
<td>22</td>
<td>0.7690</td>
<td>0.6703</td>
<td>YES</td>
</tr>
<tr>
<td>3</td>
<td>0.7456</td>
<td>0.6475</td>
<td>YES</td>
<td>13</td>
<td>0.7586</td>
<td>0.6998</td>
<td>NO</td>
<td>23</td>
<td>0.7422</td>
<td>0.6481</td>
<td>YES</td>
</tr>
<tr>
<td>4</td>
<td>0.7211</td>
<td>0.6281</td>
<td>YES</td>
<td>14</td>
<td>0.7612</td>
<td>0.6384</td>
<td>YES</td>
<td>24</td>
<td>0.7188</td>
<td>0.6012</td>
<td>YES</td>
</tr>
<tr>
<td>5</td>
<td>0.7458</td>
<td>0.7200</td>
<td>NO</td>
<td>15</td>
<td>0.6853</td>
<td>0.6455</td>
<td>NO</td>
<td>25</td>
<td>0.7366</td>
<td>0.6396</td>
<td>YES</td>
</tr>
<tr>
<td>6</td>
<td>0.7261</td>
<td>0.6571</td>
<td>NO</td>
<td>16</td>
<td>0.6971</td>
<td>0.6044</td>
<td>YES</td>
<td>26</td>
<td>0.7332</td>
<td>0.6055</td>
<td>YES</td>
</tr>
<tr>
<td>7</td>
<td>0.7433</td>
<td>0.6629</td>
<td>NO</td>
<td>17</td>
<td>0.7304</td>
<td>0.7056</td>
<td>NO</td>
<td>27</td>
<td>0.7077</td>
<td>0.6930</td>
<td>NO</td>
</tr>
<tr>
<td>8</td>
<td>0.7312</td>
<td>0.6433</td>
<td>YES</td>
<td>18</td>
<td>0.7444</td>
<td>0.7211</td>
<td>NO</td>
<td>28</td>
<td>0.7424</td>
<td>0.7318</td>
<td>NO</td>
</tr>
<tr>
<td>9</td>
<td>0.7017</td>
<td>0.6512</td>
<td>NO</td>
<td>19</td>
<td>0.7528</td>
<td>0.6173</td>
<td>YES</td>
<td>29</td>
<td>0.7329</td>
<td>0.7214</td>
<td>NO</td>
</tr>
<tr>
<td>10</td>
<td>0.7273</td>
<td>0.7134</td>
<td>YES</td>
<td>20</td>
<td>0.7110</td>
<td>0.7029</td>
<td>NO</td>
<td>30</td>
<td>0.7105</td>
<td>0.6227</td>
<td>YES</td>
</tr>
</tbody>
</table>

Table 4.4.2 shows the building damage identification results conducted by the proposed method. Note that all sample selected that the changes of Waviness height \( W_i > 0.52 \).
4.4.3 Discussion.

The pre and post event imagery are divided to 64mx64m sub imageries and were applied to two dimensions (2D) Discrete Fast Fourier Transform (DFT) process, which calculate the difference of max-scaled log power spectrum with its vertical frequency to identify damaged building due to the natural hazard using the proposed method. The areas of damaged and undamaged building were identified by using their different spectral effectiveness value over 2D FFT. The airborne Very High Resolution (VHR) imagery consisting of pre and post 2011 Pacific coast Tohoku earthquake and tsunami site of the Ishinomaki area in Miyagi Prefecture, Japan was used for this study.

As an early step, before the damage building detection this section shows the image registration results. The pre and post event optical images of hazardous area were automatically registered using Fast Fourier Transform. Pre-generated gray level airborne images of pre and post event site were applied to FFT based approach. The results show the image registration of pre and post images with different scaled, rotated and shifted, even it changed due to the hazard. However, this algorithm requires images overlapping area more than 30% and scale changes less than 1.8 respectively. The Figure.4.4.4 shows the investigated ground truth survey in candidate area.
Fig. 4.4.4. Ground truth survey in Ishinomaki and Minamisanriku area, Miyagi Prefecture.
(Continue)
Here the Figure 4.4.5 shows FFT based results on ground truth data and Table 4.4.3 shows the accuracy assessments of damaged building using error metrics. The overall accuracy the FFT based proposed method that used spectral information of the image is much lower than the morphological operator based methods that used the spatial information. However, these results to be used to increase the accuracy of previous works in next step as auxiliary data.

The images that obtained from IFFT pre and post hazard data can provide significant information about the location and quantity of damage on buildings of tsunami inundated damage areas. This proposed method easily determined most of the collapsed or washed away building due to the Tsunami. Most of the cases of natural hazards, airborne imageries of the region are not available and available data also with different scale, rotation and shifted imagery that obtained pre and post disaster have to be used. Therefore, it is important to process the
available data set rapidly and accurately and this research proposed an approach to fulfill this aim. Some building confronted the tsunami, had serious damages to their walls or the lower part of the structure while being washed away, but the roof stayed intact.

**Fig. 4.4.5.** FFT based results on ground truth data. Here the blue and red color stars show correctly identified undamaged and damaged building, while round with triangles show miss-identified undamaged and damaged building.

**Table. 4.4.3.** Accuracy assessments FFT based method using error metrics.

<table>
<thead>
<tr>
<th>Unit Base Accuracy Assessment (FFT)</th>
<th>Damaged Building Extracted Result</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Damaged or washed away</td>
<td>Survived</td>
</tr>
<tr>
<td>Ground Truth Data</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Damaged or washed away</td>
<td>863</td>
<td>287</td>
</tr>
<tr>
<td>Survived</td>
<td>186</td>
<td>256</td>
</tr>
<tr>
<td>Total</td>
<td>1049</td>
<td>543</td>
</tr>
<tr>
<td>User Accuracy</td>
<td>82.27%</td>
<td>47.15%</td>
</tr>
</tbody>
</table>
These buildings were identified as undamaged (Refer Figure. 4.5.2.(i) and (j)). This should be identified using another methodology. The results illustrated that the proposed method can be successfully used to identify tsunami inundate damage areas automatically. The maximum scale power spectrum of undamaged building areas shows high values of standard deviation compare with damaged building.

The images that obtained from IFFT pre and post hazard data can provide significant information about the location and quantity of damage on buildings of tsunami inundated damage areas. This proposed method easily determined most of the collapsed or washed away building due to the Tsunami. In most of the cases, airborne imagery of the region is not available and if available it will be in a different Scale, Rotation and shifted imagery that obtained pre and post disaster have to be used. This study was mainly conducted using the freely available data. But care has been taken to account for their different scale, rotation and shifting effects. This mainly reduces the cost of the needed data. Considering the ground condition after the disaster with heavily damaged, this accuracy values are reasonable.
4.5. Combination of Morphological Operators and FFT methods

This concluding section shows the results of the two approaches of morphological and FFT methods. Figure 4.5.1 demonstrates flow of the combined work of morphological and FFT based method that applied to the Ishinomaki, earthquake and tsunami hazard area. The Random Forest classification based method that provided high accuracy among other methods was used as the morphological based approach (Refer Section 4.3). The same candidate area that applied to the FFT based method in Chapter 3 (Refer Section 3.5.2) was used as another method. The accuracy assessment of this approach was conducted using a field survey and existing GIS data. Figure 4.4.4 (b) and (c) shows part of the data validation of selected samples, of the result of the building extraction over the Ishinomaki area using proposed method. (Refer Section 4.3.3).

Fig. 4.5.1. Damaged building extraction process combining of the morphological based and FFT based approaches.
Figure 4.5.2. Damaged building extraction process combining of the morphological based and FFT based approaches. (Region level and unit level)

Combining both results of this methodology produced a significantly high accuracy with the probability map of damaged building that was generated as shown in Figure 4.5.3. Here the green color to red color represents the building damage from low level to high level respectively.
Fig. 4.5.3. Combination of Morphological approach and FFT based approach.

Table 4.5.1. Accuracy assessment of the combination morphological and FFT based methods using error metrics.

<table>
<thead>
<tr>
<th>Unit Base Accuracy Assessment (RF&amp;FFT)</th>
<th>Damaged Building Extracted Result</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Damaged or washed away</td>
</tr>
<tr>
<td>Ground Truth Data</td>
<td></td>
</tr>
<tr>
<td>Damaged or washed away</td>
<td>1098</td>
</tr>
<tr>
<td>Survived</td>
<td>30</td>
</tr>
<tr>
<td>Total</td>
<td>1128</td>
</tr>
<tr>
<td>User Accuracy</td>
<td>97.34%</td>
</tr>
</tbody>
</table>
Accuracy assessment of above approach was conducted using a field survey and GIS data (see Table.4.5.1). We found that few errors of existing GIS data while investigating the area conducting in a field survey. Any of the methods identified a building as a damaged; we supposed it as a damage building. The building that washed away or collapsed in the applied area are identified as 1150 according to field survey and exist GIS data as ground truth and the result of the algorithm above correctly provide 1098 buildings respectively. Thus, the proposed method has proven and considered to be useful in building damage detection with high accuracy even in emergency response following natural disasters.
CHAPTER 5

CONCLUSION
This chapter presents the general conclusions of the study describing and reviewing the main contributions of this work. Specific concluding remarks on the research topics treated in the dissertation are also given. Finally, perspectives on possible future developments of the work are presented. Based on the following observations general conclusions are made and forwarded here.

1) The main objective of this study is to propose a method for building extraction of urban areas in an event of a natural hazard using optical imagery that can be used for damage identification, assessment, quick and long term response. In other words, damaged building detection is a key element in the post event (natural hazard) crisis assessment and response procedures. All of our study was focused to reach an automated method for rapid and high accurate detection and quantification of the damaged building from VHR (Very High Resolution) space borne (IKONOS, Quick Bird, Geo-Eye) or airborne optical imagery of urban regions.

2) According to the previous research work in the thesis outlines several existing building extraction methods. The challenges faced in each of these techniques and how they addressed the complexities of the urban spatial structure is discussed.

3) The DMP proved to be an effective tool for building extraction of VHR remote sensing images because it is defined as a derivative composition of opening and closing with reconstruction transformations. Operators by reconstruction permit to filter the image by entirely preserving the geometry of those building structures that are not erased from the scene and the size of the building are segmented well with the DMP decomposition process. The definition of the extended derivative of the morphological profile for panchromatic and multispectral images was presented. (Refer Reference [1], [2], [3] and [4]).

4) The presented DMP method considered the different notation of connectivity for building roof extraction. The proposed techniques identified that conventional 7m, 11m, 15m geometric resolution SE out of 3 to 21 opening and closing connectivity were well performed for building roof identification. (Refer Reference [5] [6] [7] [8] [9] and [10]).

5) We addressed the outcomes of the extended morphological pattern recognitions (template matching) technique with binary image for building extraction in Section 4.2. Equipped with this operator, we discuss several template matching scenarios,
considering the SET sizes and shapes. We demonstrate the results with relevance of our proposition by several SET size and shape with different morphological profile cases of pre and post tsunami hazard remote sensing images. Refer Reference [11], [12]. Indeed, the method is useful for binary document image pattern matching tasks. We have shown the results of the experiment of pattern matching for building roofs, to illustrate the effects of FG and BG blur, and of regular sub-samplings of the templates. Proposed combinations of building roofs reflectance value and shape increased the probability of building extraction. However, the candidate area contained various kinds of roofs with different color, shape and size. There were some building structures that are complex, hence these sometimes combine together to be classified as a one building. Moreover, it is important to facilitate the process of template designing by introducing a way to interactively learn the structuring elements to be involved in the template matching process in different hazardous areas.

6) The Random Forests classification method was investigated for classification of pre and post-earthquake and tsunami event remote sensing airborne image data set, which is both a challenging and important classification problem in building extraction discussed in Section 3.3, 3.4, 4.3 and 4.4. In experiments, the Random Forest classifiers performed well for building extraction (even than SVM). The Random Forest algorithm does not over fit, and it does not require guidance (although its accuracy can be tweaked slightly by altering the number of variables used for a split). Furthermore, the algorithm can estimate the importance of variables for the classification. Such estimation is of value for feature extraction and/or feature weighting in high resolution optical image data classification. The Random Forest algorithm can also detect outliers, which can be very useful when some of the cases may be mislabeled. With this combination of efficiency and accuracy, along with very useful analytical tools, the Random Forest classifier should be considered very desirable for multi-spectral (the DMP series) classification of remote sensing and geospatial data, where no convenient statistical models are usually available. (Refer Reference [13], [14] and [15]).

7) Another novelty of the work to identifying damaged building using their shape and low spectral effectiveness over 2D FFT power spectrum was also highlighted in the study. The work proposed is an integration of FFT and level slicing to accurately identify the location of the damaged areas caused by a Tsunami while it helps to increase damage identifying accuracy combing with morphological approach. This work has been
developed parallel but separate with the morphological operation building extraction process. (Refer Reference [16]).

The combination of both these methods produced significantly high accurate results and damaged maps were generated (Refer Section 4.6). The proposed method tested several different kinds of areas, damages and images. Finally the optimized results were validated with ground truth survey and existing GIS data for accuracy assessment. The whole of the study is based on freely available and downloadable data consist of different scale, rotation and shifted imagery that obtained pre and post disaster had to be used due to the budget restrictions. Considering the ground condition of the candidate heavily damaged areas that used for the study, this accuracy values is reasonable. On the basis of the study, the analysis and the experiments carried out in the framework of this thesis, we identified some interesting directions of research. We suggest developing this process further.

- The investigation and extensions of the proposed techniques on data acquired by other sensors (LIDAR, Ultra High Resolution SAR, and DEM images) should also be of interest. If higher accuracy value is desired for optical images, auxiliary additional data should be needed. Indeed, very few applications of mathematical morphology techniques on other data than optical images exist.

- Another interesting direction would be to extend the presented techniques by considering different notation of connectivity in different range. The proposed techniques are based on the conventional 3 to 21 SEs connectivity for building roof identification.

- For pattern matching technique using extended mathematical morphology, in some cases, clear condition between foreground and background spectral value, shape and size is not so easy to correctly obtain, thus preventing us from relying on such a rotating and ordering strategy. Further works will be included the operators robustness against noise, which can be improved by using fuzzy and rotating structuring elements over the image.

- Since the different time series, the color and size of the building roofs would be changed and newly constructed building gave mis-classification error. The actual building footprint should be investigated using GIS data.

- More accurate extended FFT based method for automated image registration in hazardous areas and investigate seismic displacements is also interested.
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APPENDIX

a. Support Vector Machine Classification Method

Support vector machine (SVM) is a supervised non-parametric statistical learning technique, therefore there is no assumption made on the underlying data distribution. In its original formulation [1] the method is presented with a set of labeled data instances and the SVM training algorithm aims to find a hyperplane that separates the dataset into a discrete predefined number of classes in a fashion consistent with the training examples. The term optimal separation hyperplane is used to refer to the decision boundary that minimizes misclassifications, obtained in the training step. Learning refers to the iterative process of finding a classifier with optimal decision boundary to separate the training patterns and then to separate simulation data under the same configurations [2]. The implementation of a linear SVM assumes that the multi-spectral feature data are linearly separable in the input space. In practice, data points of different class memberships (clusters) overlap one another. This makes linear separability difficult as the basic linear decision boundaries are often not sufficient to classify patterns with high accuracy. Techniques and workarounds such as the soft margin method [3] and the kernel trick are used to solve the inseparability problem by introducing additional variables (called slack variables) in SVM optimization and mapping (using a suitable mathematical function) the non-linear correlations into a higher (Euclidean or the Hilbert) space, respectively. A kernel function typically needs to fulfill Mercer’s Theorem in order to be a valid kernel in SVMs [4].

The choice of a kernel function often has a bearing on the results of analysis. Furthermore, typical remote sensing problems usually involve identification of multiple classes (more than two). Adjustments are made to the simple SVM binary classifier to operate as a multi-class classifier using methods such as one-against-all, one-against-others, and directed acyclic graph [5].

SVMs are particularly appealing in the remote sensing field due to their ability to successfully handle small training data sets, often producing higher classification accuracy than the traditional methods [6]. The underlying principle that benefits SVMs is the learning process that follows what is known as structural risk minimization. Under this scheme, SVMs minimize classification error on unseen data without prior assumptions made on the probability distribution of the data. Statistical techniques such as maximum likelihood estimation usually assume that data distribution is known a priori. Burges [7] in a well-organized SVM tutorial described a simple experiment to illustrate an advantage of SVMs in an image recognition problem. In that demonstration, the performance of a basic multi-way SVM-based recognizer was assessed on image classification in the presence of prior knowledge. The accuracy turned
out to be approximately the same if the pixels were first shuffled, with each image instance suffering the same random permutation. Yet, when the act of ‘vandalism’ (or removal of prior knowledge) took place, SVM still outperformed even the best neural networks. This discovery is particularly appealing in remote sensing applications since data acquired from remotely sensed imagery usually have unknown distributions, and methods such as Maximum Likelihood Estimation (MLE) that assume a multivariate normal data model do not necessarily match that assumption. Even if the data, whose dimensionality is assumed to match the number of spectral bands, were normally distributed, the assumption that the distribution can be described using a bell-shaped (Gaussian) function ceases to be sound, since the concentration of data in higher dimensional space tends to be in the tails [8]. This phenomenon will continue to be encountered in remote sensing as new sensors increase spectral resolution and therefore data dimensionality.

There is also another interesting concept that serves as a key attraction to SVMs. Commonly described by many authors under the notion of over fitting [9], yet variously referred to by others as bias-variance tradeoff [10] or capacity control [11], SVM-based classification has been known to strike the right balance between accuracy attained on a given finite amount of training patterns and the ability to generalize to unseen data.

Alongside the benefits derived from the SVM formulation there are also several challenges. The major setback concerning the applicability of SVMs is the choice of kernels. Although many options are available, some of the kernel functions may not provide optimal SVM configuration for remote sensing applications. Empirical evidence indicates that kernels such as radial basis function and polynomial kernels applied on SVM-based classification of satellite image data produce different results [2]. A good explanation on SVM kernels and their functionality is presented in numerous papers [12]. From the non-expert user point of view, SVM theory is a bit intimidating, particularly due to the fact that the more efficient SVM variants often incorporate some difficult to understand concepts. This limits effective cross-disciplinary applications of SVMs. Numerous SVM tutorials are available [3, 13], but none of these contains an exhaustive discussion on the increasing number of newly proposed variants of SVMs. In the remote sensing field a good starting point would be a textbook by Tso and Mather [14] that provides a review of the entire field of classification methods for remotely sensed data, including SVMs. For those interested in rule extraction from SVMs a recent computer science review is available. Chen and Ho [15] provide an excellent general reference for statistical learning in remote sensing. It should be noted that for this review the term SVM is inclusive of the traditional SVM method as well as SVM-based variants, since most of the latter still heavily rely on the standard SVM method.

In its simplest form, SVMs are linear binary classifiers that assign a given test sample a class from one of the two possible labels. An instance of a data sample to be labeled in the case of
remote sensing classification is normally the individual pixel derived from the multi-spectral or hyperspectral image. Such a pixel is represented as a pattern vector, and for each image band, it consists of a set of numerical measurements. Elements of the feature vector may also include other discriminative variable measurements based on pixel spatial relationships such as texture. Figure a.1 illustrates a simple scenario of a two-class separable classification problem in a two-dimensional input space. An important generalization aspect of SVMs is that frequently not all the available training examples are used in the description and specification of the separating hyperplane. The subsets of points that lie on the margin (called support vectors) are the only ones that define the hyperplane of maximum margin.

\[ w \cdot x + b = 0, \forall x \in H_p \quad (a.1.1) \]

If \( x \not\in H_p \) Then

\[ f(x) = \frac{|w \cdot x + b|}{||w||} \quad (a.1.2) \]

defines the distance of \( H_p \). In the linearly separable case, such a hyperplane has to satisfy: \( a^2 + b^2 = c^2 \)

\[ y_i(w \cdot x_i + b) > 1, \forall i \in [1,N] \quad (a.1.3) \]

One can always choose the vector \( w \) after appropriate normalization such that condition (6.3) is satisfied. The optimal hyperplane is the one that maximizes the margin: \( 2/||w|| \). This is equivalent to minimizing \( ||w||/2 \) and leads to the following quadratic optimization problem:

\[
\min\left[ \frac{||w||^2}{2} \right], \text{Subject to } (A.1.3)
\]

For taking into account non-linearly separable data, slack variables \( \xi \) are introduced to deal with misclassified samples (see Fig. a.1). Eq. (6.3) becomes

\[ y_i(w \cdot x_i + b) > 1 - \xi_i, \quad \xi_i \geq 0 \forall i \in [1,N] \quad (a.1.5) \]

The final optimization problem can be described as

\[
\min\left[ \frac{||w||^2}{2} + C \sum_{k=0}^{N} \xi_k \right], \text{ Subject to } (A.1.5), \quad (a.1.6) \]

where the constant \( C \) is a regularization parameter that controls the amount of penalty. These optimization problems are usually solved by quadratic programming [16]. The classification is
further performed by computing  \( y_u = sgn(w \cdot x_u + b) \), where \((w, b)\) are the hyperplane parameters found during the training process and \( x_u \) is an unseen sample.

An important notice is that the pixel vectors in the optimization and decision rule equations always appear in pairs related through a scalar product. Therefore, these products can be replaced by nonlinear functions of the pairs of vectors, essentially projecting the pixel vectors into a higher dimensional space \( \hat{H} \) and thus improving linear separability of data:

\[
\hat{H}^p \rightarrow \hat{H} \\
x \rightarrow \Phi (x) \\
x_i + x_i \rightarrow \Phi (x_i) \cdot \Phi (x_j) = K (x_i, x_j)
\] (a. 1.7)

Here, \( \Phi (\cdot) \) is a nonlinear function for projecting feature vectors into a new space, \( K (\cdot) \) is a kernel function that allows one to avoid the computation of the scalar products in the transformed space \( [\Phi (x_i) \cdot \Phi (x_j)] \) and thus reduces the computational complexity of the algorithm. The kernel \( K \) should fulfill Mercer’s condition [17]. SVM require selecting the kernel carefully. For hyperspectral image classification, two kernels are widely used: the polynomial function and the Gaussian Radial Basis Function (RBF).

\[
K_{POLY} (x_i, x_j) = [(x_i, x_j) + 1]^p
\] (a. 1.8)

Fig. a.1. Classification of a non-linearly separable case by SVM. There is one non separable feature vector in each class. (Source: The Stand SVM Formulation, http://research.microsoft.com/en-us/um/people/manik/projects/trade-off/svm.html)
\[ K_{\text{PGAUSS}} (x_i, x_j) = \exp \left[ -\gamma \| x_i - x_j \|^2 \right] \] (a.1.7)

where \( p \) is the order of the polynomial kernel function, and \( \gamma \) is the spread of the RBF kernel.

SVM are primarily designed to solve binary problems where the class labels can only take two values: ±1. To solve the \( K \)-class problem, various approaches have been proposed. Two main approaches [18], combining a set of binary classifiers, are defined as:

- **One Versus All**: \( K \) binary classifiers are applied on each class against the others. Each pixel \( x_i \) is assigned to the class with the maximum output \( f(x_i) \).

- **One Versus One**: \( \frac{K(K-1)}{2} \) binary classifiers are applied on each pair of classes. Each pixel is assigned to the class getting the highest number of votes (i.e., winning the maximum number of binary classification procedures).

The one versus one classification has shown to be the most suitable for large problems [19], and its computational complexity is comparable to that of the one versus all approach.
b. Indicator functions

Let $\Omega$ be a sample space, let $E \subseteq \Omega$ be an event and denote by $P(E)$ its probability. The indicator function (or indicator random variable) of the event $E$, denoted by $1_E$, is a random variable defined as follows:

$$1_E(\omega) = \begin{cases} 1 & \text{if } \omega \in E \\ 0 & \text{if } \omega \notin E \end{cases}$$  \hspace{1cm} (b.1)

In other words, the indicator function of the event $E$ is a random variable that takes value 1 when $E$ happens and value 0 when it does not happen. From the above definition, it can easily be seen that $1_E$ is a discrete random variable with support

$$R_{1_E} = \{0,1\}$$  \hspace{1cm} (b.2)

and probability mass function:

$$P_{1_E}(x) = \begin{cases} P(E) & \text{if } x = 1 \\ P(E^C) = 1 - P(E) & \text{if } x = 1 \\ 0 & \text{otherwise} \end{cases}$$  \hspace{1cm} (b.3)

Indicator functions are often used in probability theory to simplify notation and to prove theorems.
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