Significance of Wave-Particle Interaction Analyzer for direct measurements of nonlinear wave-particle interactions
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Abstract. In the upcoming JAXA/ERG satellite mission, Wave Particle Interaction Analyzer (WPIA) will be installed as an onboard software function. We study the statistical significance of the WPIA for measurement of the energy transfer process between energetic electrons and whistler-mode chorus emissions in the Earth’s inner magnetosphere. The WPIA measures a relative phase angle between the wave vector $E$ and velocity vector $v$ of each electron and computes their inner product $W$, where $W$ is the time variation of the kinetic energy of energetic electrons interacting with plasma waves. We evaluate the feasibility by applying the WPIA analysis to the simulation results of whistler-mode chorus generation. We compute $W$ using both a wave electric field vector observed at a fixed point in the simulation system and a velocity vector of each energetic electron passing through this point. By summing up $W_i$ of an individual particle $i$ to give $W_{\text{int}}$, we obtain significant values of $W_{\text{int}}$ as expected from the evolution of chorus emissions in the simulation result. We can discuss the efficiency of the energy exchange through wave-particle interactions by selecting the range of the kinetic energy and pitch angle of the electrons used in the computation of $W_{\text{int}}$. The statistical significance of the obtained $W_{\text{int}}$ is evaluated by calculating the standard deviation $\sigma_W$ of $W_{\text{int}}$. In the results of the analysis, positive or negative $W_{\text{int}}$ is obtained at the different regions of velocity phase space, while at the specific regions the obtained $W_{\text{int}}$ values are significantly greater than $\sigma_W$, indicating efficient wave-particle interactions. The present study demonstrates the feasibility of using the WPIA, which will be on board the upcoming ERG satellite, for direct measurement of wave-particle interactions.
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1 Introduction

Wave-particle interactions in space plasmas occur within time scales characteristic of plasma particles, such as the gyroperiod and plasma oscillation period. These time scales are, especially for electrons in the magnetosphere, too short to detect wave-particle interactions in situ using conventional plasma instruments. As an example, we focus on cyclotron resonant interactions of energetic electrons with a coherent whistler-mode wave in the magnetosphere. The time scale associated with the motion of resonant electrons nonlinearly trapped by a coherent whistler-mode wave is characterised by the oscillation period of electrons within the trapping region in velocity phase space (e.g., Matsumoto, 1985), and is one or two orders of magnitude longer than the gyroperiod of electrons. The trapping oscillations of resonant electrons occur within a limited region of velocity phase space determined by the cyclotron resonance condition and within a certain relative phase range with respect to the wave magnetic field vector. Oscillations of resonant electrons result in a relaxation of the velocity distribution within the trapping region and saturation of the interactions within time periods of hundreds or thousands of electron gyroperiods (e.g.,
Katoh and Omura, 2004) corresponding to tens of milliseconds. Using plasma instruments on board spacecraft, which mostly have time resolutions of a few tens of milliseconds or less, it is impossible to directly measure relaxation of the electron velocity distribution or energy exchange processes during wave-electron interactions.

One observation method that enables wave-particle interactions to be investigated is a comparison of the observed wave phase and particles. There have been many attempts to measure interactions between electron beams and electrostatic waves, while previous instruments counted the number of particles by referring the observed wave phase and measured the electron distribution in the wave phase space (Ergun et al., 1991, 1998; Gough et al., 1995; Buckley et al., 2000). Recently Fukuhara et al. (2009) proposed a new type of instrument for direct and quantitative measurements of wave-particle interactions, which is referred to as “Wave-Particle Interaction Analyzer (WPIA).” The WPIA uses all of the three-dimensional properties of the observed waveforms and particles and quantifies the kinetic energy flow by measuring the inner product of the observed instantaneous wave and the particle velocity vectors. To apply the WPIA to space plasma measurement, it is necessary to obtain both the wave field vector and the velocity of each incoming particle on a time scale sufficient to resolve variations in the wave phase and the gyro-motion of particles. Since the sampling clock in wave and plasma instruments can be adjusted to the order of microseconds, measurement of the relative phase can be carried out using state-of-the-art instruments. It is not necessary for all of waveform and particle data to be transferred to the ground in order to apply the WPIA. Accumulation of the inner product can be conducted onboard, so that the telemetry data size can be optimised to a realistic size by sending only the results of the accumulation. In the upcoming JAXA satellite mission: Exploration of energization and Radiation in Geospace (ERG) project (Miyoshi et al., 2012), WPIA measurements will be carried out using Software-type WPIA (S-WPIA). One of the primary targets of this mission is to clarify the interaction of relativistic electrons with chorus emissions. During the mission, the onboard S-WPIA will be used to investigate whistler-mode wave-particle interactions for the first time.

Recently, the gyroresonant interaction of relativistic electrons with whistler-mode chorus emissions has been investigated as a possible generation mechanism for MeV electrons in the outer radiation belt (e.g., Shprits et al., 2008; Thorne, 2010; Ebihara and Miyoshi, 2011, for review). Observations have revealed the possible roles of chorus in controlling the flux of radiation belt electrons (e.g., Miyoshi et al., 2003, 2007; Horne et al., 2003; Kasahara et al., 2009). As theoretical and simulation studies have clarified, nonlinear wave-particle interactions are essential when considering the generation process of coherent chorus elements with rising tones (Nunn, 1974; Nunn et al., 1997; Trakhtengerts, 1995, 1999; Katoh and Omura, 2007a, 2011; Omura et al., 2008, 2009; Hikishima et al., 2009; Omura and Nunn, 2011) and with falling tones (Nunn and Omura, 2012) and rapid energisation of relativistic electrons by chorus emissions (Katoh and Omura, 2007b; Omura et al., 2007; Summers and Omura, 2007; Furuya et al., 2008; Katoh et al., 2008). In particular, the formation of an electromagnetic electron hole in velocity phase space is a key process related to nonlinear interactions with chorus emissions. The electromagnetic electron hole is produced by depletion of velocity phase space due to nonlinear interactions between a coherent whistler-mode wave and resonant electrons moving along the field lines around the magnetic equator. The presence of the hole results in the formation of nonlinear resonant currents that contribute to the growth of coherent wave elements with a specific phase variation with significantly large growth rate rather than the linear growth rate. In addition, a fraction of the resonant electrons trapped in the hole undergo very efficient acceleration, while the majority which are outside the hole and are untrapped by wave elements lose their kinetic energy in generating chorus emissions. Based on the results of previous theoretical and simulation studies on chorus emissions, the nonlinear theory is promising and can be verified by obtaining evidence of an electromagnetic electron hole in the equatorial region of the inner magnetosphere during typical chorus events. However, the greatest difficulty with regard to direct measurements is that the hole is formed in a specific phase range relative to the wave magnetic field vector rotating with the wave frequency, which is several kilohertz in the inner magnetosphere. This is a crucial problem for conventional plasma instruments, but can be overcome by the WPIA.

In the WPIA, \( W(t_0) = qE(t_0) \cdot v(t_0) \) is computed using the wave electric field vector measured by the plasma wave instrument and the velocity vector of an energetic electron detected by the particle instrument at \( t = t_0 \). Considering the time variation of the kinetic energy, we obtain

\[ \frac{dK}{dt} = m_0v \times \frac{d(\gamma v)}{dt} = qE \times v = W, \]

where \( K = m_0c^2(\gamma - 1) \) is the kinetic energy of a charged particle including relativistic effects, \( m_0 \) and \( q \) are the rest mass and charge of a charged particle, respectively, \( c \) is the speed of light, and \( \gamma \) is the Lorentz factor given by \( \gamma = \frac{1}{\sqrt{1 - (v/c)^2}} \). Since Eq. (1) indicates that \( W \) represents the time variation of the kinetic energy of a charged particle due to wave-particle interactions, by summing up \( W_i \) of an individual particle \( i \) to give \( W_{\text{int}} = \sum_{i=1}^{N} W_i \), we can measure the amount of energy transferred between waves and particles in a volume filled by \( N \) plasma particles. In the presence of efficient wave-particle interactions, the value of \( W_{\text{int}} \) can be either positive or negative corresponding to particle acceleration or wave generation, respectively. In practice, however, the limited data availability (e.g., finite particle count)
restricts the accuracy of the calculations, so that the statistical significance of the obtained $W_{int}$ must be carefully evaluated.

In the present study, to evaluate the statistical significance of WPIA measurements of wave-particle interactions, the WPIA method is applied to a dataset of the simulation results reproducing whistler-mode chorus generation (e.g., Katoh and Omura, 2007a). The inner product $W$ is computed for a wave electric field observed at a fixed point in the simulation system and the velocity vector of each energetic electron passing through that point. We propose that the statistical significance can be evaluated based on the standard deviation $\sigma_W$ of $W_{int}$ and discuss the feasibility quantitatively by applying the method to the simulation result. The outline of this paper is as follows. The meaning of the quantity $W$ is discussed in Sect. 2. In Sect. 3, we briefly describe the simulation model and results reproducing the chorus generation process. We show results of the WPIA analysis in Sect. 4 and discuss the statistical significance in Sect. 5. Section 6 gives summary of the present study.

2 WPIA

We examine the meaning of $W$ in detail. In the present study, ions are assumed to be an immobile neutralizing component. We assume that the current density $J$ consists of a cold plasma component $J_c$ and a hot component $J_R$, namely, $J = J_c + J_R$. The cold component $J_c$ is given by $J_c = -eN_cu_c$, where $N_c$ and $u_c$ are the number density and velocity of the cold plasma component, respectively. By taking the inner product of $E$ and $J$, we obtain

$$J \cdot E = J_c \cdot E + J_R \cdot E.$$  (2)

The equation of the motion of the cold plasma component is given by

$$\frac{\partial u_c}{\partial t} = -\frac{e}{m_c}(E + u_c \times B_0),$$  (3)

where $m_c$ is the mass of an electron and $B_0$ is the background magnetic field. By taking the inner product of $u_c$ with both sides of Eq. (3), we obtain

$$u_c \cdot \frac{\partial u_c}{\partial t} = -\frac{e}{m_c} u_c \cdot E.$$  (4)

Using Eq. (4), we find that the time variation of the kinetic energy of the cold plasma component is given by

$$\frac{\partial}{\partial t} \left( \frac{1}{2} N_cm_cu_c^2 \right) = N_cm_c u_c \cdot \frac{\partial u_c}{\partial t} = J_c \cdot E.$$  (5)

From the divergence of the Poynting vector $S$, we obtain

$$\nabla \cdot S = \frac{\partial}{\partial t} \left( \frac{\varepsilon_0}{2} E^2 + \frac{1}{2\mu_0} B^2 \right) + J \cdot E,$$  (6)

where $\varepsilon_0$ and $\mu_0$ are the permittivity and the magnetic permeability in vacuum, respectively. From Eqs. (2) and (5) we obtain

$$\nabla \cdot S = \frac{\partial}{\partial t} U + J_R \cdot E,$$  (7)

where the variable $U$ is the energy density of the plasma waves and $U = \frac{\varepsilon_0}{2} E^2 + \frac{1}{2\mu_0} B^2 + \frac{1}{2} N_cm_u^2$. Let us consider a wave generation region $V$, and integrate Eq. (7) over the volume $V$, given by

$$\int_V \nabla \cdot S dV = \frac{\partial}{\partial t} \int_V U dV + \int_V J_R \cdot E dV.$$  (8)

On the surface $A$ of the generation region $V$, we have

$$\int_A \nabla \cdot S dA = \frac{\partial}{\partial t} \int_V U dV + \int_A J_R \cdot E dV$$  (9)

and

$$\int_A \nabla \cdot S dA > 0.$$  (10)

From Eqs. (9) and (10), we obtain

$$\frac{\partial}{\partial t} \int_V U dV > -\int_V J_R \cdot E dV.$$  (11)

If $\int_V J_R \cdot E dV < 0$, we have

$$\frac{\partial}{\partial t} \int_V U dV > 0,$$  (12)

which suggests the plasma wave energy is growing in time, i.e., an absolute instability such as generation of chorus is taking place in the volume $V$.

As a proxy of $\int_V J_R \cdot E dV$, we measure $\Delta W(r, t)$ emerged during a time interval $\Delta t$, given by

$$\Delta W(r, t) = \int_t^{t+\Delta t} E(r, t') \cdot J_R(r, t') dt'.$$  (13)

The current density of the hot component $J_R$ is given by

$$J_R(r, t) = \iiint q \sigma_f(r, v, t) dv,$$  (14)

where $f$ is the phase space density of the hot plasma component. Substituting Eq. (14) into Eq. (13), we obtain

$$\Delta W(r, t) = \int_t^{t+\Delta t} \iiint q E(r, t') \cdot \sigma_f(r, v, t') dv dt'.$$  (15)
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the time interval \( \Delta t \) of the accumulation from the time-scale of wave-particle interactions. The time resolution of \( t_i \) should be shorter than the time-scale of wave-particle interactions, but \( \Delta t \) should be sufficiently longer than the time-scale of wave-particle interactions to observe energy exchange between waves and particles. In addition, since we use a waveform and a finite number of particles obtained during a finite time interval, statistical fluctuation should be considered in the measurement of this energy exchange.

Figure 1 shows a schematic illustration of the WPIA for interactions between energetic electrons and whistler-mode waves propagating parallel to the background magnetic field direction. Figure 1a and b show the relation between the perpendicular component of the velocity of an energetic electron, and the wave electric \((E_W)\) and magnetic \((B_W)\) fields of whistler-mode waves for the cases of \( W < 0 \) and \( W > 0 \). The sign of \( W \) is determined by the relative angle \( \theta \) between \( \mathbf{v}_\perp \) and \( E_W \). Here we assume that a finite volume is filled by \( N_0 \) plasma particles and that a fraction of these particles resonate with whistler-mode waves propagating in the volume. Since we can evaluate the time variation of the kinetic energy \( W \) of each particle, the net energy exchange between the particles and waves in the volume can be evaluated by accumulating \( W \) over all \( N_0 \) particles to obtain \( W_{\text{int}} \). Figure 1c shows a distribution of energetic electrons in the volume as a function of \( W \) for an example with a negative \( W_{\text{int}} \), which corresponds to wave generation. We denote the numbers of energetic electrons having positive and negative \( W \) as \( N_+ \) and \( N_- \), respectively. If efficient energy exchange occurs in the volume, then the net energy exchange originates in energetic electrons satisfying the cyclotron resonance condition with whistler-mode waves. In such a case, \( N_+ \) and \( N_- \) should be significantly different from each other, while similar \( N_+ \) and \( N_- \) would be obtained if only non-resonant electrons were present. Figure 1c corresponds to the case of efficient wave-particle interactions resulting in the wave generation, where \( N_- \) is larger than \( N_+ \) to satisfy that \( W_{\text{int}} \) is negative. As shown, the difference \( \delta N \) between \( N_+ \) and \( N_- \) makes the distribution \( n(W) \) asymmetric. If \( \delta N \) was negligible and the resultant \( W_{\text{int}} \) was almost zero, essentially no net energy exchange would occur; i.e., the waves would be merely propagating in the volume without growing nor damping.

Since measurement of the phase space density \( f \) is conducted for discrete times, we re-express \( \Delta W(r,t) \) as a summation of \( qE \cdot v \) measured over the time interval \( \Delta t \), given by

\[
\Delta W(r,t) = \sum_{t \leq t_i \leq t + \Delta t} qE(r,t_i) \cdot v_i, \tag{16}
\]

where \( N \) denotes the number of particles detected during the \( \Delta t \) interval, the subscript \( i \) designates quantities of the \( i \)-th particle, and \( t_i \) is the timing of the detection of the \( i \)-th particle. We note that \( t_i \) can be identical for different \( i \). We also note that the expression of \( \Delta W \) given by Eq. (16) is an alternative representation of the quantity “\( I \)” introduced by Fukuhara et al. (2009). To obtain \( W \), we should determine

---

**Fig. 1.** Schematic illustration of the WPIA for whistler-mode wave-particle interactions. (a) and (b) represent the relation between the perpendicular component of the velocity of an energetic electron, and the wave electric \((E_W)\) and magnetic \((B_W)\) fields of whistler-mode waves propagating parallel to the background magnetic field direction for the cases of (a) \( W < 0 \) and (b) \( W > 0 \). (c) Distribution of energetic electrons as a function of \( W \) for an example of a negative \( W_{\text{int}} \) corresponding to wave generation. The total number of energetic electrons is \( N_0 \), while \( N_+ \) and \( N_- \) are the numbers of energetic electrons having positive and negative \( W \), respectively.
the obtained $W_{int}$ by computing

$$\sigma_W = \sqrt{\sum_{i=1}^{N} (q E_W(t_i) \cdot v_i)^2 - \frac{1}{N} \left( \sum_{i=1}^{N} q E_W(t_i) \cdot v_i \right)^2}.$$  

(17)

Here the first and second terms on the right-hand side of Eq. (17) correspond to the width and the centre of the distribution of $q E_W(t) \cdot v$, respectively. In the WPIA, we can identify the energy exchange between waves and particles if we can obtain a $W_{int}$ sufficiently larger than $\sigma_W$. The integration of $W(t)$ over time should be conducted until the obtained $W_{int}$ exceeds the value of $n\sigma_W$ corresponding to the required statistical significance: assuming a Gaussian distribution, $n = 1.64$ for a statistical significance of 90% and $n = 1.96$ for 95%.

3 Simulation of chorus generation

To evaluate the feasibility of the WPIA method, we analyse simulation results reproducing chorus emissions. We use an electron hybrid code with a dipole magnetic field (Katoh and Omura, 2006, 2007a, b, 2011; Omura et al., 2008), in which cold electrons are treated as a fluid and energetic electrons as particles using the particle-in-cell (PIC) method including fully relativistic effect. We assume a spatially one-dimensional system along the background magnetic field direction, with $h$ as the distance from the magnetic equator. Although the simulation system is one-dimensional, we take into account the mirror motion of energetic electrons in the dipole magnetic field by using a cylindrical field model (Katoh and Omura, 2006). We solve Maxwell’s equations with the current densities computed from the motion of electrons of both cold and energetic components. We treat transverse electromagnetic waves propagating parallel to the dipole magnetic field, while we neglect the longitudinal component of the electric field.

The time step and the grid spacing of the simulation are $0.01 \Omega_{e0}^{-1}$ and $0.06c \Omega_{e0}^{-1}$, respectively, where $\Omega_{e0}$ is the electron gyrofrequency at the magnetic equator. The simulation system is along the field line and the number of grid points $L_x = 16384$. The number of particles initially placed in the simulation system representing energetic electrons is $4096 \times L_x$. We assume that the plasma frequency of the cold electrons $\omega_{pe}$ at the equator is $4 \Omega_{e0}$, while the number density of cold electrons $N_{ecold}$ is constant in space and time. Because of limited computational resources, we assume that the spatial inhomogeneity of the background magnetic field is larger than the realistic dipole field of $L = 4$ of the Earth’s magnetosphere. Approximating the spatial inhomogeneity of the dipole magnetic field in the equatorial region of the magnetosphere as $\Omega_e(h) = \Omega_{e0}(1 + ah^2)$, the constant $a$ is given by $4.5/(L R_E)^2$ for the Earth’s magnetosphere, while we assume $4.5/(3.5/L R_E)^2 = 55/(L R_E)^2$ in the simulation.

We assume an anisotropic velocity distribution with a loss cone for the initial velocity distribution $f(v, v_\perp)$ of energetic electrons at the magnetic equator, given by

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{Fig2.png}
\caption{Simulation results of the electron hybrid code used for the pseudo-observations of the WPIA. (a) The initial velocity distribution of energetic electrons assumed at the magnetic equator. Dashed and dash-dotted lines respectively denote resonance ellipses of $\omega = 0.2$ and $0.5 \Omega_{e0}$ (after Summers et al., 1998). The five solid semicircles represent constant energy contours of 1 keV, 10 keV, 100 keV, and 1 MeV, and the speed of light. (b) Spectrogram observed at the fixed point $h = 92c \Omega_{e0}^{-1}$ in the Northern Hemisphere of the simulation system. (c) Time evolution of the spatial profile of the wave magnetic field amplitude.}
\end{figure}
Fig. 3. Distribution of $W_{\text{int}}$ in velocity space computed at $h = +200c\Omega_{e0}^{-1}$ over the time interval from 0 to 20 000 $\Omega_{e0}^{-1}$. Dashed lines denote resonance ellipses of forward propagating whistler-mode waves of $\omega = 0.1, 0.2, 0.3, 0.4, 0.5,$ and $0.6 \Omega_{e0}$ (after Summers et al., 1998). Coloured rectangles represent the energy and pitch angle ranges of Regions A, B, and C given in Table 1.

\[
f(v_\|, v_\perp) = A_0 \exp \left( -\frac{v_\|^2}{2V_{\|}^2} \right) g(v_\perp)
\]

and

\[
g(v_\perp) = \frac{1}{1 - \beta} \left\{ \exp \left( -\frac{v_\perp^2}{2V_{\perp}^2} \right) - \exp \left( -\frac{v_\perp^2}{2\beta V_{\perp}^2} \right) \right\},
\]

where $A_0$ is a constant, $\beta = 0.5$, and $V_{\|}$ and $V_{\perp}$ are thermal velocities of energetic electrons in the directions parallel and perpendicular to the background magnetic field, respectively. We assume that the thermal velocities $V_{\|}$ and $V_{\perp}$ are 0.225 $c$ and 0.6 $c$, respectively, and that the perpendicular component of the effective thermal velocity $<V_{\perp}>$ is $\sqrt{2(1+\beta)}V_{\perp}$. The anisotropic velocity distribution of energetic electrons drives a linear instability generating a band of whistler-mode waves.

Figure 2 summarises the simulation results reproducing the generation process of chorus emissions with rising tones (Katoh and Omura, 2007a). In the early stage of the simulation ($t = 0–2500 \Omega_{e0}^{-1}$), a band of whistler-mode waves is generated through the instability driven by the temperature anisotropy of energetic electrons. The time scale and the frequency range of the evolution of whistler-mode waves are consistent with the growth rate predicted by the linear theory including the relativistic effect (Xiao et al., 1998; Katoh and Omura, 2011). As shown in Fig. 2a, after $t = 2500 \Omega_{e0}^{-1}$, we observe the generation of coherent wave elements with rising tones. Details of the generation process reproduced in the simulation results have been discussed in previous studies (Katoh and Omura, 2007a, 2011; Omura et al., 2008, 2009; Omura and Nunn, 2011). Coherent wave elements are successively generated from the magnetic equator, while the wave intensity of each element is significantly amplified during its propagation away from the equator, as shown in Fig. 2b.

### 4 WPIA in the simulation results

Using the simulation results for the chorus generation, we conduct a WPIA analysis. We compute $W(t) = q E_W(t) \cdot v(t)$ from the wave electric field $E_W$ observed at a fixed point in the simulation system and the velocity vector $v$ of each energetic electron passing through the observation point. The computed $W(t)$ is integrated over time to obtain $W_{\text{int}}$. Figure 3 shows the distribution of the obtained $W_{\text{int}}$ in the velocity space at $h = +200c\Omega_{e0}^{-1}$ for the time interval from 0 to 20 000 $\Omega_{e0}^{-1}$. Since chorus emissions generated from the magnetic equator propagate away from the equator, energetic electrons of tens or hundreds of keV moving toward the equator satisfy the cyclotron resonance condition; the resonant electrons have negative values of $v_\parallel$ at $h = +200c\Omega_{e0}^{-1}$. Figure 3 reveals that the kinetic energy of electrons having large pitch angles and $v_\parallel$ opposite to the wave normal direction is transferred to waves in significant amount, resulting in the efficient wave growth as shown in Fig. 2b.

For the discussion of the statistical significance of $W_{\text{int}}$ obtained by simulation, we specify three regions in the velocity phase space as given in Table 1 and shown in Fig. 3. We evaluate $W_{\text{int}}$ and $\sigma_W$ separately for each region by using the energetic electrons in the corresponding kinetic energy and pitch angle ranges. Figure 4a shows the time history of $W_{\text{int}}$ computed in Region A of velocity space. We find that $W_{\text{int}}$ decreased over time, demonstrating the growth of chorus emissions. Using the dashed lines included in Fig. 4a, which show the values $W_{\text{int}} \pm 1.96\sigma_W$, we can verify that the kinetic energy of the energetic electrons in Region A decreased to a statistically significant degree; this difference was transferred to plasma waves contributing the generation of chorus emissions. Figure 4b shows the results computed for Region B. The value of $W_{\text{int}}$ increased over time and became larger than the values of $1.96\sigma_W$ after $t = 16000 \Omega_{e0}^{-1}$. Based on the results shown in Fig. 4b, we can verify with sufficient statistical certainty that relativistic electrons obtained kinetic energy from plasma waves in Region B. Finally, we analyse $W_{\text{int}}$ obtained in Region C. Since energetic electrons in Region C do not satisfy the cyclotron resonance condition with whistler-mode waves generated in the simulation result, we expect that efficient wave-particle interactions will not be found in Region C. Figure 4c shows that $W_{\text{int}}$ in Region C fluctuated over time, but not significantly relative to

<table>
<thead>
<tr>
<th>Energy range</th>
<th>Pitch angle range [deg.]</th>
<th>Sign of $W_{\text{int}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Region A</td>
<td>200–400 keV</td>
<td>100–110</td>
</tr>
<tr>
<td>Region B</td>
<td>1–4 MeV</td>
<td>85–90</td>
</tr>
<tr>
<td>Region C</td>
<td>100–300 keV</td>
<td>85–90</td>
</tr>
</tbody>
</table>

---
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arising from the nonlinear wave-particle interactions. The formation process of the nonlinear resonant currents has been explained in terms of the concentration of nonlinear trajectories of resonant electrons in the specific phase range of velocity phase space due to the presence of an electromagnetic electron hole. Since the optimum condition for the nonlinear wave growth of chorus elements is satisfied during the time interval of the simulation, an electromagnetic electron hole is formed in the \( v_\parallel - \zeta \) space as shown in Fig. 5a corresponding to the condition \( S = -0.4 \), where \( \zeta \) is the relative phase angle between the wave magnetic field \( B_w \) and \( v_\perp \) of an energetic electron, and \( S \) is the inhomogeneity factor (Omura et al., 2008). Based on Fig. 5a, we expect a depletion of the distribution of energetic electrons in velocity phase space in the energy and pitch angle range showing large \( W_{\text{int}} \) values. In the WPIA, the measurement of instantaneous wave and velocity vectors of electrons enables us to obtain the distribution of energetic electrons in wave phase space. Figure 5b shows the accumulated distribution in \( \zeta \) space of energetic electrons moving toward the magnetic equator with kinetic
energies from 200 to 400 keV and pitch angles from 100 to 110 degrees. We divided the wave phase angle into 24 bins, and the accumulation is conducted over the time interval from 0 to 20,000 \(\Omega_{e0}^{-1}\), the same as that used in Fig. 3. We find a clear depletion in the distribution in \(\zeta\) space corresponding to the region where the electromagnetic electron hole is formed under the optimum condition for nonlinear wave growth. Assuming that the detection (count) of particles \(N\) follows a Poisson distribution in each bin of the wave phase angle \(\zeta\), the standard deviation \(\sigma_N\) is equal to the square root of the particle counts (Knoll, 2000):

\[
\sigma_N(\zeta) = \sqrt{N(\zeta)}.
\]  

We show the estimated \(\sigma_N(\zeta)\) as vertical bars in Fig. 5b and find that the size of the depletion is statistically significant. This result clarifies that nonlinear resonant currents contributing to the large values of \(W_{\text{int}}\) are maintained by the asymmetry of the electron distribution in velocity phase space due to the presence of the electromagnetic electron hole.

5 Discussion

We obtained a large \(W_{\text{int}}\) with sufficient statistical significance to indicate wave generation in Region A and electron energisation in Region B, as shown in Fig. 4a and b. We also found fluctuations of \(W_{\text{int}}\) in velocity phase space beyond just Regions A and B, as shown in Fig. 3. As an example, we found positive \(W_{\text{int}}\) in the vicinity of Region B, which represents energisation of relativistic electrons. An evaluation of the statistical significance of these \(W_{\text{int}}\) values is shown in Fig. 6. Specifically, we show \(W_{\text{int}}\) computed in the energy range from 200 to 400 keV (Fig. 6a) and that from 1 to 4 MeV (Fig. 6b) for the time interval from 0 to 20,000 \(\Omega_{e0}^{-1}\) in pitch angle intervals of 5 degrees. The computed 1.96\(\sigma_W\) of each pitch angle bin is also shown. According to the results shown in Fig. 6a, statistically significant \(W_{\text{int}}\) representing wave generation were obtained not only Region A but pitch angles from 85 to 115 degrees. This result indicates that, in the energy range from 200 to 400 keV, energetic electrons of a wide range of pitch angles (from 85 to 115 degrees) contributed to the chorus generation, while energetic electrons in the pitch angle range from 100 to 110 degrees were particularly effective in the simulation. In Fig. 6b, a positive \(W_{\text{int}}\) larger than 1.96\(\sigma_W\) is observed only for the pitch angle range from 85 to 90 degrees, while a statistically significant negative \(W_{\text{int}}\) was obtained in the pitch angle range from 90 to 100 degrees. Based on the consideration of the statistical significance of \(W_{\text{int}}\), energy exchange between waves and particles is not evident in other pitch angle ranges.

In the electron hybrid code used in the present study, we assumed a large spatial inhomogeneity and neglected the parallel component of the electromagnetic wave field. These assumptions were necessary to reduce computational costs and are not critical for the comparison with theoretical studies; however, the necessary computation costs prevent us from considering realistic plasma parameter values, namely, those observed in the magnetosphere. In the simulation, we assumed energetic electrons having relatively higher kinetic energy and larger temperature anisotropy compared with typical observation results. As shown in Figs. 3 and 4, the energy range that mainly contributed to the wave growth in the simulation result was a few hundred keV, while previous observations reported that the typical energy range of electrons for chorus generation is a few or tens of keV in the inner magnetosphere. As for a future study, it is necessary to carry out simulations under realistic initial conditions of the background magnetic field as well as velocity distribution function of energetic electrons and to conduct the WPIA in the results so as to evaluate feasibility of the WPIA quantitatively.

The quantity \(W(t)\) actually has both parallel and perpendicular components with respect to the background magnetic field. Since the longitudinal component is neglected in the electron hybrid code, we only obtained the perpendicular components \(W_{\perp}(t) = qE_{\perp}(t) \cdot v_{\perp}(t)\) in the pseudo-observations. Although the assumption of the
parallel propagation of chorus is acceptable in the generation region close to the magnetic equator (e.g., Li et al., 2011), recent observations reported chorus propagating obliquely from the source region (Santolik et al., 2009; Chum et al., 2009). In addition, theoretical studies of the chorus generation process have suggested possible important roles for the parallel component of the wave electric field in understanding nonlinear wave damping at half the gyrofrequency (Omura et al., 2009). Interaction of energetic electrons with obliquely propagating whistler-mode waves is an important research target of the WPIA and, therefore, evaluation of \( \int W(t) \) is necessary in future study by simulation on solving the electromagnetic wave field in three dimensions.

6 Summary

By applying the WPIA to simulation results, we confirmed the effectiveness of the WPIA for studying the energy transfer process between relativistic electrons with whistler-mode chorus emissions. Using the simulation results, we computed \( W(t) \), the inner product of the wave electric field observed at a fixed point and the velocity vector of each energetic electron passing through the fixed point along the field line, where \( W(t) \) is the time variation of the kinetic energy of electrons interacting with plasma waves. By integrating \( W(t) \) over time, we obtained \( W_{\text{int}} \). We verified that large values of \( W_{\text{int}} \), representing efficient wave-particle interactions, occurred in the simulation, which is consistent with previous studies (e.g., Katoh and Omura, 2007a; Omura et al., 2008, 2009; Katoh et al., 2008). We also derived an expression for the standard deviation \( \sigma_W \) of \( W_{\text{int}} \) and proposed that the statistical significance of the obtained \( W_{\text{int}} \) be evaluated by comparing it with \( \sigma_W \). We showed that statistically significant \( W_{\text{int}} \) can be used to identify wave generation and acceleration of relativistic electrons. We also conducted an analysis to obtain the distribution of energetic electrons in \( \zeta \) space and clarified that a deviation of the distribution in \( \zeta \) space occurred in velocity phase space corresponding to the large \( W_{\text{int}} \) values. This deviation in the \( \zeta \) space distribution was consistent with the formation of nonlinear resonant currents proposed by recent theoretical studies on the generation mechanism of chorus emissions. The result of the present study demonstrates that the WPIA is useful for analysing the energy exchange between waves and particles and suggests that the statistical significance of the WPIA can be evaluated using the standard deviation \( \sigma_W \) of \( W_{\text{int}} \).
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