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[1] We studied fundamental properties of spatial-temporal evolution of energetic electrons trapped in the inner magnetosphere ($L \leq 7.4$) during an isolated substorm by using a four-dimensional drift kinetic simulation under the time-dependent electric and magnetic fields provided by a global magnetohydrodynamics (MHD) simulation. When the interplanetary magnetic field turns southward, both the potential and induction electric fields start to increase in the inner magnetosphere, resulting in a gradual injection of low-energy electrons ($\leq 51.9$ keV) and deceleration of high-energy electrons ($\geq 114$ keV). The deceleration of high-energy electrons results in a decrease in the phase space density of the high-energy electrons during the growth phase. After a while, an abrupt transition of phase state (a substorm onset) occurs in the magnetosphere, which triggers abrupt changes in the magnetosphere and ionosphere. The $AL$ index decreases rapidly, and magnetic field lines become dipole-like. The dipolarization does not proceed smoothly in the inner magnetosphere because of significant force imbalance between the $J \times B$ force and the grad $P$ force. As a consequence, the electric field oscillates with a period of 2–3 min, resulting in multiple injections of the low-energy electrons. The low- and high-energy electrons are accelerated under the strong influence of the drift betatron and gyro betatron, so that the acceleration process is essentially nonlinear. Our simulation results suggest that the force-induced processes play an essential role in the substorm-associated redistribution of energetic particles in the inner magnetosphere.


1. Introduction

[2] A substorm is known to be accompanied by large variations in the charged particles trapped in the inner magnetosphere at energy ranges from $\sim$eV to tens of keV [e.g., Freeman and Maguire, 1967; Arnoldy and Chan, 1969; DeForest and McIlwain, 1971; Erickson and Winckler, 1973; McIlwain, 1974; Walker et al., 1976; Sauvaud and Winckler, 1980; Birn et al., 1997], from tens of keV to hundreds of keV [e.g., Hones et al., 1968; Baker et al., 1982a; Lopez et al., 1990; Friedel et al., 1996; Reeves et al., 1996; Birn et al., 1997, 1998; Sergeev et al., 1998], and of $\sim$MeV [e.g., Nagai, 1988; Nagai et al., 2006]. A variety of modeling efforts has been conducted to explain the substorm time variations of energetic electrons in the inner magnetosphere. McIlwain [1974] proposed a global distribution of the electric field that could have transported electrons to the observed location at the geosynchronous orbit. By tracing the electron’s trajectory backward in time, McIlwain [1974] identified a longitudinally elongated boundary, which is called an injection boundary. Li et al. [1998] incorporated pulsed electric and magnetic fields propagating earthward to show an abrupt increase in energetic electrons. Fok et al. [1999, 2001] demonstrated a sudden appearance of hot plasma and relativistic electrons by stretching and dipolarizing the magnetic field according to an empirical magnetic field model. Using the Rice Convection Model, Zhang et al. [2009] showed that an earthward-propagating bubble from the magnetotail pushes magnetic flux tubes, increasing the plasma pressure near the geosynchronous orbit at midnight. Glocer et al. [2011] showed that by coupling the Radiation Belt Environment model [Fok et al., 2001, 2008; Zheng et al., 2003] with the Block-Adaptive-Tree Solar Wind Roe-Type Upwind Scheme code [Powell et al., 1999; De Zeeuw et al., 2000; Gombosi et al., 2003], the inductive electric field associated with dipolarization is responsible for the acceleration of relativistic electrons. The acceleration of charged particles is also significant in the near-Earth plasma sheet as was demonstrated by Birn et al. [1998]. They showed that electrons undergo betatron acceleration in the collapsing magnetic field earthward of the near-Earth plasma sheet. The accelerated particles in the near-Earth plasma may influence the variations near the geosynchronous orbit [Kim et al., 2000].

[3] In spite of numerous studies, very few causality arguments have been made to answer the fundamental question of what the root cause of the variations of energetic particles
in the inner magnetosphere is. It is quite obvious that charged particles are accelerated by the electric field. Why is the electric field substantially changed during the substorm? In this paper, we focus on the variation in the electric and magnetic fields and its influence on energetic electrons in the inner magnetosphere during an isolated substorm. A recently developed state transition model of a substorm is employed, in which the generation of a pressure regime and the accompanying partial ring current are direct causes of the onset [Tanaka et al., 2010]. While the flow-braking model considers the nonmagnetohydrodynamics (MHD) effect as essential to the formation of a current wedge, the state transition model [Tanaka et al., 2010] considers the substorm as being part of the development and transition states of the convection system. We incorporate a drift kinetic simulation of energetic electrons with the global MHD simulation developed by Tanaka et al. [2010] for the purpose of demonstrating that the injection and redistribution of the energetic electrons can be understood in view of the state transition model.

2. Simulation

2.1. Global MHD Simulation

[4] The global MHD simulation of Tanaka et al. [2010] utilizes a finite-volume total variation diminishing scheme to enable adequate capture of a shock. Despite the exclusion of non-MHD processes, this simulation exhibits features that resemble those observed in the course of substorms. Characteristic features include (1) the formation of a near-Earth neutral line and earthward plasma flow in the near-Earth plasma sheet, (2) stretching and dipolarization of magnetic field lines with a short-lived depression as well as deflection of the azimuthal component of the magnetic field, and (3) a sudden decrease in the north-south component of the ground magnetic field at the auroral latitude. A detailed description of the global MHD simulation used in this study is found in Tanaka et al. [2010]. Although many arguments have been put forth in favor of nonideal MHD processes [e.g., Lui et al., 1999], we believe that the use of the global MHD simulation is one of the most reasonable means of self-consistently describing the electric and magnetic fields to solve the kinetic equation for a trapped particle population in the inner magnetosphere.

[5] The parameters used to drive the global MHD simulation are slightly different from those used by Tanaka et al. [2010]. The solar wind velocity and density are constant in time and set to (−372, 4, 0, 0) km/s and 10 cm⁻³, respectively. The interplanetary magnetic field (IMF) is changed from northward (0, 2.5, 4.33) nT to southward (0, 4.33, −4.33) nT as a step function. Although the results of the global MHD simulation are also slightly different, the evolution of a substorm as well as the ensuing physical processes that occur in the magnetosphere-ionosphere system is essentially the same.

2.2. Transport of Energetic Electrons

2.2.1. Drift Kinetic Equation

[6] We solved the drift kinetic equation for the four-dimensional phase space density (PSD) \( f \) as

\[
\frac{\partial f}{\partial t} + \frac{1}{R S_0} \frac{\partial}{\partial R} \left( R S_0 \frac{dR}{dt} f \right) + \frac{1}{S_0} \frac{\partial}{\partial \varphi} \left( S_0 \frac{d\varphi}{dt} f \right) + \frac{1}{S_0} \frac{\partial}{\partial \theta} \left( S_0 \frac{d\theta}{dt} f \right) + \frac{1}{\gamma} \frac{\partial}{\partial K} \left( \gamma p \frac{dK}{dt} f \right) + \frac{1}{S_0} \frac{\partial}{\partial x} \left( S_0 \frac{dx}{dt} f \right) = \left( -\frac{2f}{\tau_b} \right) \text{loss cone},
\]

where \( R \) is distance from the center of the Earth, \( \varphi \) is magnetic local time (MLT), \( K \) is kinetic energy, \( x \) is cosine of the equatorial pitch angle, \( p \) is momentum of a particle, \( \gamma \) is Lorentz factor, and \( \tau_b \) is bounce period. The bracket pair \( \{ \) denotes the bounce-averaging operator. The right-hand side of (1) implies that particles are lost on a timescale of 0.5 times the bounce period in the loss cone. \( S_0 \) is a function of the equatorial pitch angle

\[
S_b = \int_{s_m}^{s_m'} \left( 1 - \frac{B(s)}{B_m} \right)^{-1/2} ds,
\]

where \( s_m \) and \( S_m' \) are mirror points in the Northern and Southern Hemispheres, respectively, and \( B_m \) is magnetic field at the mirror point. The momentum of the particle is given by

\[
p = \sqrt{K^2 + 2m \varepsilon K},
\]

where \( m \) is rest mass and \( c \) is speed of light. For the derivation of equation (1), refer to Appendix A.

[7] Following Roederer [1970], the bounce-averaged drift velocity and the change in the kinetic energy are given by

\[
(V) = \frac{p^2}{q m_0 B_0} \nabla I \times B_0 + E_0 \times B_0 - \frac{E_0}{B_0},
\]

where \( q \) is charge and \( E_0 \) and \( B_0 \) are electric and magnetic fields in the equatorial plane, respectively. \( I \) is a function of the equatorial pitch angle, which is given by

\[
I = \int_{s_m}^{s_m'} \left( 1 - \frac{B(s)}{B_m} \right)^{1/2} ds.
\]

[8] The change in the kinetic energy is given by

\[
\langle dK \rangle = \frac{M \langle \partial B / \partial t \rangle}{7} + q \langle V \rangle \cdot E_0,
\]

where \( M \) is the relativistic magnetic moment given by

\[
M = \frac{p^2 (1 - \gamma^{-2})}{2m B}.
\]

[9] The first term on the right-hand side of equation (6) describes the gyro-betatron acceleration, and the second term describes the drift-betatron acceleration. Roederer [1970] showed that

\[
\langle B \rangle = B_m \left( 1 - \frac{I}{S_b} \right).
\]

[10] The change in \( x \) (cosine of the equatorial pitch angle) is given by
\[ \frac{dx}{dt} = 1 - x^2 \left[ \frac{K + mc^2}{K^2 + 2mc^2K} \frac{dK}{dt} - \frac{1}{2B_0} \left( \frac{dB_0}{dt} + (V \cdot \nabla) B_0 \right) \right]. \]

(9)

11 The derivation of equation (9) is in Appendix B.

12 The drift kinetic equation is solved by the Lax-Wendroff scheme [Lax and Wendroff, 1960] with the Superbee flux limiter [Roe, 1985]. For this particular simulation, the kinetic energy ranged from 1 keV to 4 MeV, and the radial distance in the equatorial plane ranged from 4.0 to 7.4 Earth radii (Re). The electric and magnetic fields are given by the global MHD simulation developed by Tanaka et al. [2010].

2.2.2. Initial Conditions

11 We employed the AE8MAX [Vette, 1991] empirical model, which determines the omnidirectional flux (\( \Phi \)) of electrons in the energy range from 40 keV to 7 MeV as a function of kinetic energy, \( L \) value, and \( B/B_0 \) ratio. By using the omnidirectional flux given by the AE8MAX model (\( \Phi \)), we obtained the PSD of electrons as

\[ f = \frac{\Phi}{4\pi p^3}. \]

(10)

14 As for low-energy electrons (<30 keV), we also used the empirical model of electrons [Hardy et al., 1985]. The Hardy et al. [1985] model determines the averaged energy and number flux of precipitating electrons as a function of \( K_p \), magnetic latitude, and MLT. By assuming isotropic pitch angle distribution and Maxwellian distribution, we derived the PSD numerically. The PSD at high energies (given by AE8MAX) and low energies (given by the Hardy et al. [1985] model) are connected by linear interpolation. The condition corresponding to \( K_p = 0 \) is used as the initial condition because we started the simulation with the magnetically quiet condition.

2.2.3. Boundary Conditions

15 We applied the Lorentzian distribution—otherwise known as the kappa distribution [Vasyliunas, 1968]—to the PSD at the outer boundary located at 7.4 Re on the nightside. The relativistic Lorentzian distribution is given by [Xiao et al., 1998]

\[ f = \frac{n\Gamma(k + 1)}{\pi^{3/2} \theta_{||}^{3/2} \Gamma(k - 1/2)} \left( 1 + \frac{\theta_{\perp}^2}{\kappa \theta_{||}^2} + \frac{\theta_{||}^2}{\kappa \theta_{\perp}^2} \right)^{-(k+1)}, \]

(11)

where \( n \) = number density, \( \Gamma = \) gamma function, and \( k (>3/2) \) = spectral index. Quantities \( \theta_{||} \) and \( \theta_{\perp} \) are given by

\[ \theta_{||}^2 = \frac{2\kappa - 3}{\kappa} Q_{||}, \]

(12)

\[ \theta_{\perp}^2 = \frac{2\kappa - 3}{2\kappa} Q_{\perp}, \]

(13)

where

\[ Q_{||} = \int p_{||}^2 f dp \frac{p}{n}, \]

(14)

and

\[ Q_{\perp} = \int p_{\perp}^2 f dp \frac{p}{n}. \]

(15)

\( Q_{||} \) and \( Q_{\perp} \) may be related to temperature in the nonrelativistic limit, that is, \( kT_{||} \rightarrow Q_{||}/m \) and \( kT_{\perp} \rightarrow Q_{\perp}/2m \) [Xiao et al., 1998].

16 In this particular simulation, the number density (\( n \)) and temperature (\( kT_{||} = kT_{\perp} = kT \)) are 1.7 cm\(^{-3}\) and 2.3 keV, respectively, which correspond to the mean values observed at the geosynchronous orbit during substorms [Birn et al., 1997]. The kappa parameter \( \kappa \) is set to 5.4, which corresponds to the mean value observed during active times under the condition that \( AE > 100 \) nT [Christon et al., 1991]. The PSD at the dayside boundary is zero.

3. Results

3.1. Global MHD Simulation

17 Detailed analyses of a simulated substorm have already been described by Tanaka et al. [2010]. We herein focus on the evolution of the simulated substorm in the inner magnetosphere. Figure 1 shows the superposed plots of the north-south component (\( H \)-component) of the ground magnetic field at 12 different MLTs at a magnetic latitude of 67°. Only the Hall ionospheric current is considered in the calculation. The contribution from the induction in the ground is excluded. The upper and lower envelopes of the plots may correspond to the \( AU \) and \( AL \) indices, respectively [Davis and Sugiyama, 1966]. Epoch time zero (\( T = 0 \)) is defined as the time when the southward IMF reaches the bow shock at the subsolar point. At \( T \approx 6 \) min, the \( AL \) index starts to decrease and then remains almost constant until \( T \approx 51 \) min. At \( T \approx 51 \) min, it starts to decrease abruptly. Although the substorm phases should be identified by the morphological evolution of auroral structures [Rostoker et al., 1980], we define the substorm onset in terms of the abrupt decrease in the \( AL \) index, that is, at \( T \approx 51 \) min. For convenience, we call the period between \( T \approx 6 \) and 51 min the growth phase, the period between \( T \approx 51 \) and 60 min...
the expansion phase, and the period from $T \approx 60$ min onward the recovery phase.

[18] Figure 2 shows the temporal variation in the selected magnetic field lines. After the arrival of the southward IMF at the bow shock ($T = 0$), the magnetic field lines become highly stretched. During the growth phase, earthward magnetic tension balances with the tailward pressure gradient force throughout the plasma sheet. Just after the onset at $T \approx 51$ min, the force balance in the plasma sheet changes a configuration of dynamics. Within 9 Re, a new static force balance tends to be realized between two regions: the increased-pressure region and the dipolarizing magnetic field region. Beyond 10 Re, magnetic tension alternately balances with acceleration through a decrease in the pressure gradient. This process corresponds to the magnetic-tension-driven bulk flow, which cancels the stagnation of plasma sheet convection that remained constant during the growth phase. As a result, a high-pressure region is formed near geosynchronous altitude as indicated by the red color. Readers may refer to Tanaka et al. [2010] for a detailed explanation.

[19] Figure 3 shows the plasma pressure ($P$) and $Y$-component of the electric field ($E_y$) as a function of the radial distance and time at midnight in the equatorial plane. The plasma pressure appears to increase significantly in the region between ~6 and ~8 Re. After the onset, the high-pressure region evolves to become tailward and earthward. A black curve represents a streamline of the ionospheric plasma mapped to the equatorial plane, indicating that the earthward evolution of the high plasma pressure during the recovery phase is likely caused by the potential electric field originating from the ionosphere. $E_y$ shows an increase in the entire region from 4 to 10 Re about 15 min after the southward turning of IMF. Near the onset, $E_y$ shows a significant increase, followed by an oscillation at greater than ~7 Re. The oscillation also appears almost coherently at less than ~7 Re with an amplitude of ~1 or 2 mV/m.

[20] Figure 4 shows a close-up view of selected parameters at 7.6 Re at midnight near the onset, including ($P$), the north–south component of the magnetic field ($B_z$), the X-component of the plasma velocity ($V_x$), the acceleration of the plasma ($A_x$), and the force density ($F_x$). The force density $F$ is given by

$$ F = -\nabla P + \mathbf{J} \times \mathbf{B} = -\nabla P + \frac{\mathbf{B} \cdot \nabla \mathbf{B}}{\mu_0} - \nabla \left( \frac{B^2}{2\mu_0} \right), $$

(16)

where $\mu_0$ = magnetic constant and $\mathbf{J}$ = current density. The acceleration of the plasma is given by $\mathbf{A} = F/\rho$, where $\rho$ is the mass density of plasma. The three terms on the right-hand side of equation (16) are called the plasma pressure force, the tension force, and the magnetic pressure force, respectively. They are indicated by the red, blue, and green colors in Figure 4f. In the MHD simulation, the electric field $\mathbf{E}$ is given by $\mathbf{E} = -\mathbf{V} \times \mathbf{B}$. The plasma velocity $\mathbf{V}$ can be primarily changed by two factors [Tanaka, 1995]. One is the potential electric field, which is transferred from the ionosphere. The plasma velocity that corresponds to the electric...
with the solid one, but they are slightly different from each other because of numerical error.

Figure 4. (a) Plasma pressure, $P$, (b) north-south component of the magnetic field, $B_z$, (c) $X$-component of the plasma velocity, $V_x$, (d) $X$-component of the acceleration, $A_x$, and (e) $X$-component of the force density at 7.6 Re at midnight in the equatorial plane. In Figure 4c, $V_x$ in the magnetosphere is indicated by the red line, and $V_x$ mapped from the ionosphere is indicated by the blue line.

The oscillation may be divided into two in terms of the structures of $P$ and $B$: the early period from (a) to (d) and the latter period from (e) to (h). Figure 7 shows a schematic diagram of the relative location to the structure of $B$, $P$, and $F_T$. During the early period from (a) to (d), the plasma pressure is significantly enhanced by the following two-step process. First, the magnetic tension released from the near-Earth plasma sheet generates the convergence of the thermal energy flux at 8–15 Re. Secondly, the convergence of the thermal energy flux is transported to the inner magnetosphere at 6–8 Re [Tanaka et al., 2010]. $F_T$ looks outward from the peak of the plasma pressure. The plasma pressure causes the diamagnetic current that reduces $B$ near the peak of the plasma pressure. The reduction of $B$ results in $F_B$ looking toward the minimum of $B$. $F_T$ also contributes to the earthward force in the outer part of the region of interest. Thus, it can be said that the high pressure is sustained (or sandwiched) by the magnetic pressure and the tension force. The peak of $P$ moves earthward. An observer who is in a fixed frame of reference experiences (a) the tailward force by $F_B$ first, followed by (b) earthward force by $F_p$, (c) tailward force by $F_p$, and (d) earthward force by $F_B$ and $F_T$. In short, the observer experiences two cycles of oscillation when traversing the prime peak of $P$.

During the latter period from (e) to (h), the second peak of $P$ appears tailward of the prime peak, which is caused by the flow breaking [Tanaka et al., 2010]. Two humps of $P$ result in the reversed normal vector of the field line curvature in the outer part of the region of interest, that is, $F_T$ looking outward, as shown in Figure 8. In addition to the tailward force of $F_B$, the plasma moves tailward, and consequently, the second pressure peak retrogrades tailward. The observer experiences (e) the tailward force by $F_p$ first, followed by (f) the earthward force by $F_T$ due to the stretched field line, (g) the tailward force by $F_p$ with a reduction of $F_T$ and $F_B$, and (h) the earthward force by $F_T$ with a reduction of $F_T$. In short, the observer experiences two cycles of oscillation when traversing the negative gradient of the prime peak of $P$ from outside to inside after the establishment of the second peak of $P$.

Figure 9 is almost the same as Figure 4 except at 5.4 Re. $V_x$ shows a strong oscillation with a period of ~2–3 min in the magnetosphere. Until 53 min, $V_x$ is almost positive because of the influence of the potential electric field.
transferred from the ionosphere. Both $P$ and $B_z$ increase almost simultaneously around $T = 51, 53,$ and $56 \text{ min}$. This means that they are positively correlated with each other. This tendency is opposite to that seen at $7.6 \text{ Re}$ as shown in Figure 4. Namely, $P$ and $B_z$ are negatively correlated with each other at $7.6 \text{ Re}$, which may be regarded as the diamagnetic or slow-mode nature, caused by the sudden increase in the plasma pressure. The anticorrelation (as seen at $7.6 \text{ Re}$) is almost 1 is associated with the fast magnetosonic wave because of the following two reasons. First, $P$ and $B$ are positively correlated with each other. Secondly, the convergence of the thermal energy flux (which results in an increase in the plasma pressure) is very small at $<6 \text{ Re}$ (c.f., Figure 18 of Tanaka et al. [2010]). This probably means that there is not enough free energy in this region to generate the oscillation of $V_z$ (or $E_z$).

Figure 10 shows the correlation coefficient between $P$ and $B$ in the equatorial plane during the interval between 50 and 60 min. It is clear that the correlation coefficient is almost 1 at $<6 \text{ Re}$ between $\approx 20$ and $\approx 40 \text{ MLT}$. It is speculated that the variation in $V_z$ (or $E_z$) in the region where the correlation coefficient is almost 1 is associated with the fast magnetosonic wave because of the following two reasons. First, $P$ and $B$ are positively correlated with each other.
pressure results in the azimuthal gradient of the diamagnetic current that is connected to the region 2 field-aligned current. This is known as the Vasyliunas-Wolf configuration [Vasyliunas, 1970; Wolf, 1970].

Several minutes after the southward turning of IMF, both the magnetospheric and ionospheric electric fields start to increase almost simultaneously at midnight. The magnetospheric electric field is slightly delayed to the ionospheric electric field because of the Alfvén transit time between the ionosphere and the magnetosphere. The ionospheric electric field remains nearly unchanged during the growth phase, whereas the magnetospheric electric field decreases. The suppression of $E_y$ in the magnetosphere between $T=15$ and $\approx 48$ min comes from the growth of the induction electric field directing eastward. Several pulses of a large-amplitude electric field are evident in the magnetosphere near the onset between $T=48$ and 55 min. The period of the oscillation is approximately 2–3 min, and the amplitude reaches at least 1.5 mV/m. The characteristic feature of the large-amplitude fluctuations is that they resemble those previously observed by GEOS 2 [Roux et al., 1991] and CRRES [Maynard et al., 1996; Sergeev et al., 1998] in the inner magnetosphere.

At noon (right panel of Figure 11), the magnetospheric electric field starts to increase immediately after the southward turning and remains almost unchanged since then. $E_y$ in the magnetosphere is larger than mapped from the ionosphere, implying the existence of the induction electric field directing the Y-direction, that is, eastward.

3.2. Drift Kinetic Simulation

3.2.1. General Overview

Figure 12 summarizes the snapshots of the PSD of 10.7, 35.0, 252 keV, and 1.2 MeV electrons with an equatorial pitch angle of $58.2^\circ$ at $T=30.00$ (growth phase), 47.00 (just before the onset), 53.25 (expansion phase), and 90.00 min (recovery phase). At $T=30.00$ min, the PSD of low-energy (10.7 and 35.0 keV) electrons is highly enhanced near the outer boundary on the nightside. The radial distance of the inner edge of the high-PSD region increases with MLT. The enhancement of the PSD of low-energy electrons results from freshly transported ones coming from the nightside boundary. From the onset and onward, the PSD of 10.7 and 35.7 keV electrons further increases. As for high-energy (252 keV and 1.2 MeV) electrons, the PSD is almost unchanged. One of the significant features is that the PSD of the high-energy

Figure 6. Same as Figure 5 except at $T=52.19, 52.72, 53.85$, and 54.41 min.
electrons is significantly low near the outer boundary on the nightside. Figure 13 shows the PSD of electrons as a function of \(L\)-value and time at midnight. At 10.7 keV, the PSD shows a two-step increase in space and time. The first increase occurs several minutes after the southward turning of IMF, corresponding to the enhancement of the magnetospheric electric field on the nightside. The second one occurs near the onset. The second increase in the PSD propagates earthward from the expansion phase and onward. At 35.0 keV, the second increase is restricted at \(L \geq 5.7\). At 252 keV and 1.2 MeV, the PSD near the outer boundary significantly decreases. The decrease is most prominent near the onset.
When the electron starts at point \( S \) at 50.0 min, it does not reach the outer boundary of 74 Re within 60 min, which means that the electron located at point \( S \) at 50.0 min is a preexisting one. When the electron starts at 35.5 min, it reaches the outer boundary, which means that the electron located at point \( S \) at 53.5 min comes from the outer boundary, that is, a fresh one.

Figure 16 shows the time history of the radial distance, kinetic energy, \( K \), and energy gain rate (\( dK/dt \)) for the 35 keV electron that arrives at point \( S \) at 53.5 min. The kinetic energy decreases with increasing the radial distance as time proceeds backward and reaches 19 keV at the outer boundary. According to Liouville’s theorem, the PSD at 19 keV at the boundary can be mapped to the PSD at 35 keV at point \( S \). The last panel of Figure 16 indicates that most changes of the kinetic energy come from the drift betatron except near the onset. Near the onset, the gyro betatron becomes significant because of a substantial reduction of the magnetic field, and contributions from the gyro betatron and the drift betatron are almost comparable.

Figure 17 shows the kinetic energy at the end time, \( T_2 \), as a function of the start time, \( T_1 \). The kinetic energy shows slight minima around \( T_1 \approx 53.5 \) and \( \approx 56.0 \) min as indicated by arrows. The PSD of the relativistic Lorentzian distribution, which is imposed to the boundary, increases with decreasing kinetic energy. Lower energy at the boundary means that a larger PSD is mapped to point \( S \). The bottom panel of Figure 17 shows the PSD at point \( S \) calculated by the drift kinetic simulation. There are at least two maxima around \( T_1 \approx 53.5 \) and \( \approx 56.0 \) min as indicated by arrows, which may correspond to two minima of the kinetic energy at the boundary as shown in the top panel of Figure 17. Thus, the multiple increases in the PSD most likely result from the efficient acceleration under the contributions from the drift betatron as well as the gyro betatron. It should be noted that the kinetic energy and the PSD are not clearly anticorrelated because of the use of a finite number of numerical grids.

### 3.2.2. Multiple Increases of Low-Energy Electrons

Two peaks of the PSD of low-energy electrons (from 10.7 to 51.9 keV) appear at \( T \approx 53.5 \) and \( \approx 56.0 \) min as shown in Figure 14. To understand the two peaks, we tracked back in time the bounce-averaged trajectory of the 35 keV electron that is located at \( L = 6.34 \) at midnight in the equatorial plane at 50.0 and 53.5 min. Hereinafter, we call this point (\( L = 6.34 \) at midnight in the equatorial plane) \( S \). When the electron reached the outer boundary of 74 Re, or when the elapsed time exceeded 60 min, the calculation was terminated. Hereinafter, \( T_1 \) and \( T_2 \) denote the start time and end time, respectively. Figure 15 shows the results. When the electron starts at point \( S \) at 50.0 min, it does not reach the outer boundary of 7.4 Re within 60 min, which means that the electron located at point \( S \) at 50.0 min is a preexisting one. When the electron starts at 35.5 min, it reaches the outer boundary, which means that the electron located at point \( S \) at 53.5 min comes from the outer boundary, that is, a fresh one.

Figure 16 shows the time history of the radial distance, kinetic energy, \( K \), and energy gain rate (\( dK/dt \)) for the 35 keV electron that arrives at point \( S \) at 53.5 min. The kinetic energy decreases with increasing the radial distance as time proceeds backward and reaches 19 keV at the outer boundary. According to Liouville’s theorem, the PSD at 19 keV at the boundary can be mapped to the PSD at 35 keV at point \( S \). The last panel of Figure 16 indicates that most changes of the kinetic energy come from the drift betatron except near the onset. Near the onset, the gyro betatron becomes significant because of a substantial reduction of the magnetic field, and contributions from the gyro betatron and the drift betatron are almost comparable.

Figure 17 shows the kinetic energy at the end time, \( T_2 \), as a function of the start time, \( T_1 \). The kinetic energy shows slight minima around \( T_1 \approx 53.5 \) and \( \approx 56.0 \) min as indicated by arrows. The PSD of the relativistic Lorentzian distribution, which is imposed to the boundary, increases with decreasing kinetic energy. Lower energy at the boundary means that a larger PSD is mapped to point \( S \). The bottom panel of Figure 17 shows the PSD at point \( S \) calculated by the drift kinetic simulation. There are at least two maxima around \( T_1 \approx 53.5 \) and \( \approx 56.0 \) min as indicated by arrows, which may correspond to two minima of the kinetic energy at the boundary as shown in the top panel of Figure 17. Thus, the multiple increases in the PSD most likely result from the efficient acceleration under the contributions from the drift betatron as well as the gyro betatron. It should be noted that the kinetic energy and the PSD are not clearly anticorrelated because of the use of a finite number of numerical grids.

### 3.2.3. Two-Step Decrease in High-Energy Electrons

The PSD of high-energy electrons (from 114.4 keV to 1.2 MeV) starts to show a gradual decrease just after the southward turning, followed by a negative excursion near the onset. To understand the evolution of the PSD of the high-energy electrons, we focused on the 252 keV electron at point \( S \). The bounce-averaged trajectory of the electron was traced backward in time from point \( S \) until it completed the circular motion, or it reached the outer boundary of 7.4 Re. Figure 18 shows the drift trajectories of the...
252 keV electron arriving at point S at 50.0 and 53.5 min. When an electron starts at 50.0 min, it encircles the Earth under the strong influence of the gradient B and curvature drifts. In the course of the circular motion, the kinetic energy is gradually decreased, and the kinetic energy is not conserved when it completes the circular motion. This means that the eastward component of the induction electric field is present as evidenced by Figure 11. The gradual decrease of the kinetic energy results in a gradual decrease of the PSD of high-energy electrons seen at the fixed point at the fixed energy as shown in Figure 14. When the electron starts at 53.5 min, it encounters the dayside boundary of 7.4 Re. If the PSD at the outer boundary is lower than that of preexisting electrons, the PSD will show a temporal decrease seen at the constant energy, resulting in a large decrease in the PSD during the expansion phase.

Figure 19 shows a time history of the radial distance, kinetic energy, and the energy gain rate of the electron that arrives at point S at 50.0 min. As time proceeds, the radial distance is changed by the deformation of the magnetic and electric fields. When the electron completes the circular motion, it returns to near point S. However, the kinetic energy is decreased from 285 keV at \( T_2 \) to 252 keV at \( T_1 \) by the drift betatron as shown in the bottom panel of Figure 19. The gradual decrease results in the decrease in the PSD seen at the constant energy during the growth phase. The gyro betatron is not significant for this particular period.

Figure 20 is the same as Figure 19 except for the electron arriving at 53.5 min. The electron encounters the outer boundary at \( T_2 \). As time proceeds from \( T_2 \) to \( T_1 \), the kinetic energy is gradually changed during the growth phase primarily by the drift betatron, but the gyro betatron becomes significant during the expansion phase. Because the drift betatron dominates the gyro betatron, the kinetic energy increases with time.

4. Discussion

4.1. Substorm-Associated Electric Field

We have shown that a large-amplitude, highly fluctuating electric field is induced in the inner magnetosphere near the onset. Previously, a similar electric field was observed and interpreted in terms of the Rayleigh-Taylor instability.
Roux et al. [1991], a bouncing Alfvén wave [Maynard et al., 1996], and a fast magnetosonic mode wave propagating earthward [Sergeev et al., 1998]. Sergeev et al. [1998] have shown that the period of the oscillating electric field is approximately 1–2 min, which is fairly consistent with our simulation. They also suggested that the oscillating electric field is a fast-magnetosonic-mode wave propagating earthward because the electric field variation associated with a substorm must be coherent at \( L \approx 5 \) Re and \( L \approx 6.6 \) Re. The coherence of the oscillating electric field at \( L \approx 5 \) Re and \( L \approx 6.6 \) Re may be considered as the force imbalance that appears at \( L \approx 5 \) Re and \( L \approx 6.6 \) Re, rather than the fast-mode wave, because their data show that \( P \) and \( B_z \) are anticorrelated with each other.

Birn et al. [2011] found through global MHD simulations oscillating plasma flows in the near-Earth plasma sheet near the dipolarization. They interpreted the oscillation in terms of an expansion and thinning of the near-Earth magnetic field lines because of the upward (positive \( Z \)) and downward (negative \( Z \)) motion of the plasma. In contrast, our simulation shows that the oscillation in the \( X \)-direction dominates that in the \( Z \)-direction at \( X \approx 6 \) Re. Thus, the large-amplitude, highly fluctuating electric field may be different in nature from the oscillating plasma flows reported by Birn et al. [2011].
4.2. Evolution of Low-Energy Electrons

The PSD of electrons with energy less than 52 keV shows a two-step increase, and the second increase consists of a subset of multiple increases. The two-step increase results from the transportation of electrons from the outer boundary on the nightside. Thus, we can safely call them two-step injections. Multiple injections of energetic electrons have been observed at, or inside, the geosynchronous orbit [e.g., Baker et al., 1982b; Sergeev et al., 1998]. Sergeev et al. [1998] have speculated that the multiple injections are caused by the multiple impulsive $E_x$ associated with the fast-mode wave because the multiple injections occurred almost coherently at $L \approx 5$ and 6.6. Our simulation result shows that the impulsive injections are caused by two factors depending on location. One is directly caused by the force imbalance initiated by the sudden increase in the plasma pressure. The other is the fast-mode wave traveling from the region where the plasma pressure is suddenly increased.

Figure 16. History of radial distance, kinetic energy, and energy gain rate of the 35 keV electron that arrives at point $S$ at 53.5 min. The red color indicates the energy gain rate due to the drift betatron, and the blue one indicates the energy gain rate due to the gyro betatron.

Figure 17. (top) Final kinetic energy of 35 keV electron that arrives at point $S$ at 53.5 min (see the text) and (bottom) phase space density of the 35 keV electron.

Figure 18. Same as Figure 15 except for 252 keV electrons.

Figure 19. Same as Figure 16 except for the 252 keV electron that arrives at point $S$ at 50 min.
4.3. Evolution of High-Energy Electrons

The former factor is associated with the negative correlation between \( P \) and \( B \), whereas the latter one is associated with the positive correlation between them. The data from CRRES show the negative correlation between them, which may favor the former factor.

![Figure 20](https://repository.kulib.kyoto-u.ac.jp/image.png)

**Figure 20.** Same as Figure 16 except for the 252 keV electron that arrives at point \( S \) at 53.5 min.

The former factor is associated with the negative correlation between \( P \) and \( B \), whereas the latter one is associated with the positive correlation between them. The data from CRRES show the negative correlation between them, which may favor the former factor.

4.3. Evolution of High-Energy Electrons

[42] The PSD of electrons with energy larger than 114 keV shows a decrease during the growth phase of the substorm, which is consistent with observations near the geosynchronous orbit [e.g., Erickson and Winckler, 1973; Walker et al., 1976; Erickson et al., 1979; Sauvaud and Winckler, 1980; Nagai, 1982; Birn et al., 1997]. Our simulation result shows that the decrease in the 252 keV electron is primarily caused by the adiabatic deceleration due to the drift betatron under the presence of the eastward induction electric field as also pointed out by Sauvaud et al. [1996]. The radial motion of the electrons is not significant. This conclusion can be applied to the electrons with energy higher than 252 keV. As for electrons with energy ranging between 114 and 252 keV, the adiabatic deceleration due to the gyro betatron becomes effective in the late growth phase, but the drift betatron still dominates the gyro betatron. The PSD of the electrons also shows a decrease (a dip) during the expansion phase, which is caused by the boundary shadowing. That is, the electron encounters the outer boundary as it drifts eastward and cannot complete the circular motion around the Earth. Nagai [1982] found that the region of the decrease in the >2 MeV electron flux during the expansion phase is restricted to the afternoon side. Our current simulation cannot explain the decrease in the electron flux on the afternoon side during the expansion phase.

[43] Sometimes, energetic electrons of a few hundred keV significantly increase immediately after the onset of substorms and exceed the pre-substorm level [e.g., Erickson et al., 1979; Baker et al., 1982a]. Such enhancements can be understood in terms of the betatron acceleration that occurs at the dipolarization front propagating earthward in the near-Earth plasma sheet, according to test particle simulations in the electric and magnetic fields given by the global MHD simulation [Birn et al., 1998; Ashour-Abdalla et al., 2011]. This process cannot be handled by our simulation because the bounce-averaged approximation is invalid. In the near future, we will develop a test particle simulation to address the acceleration processes that occur in the dipolarization front.

[44] Nagai et al. [2006] reported a substantial enhancement of the relativistic electron flux (>2.5 MeV) at \( L \sim 3 \) after a storm-time substorm on a timescale of less than 60 min. The coupled Radiation Belt Environment and Block-Adaptive-Tree Solar Wind Roe-Type Upwind Scheme simulation shows that the relativistic electron flux exceeds that given by the AE8 model owing to the induction electric field associated with a substorm [Glocer et al., 2011]. Our drift kinetic simulation cannot show such an enhancement of the MeV electrons. One possibility is that the electric field simulated by the current MHD simulation is too weak to influence the MeV electrons.

5. Conclusions

[45] 1. Two types of the electric field are generated in the inner magnetosphere at <7 Re during a substorm. The first one is generated several to ten minutes after the southward turning of IMF. The other one is generated near the onset, which oscillates with a period of approximately 2–3 min. The latter electric field results from the imbalance between the \( J \times B \) force and the \( \nabla \times B \) force in the vicinity of the pressure peak at \( L \approx 6–7 \). The pressure-driven electric field may propagate toward the Earth in the inner magnetosphere as a fast-mode magnetosonic wave.

[46] 2. The PSD of electrons at energies equal to, or less than, 51.9 keV shows a two-step injection. The first injection is initiated several to ten minutes after the southward turning. The second injection occurs near the onset and consists of a subset of multiple injections, which is caused by the oscillating electric field.

[47] 3. The PSD of electrons at energies equal to, or greater than, 114 keV shows a two-step decrease. The first decrease starts just after the southward turning of IMF, which results from deceleration of the electron under the influence of the eastward induction electric field, not a radial displacement. The second decrease occurs near the onset, which is caused by boundary shadowing.

[48] 4. All these variations of the PSD of electrons are understood to be a natural consequence of the state transition of the magnetosphere-ionosphere system that responds to the solar wind condition.

Appendix A: Derivation of Equation (1)

[49] Following Jordanova et al. [2006], we start by describing the perpendicular and parallel components of the momentum at a given position along a field line as

\[
p_\perp(s) = p \sin \alpha
\]

\[
= p \sqrt{\frac{B(s)}{B_0}} (1 - x^2), \quad (A1)
\]

and
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\[ p_i(s) = p \cos \alpha \]
\[ = p \sqrt{1 - \frac{B(s)}{B_0}(1 - x^2)}. \quad (A2) \]

respectively, where \( p \) = momentum, \( \alpha \) = pitch angle, \( B \) = magnetic field, \( B_0 \) = magnetic field in the equatorial plane, and \( x \) = cosine of the equatorial pitch angle. The Jacobian transformation of equations (A1) and (A2) is given by

\[ \frac{\partial (p_\perp, p_\parallel)}{\partial (K, x)} = \frac{\frac{\partial (p)}{\partial (p_\perp, p_\parallel)}}{p_\perp \sqrt{1 - \frac{B(s)}{B_0}}}. \quad (A3) \]

where \( K \) = kinetic energy, \( m \) = mass, \( \gamma \) = Lorentz factor, and \( B_m \) = magnetic field at the mirror point.

[50] A volume element in phase space is, by definition, given by

\[ dV = d^3r d^3p. \quad (A4) \]

[51] The volume element in configuration space is given by

\[ d^3r = \frac{B_0}{B(s)} RdR \phi ds, \quad (A5) \]

where \( R \) is the radial distance, \( \phi \) is the local time in the equatorial plane and \( s \) is a line element along a field line. Ignoring the gyrophase, we can obtain the volume element in momentum space:

\[ d^3p = 4\pi p_p dp_p dp_{\parallel}. \quad (A6) \]

[52] The volume element in momentum space is doubled because of its symmetry with respect to a pitch angle of \( \pi/2 \). Considering (A3), the volume element can be rewritten as

\[ dV = 4\pi m S_0(R, \phi, x) R_p x_p dR d\phi dK dx, \quad (A7) \]

where \( S_0 \) is a function given by (2).

[53] Assuming conservation of the number of particles, one can write the drift kinetic equation of the four-dimensional phase space density \( f(R, \phi, K, x) \) as

\[
\frac{\partial f}{\partial t} + \frac{1}{\rho S_0} \frac{\partial}{\partial R} \left( \rho S_0 \frac{df}{dt} \right) + \frac{1}{\rho S_0} \frac{\partial}{\partial \phi} \left( S_0 \frac{df}{dt} \right) + \frac{1}{\gamma p S_0} \frac{\partial}{\partial K} \left( \gamma p \frac{df}{dt} \right) + \frac{1}{\gamma S_0} \frac{\partial}{\partial x} \left( S_0 \frac{dx}{dt} \right) = -\frac{2f}{\tau_b \text{loss cone}}, \quad (A8)
\]

where \( \tau_b \) is the bounce period. The right-hand side of equation (A8) implies that particles are lost on a timescale half that of the bounce period in the loss cone. Equations (A7) and (A8) are different from those used by Jordannova et al. [2006], who assumed that the value of \( h \) (which is equal to the value of \( S_0/R \)) is independent of \( R \) and \( \phi \). Obviously, \( h \) depends on \( R \) and \( \phi \) in a realistic magnetic field.

Appendix B: Derivation of Equation (9)

[54] Differentiating both sides of equation (7) with respect to time, we obtain

\[ \frac{dx}{dt} = \frac{1 - x^2}{x} \left( \frac{1}{p} \frac{dp}{dt} + \frac{mM}{x^2 \frac{dB}{dt}} \right), \quad (B1) \]

where \( m \) = mass, \( M \) = magnetic moment of the particle, \( B \) = magnetic field in the equatorial plane, \( p \) = momentum, and \( x \) = cosine of the equatorial pitch angle. Considering the equation

\[ \frac{dB}{dt} = \frac{\partial B}{\partial t} + (V) \cdot \nabla B, \quad (B2) \]

we rewrite equation (B1) as

\[ \frac{dx}{dt} = \frac{1 - x^2}{x} \left[ \frac{1}{p} \frac{dp}{dt} - \frac{1}{x^2} \left( \frac{\partial B}{\partial t} + (V) \cdot \nabla B \right) \right] \]
\[ = \frac{1 - x^2}{x} \left[ \frac{K + m c^2}{K^2 + 2mc^2K \frac{dx}{dt}} \frac{dB}{dt} + (V) \cdot \nabla B \right]. \quad (B3) \]
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