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Order of operators determined by operator mean
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Graduate School of Science,
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1 Introduction

This is a joint work with Prof. M. Uchiyama.
Let J be an open interval of R. We define H,,, H,(J) and H; as follows:

H,={A€M,(C)| A= A"}
H,(J)={A€ H,|Sp(4) c J}
H = H,([0,00)).

We call f an operator monotone function on J if we have f(A) < f(B) for any
A,B € H,(J) with A < B. The following functions are well known as typical
examples of operator monotone functions:

f)=¢ (0<p<1) onJ=][0,00),
0=

For the operator monotone function f on J, it does not necessarily follow that
A,Be H,(J), f(A)< f(B)=> A< B.
So we consider the following condition for C € H,(J) and A, B € Hy,:
f(C +tA) < f(C+tB) for any 0 < t < ¢, (*)

(a,b,c,de Ryad—bc=1) onJ=(—o00,—d/c) or (—d/c,0).

where € is a sufficiently small positive number. One of our problems is to determine
the condition for f or for C, which deduces A < B from the condition(x).

By Kubo-Ando theory [5], it is known that an operator mean o is related to
the operator monotone function f on [0,00) with f(1) = 1, that is, for A,B €
H,((0,00)), the operator mean AcB of A and B is represented as the following

form:
AoB = AY2f(A"Y2BA~Y?) AM?,

So we can naturally consider the following condition for X,Y € H,((0,00)) and
A, B € H, which is similar to above problem:

Yo(tA+ X) <Yo(tB+ X) for any 0 <t <, (**)

where ¢ is a sufficiently small positive number. Our results is as follows:



Theorem 1. The condition (**) implies A < B is equivalent to that X is a scalar
multiple of Y or the operator monotone function f associated with o has the form

at+b
&)= ct+d

2 Outline of Proof

We show the following:
Fact 1. When X = cY for some positive scalar ¢, (**) implies A < B.
Fact 2. When the operator monotone function f has the following form:

. at+b

a,b,c,d € R, ad —bc >0,
ct+d

f(#)
(**) implies A < B.
Fact 3. When X is not scalar multiple of Y and f does not have the form f(t) =

t+b
—*zti 7 then there exist positive operators A and B such that A ;{ B and they

satisfy the condition (**) for X, Y and f.
Combining these facts, we can get Theorem 1. So we will explain these facts.

Let f be an operator monotone function on J. For A € H,(J), we denote the
Fréchet derivative of f at A by Df(A), that is,

lim WA+ H) — f(4) - DA _,
I1E]—0 | H|| '

We remark Df(A) a bounded real linear operator on H,. We also denote the
directional derivative of f at A in the direction B by Df(A)(B), that is,

Df(A)(B) = % _of(A—l-tB).

We choose some unitary U such that

A1
A=UAU =
An

Then it is known that
Df(4)(B) = U(f1(A) o (U BU)U",

where fII(A) = (Fl(\;, \),

FO)=FO)
f[”(/\i,/\j) —_ {Tx“— Ai A
F(x) Ai = A
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and the notation o means Schur product of matrices.
Since f is operator monotone, f((A) becomes positive. When A = ¢,

fie) - fc)
e =]+ -
fiieg - f(c)

is positive and of rank 1. It is also known that the operator monotone function f

has the form f b
a
0=gva

if flI(A) is of rank 1 for some A # cI (see [3]).
The following proposition is a key idea of this paper:

Proposition 2. For A = (a;;) € H;}', we consider the map Sa: H, > B~ AoB €
H,. Then the following are equivalent:

(1) For B € H,, S4(B) >0 = B > 0.

(2) A is of strict rank 1, that is, there evists y = (y1 2 -+ n) Such that
A=yy and vz - #0.

(8) Sa(H7)=Hy.

(4) For any k,l (1 < k,l <n), agx > 0 and agcay — agay = 0.

We can prove (1) = (4) = (2) = (3) = (1). This proof has been written in [6].
Here we give only the part (1) = (4) = (2), because the rest part of proof is not so
difficult.

Proof. (1) = (4) When ax, = 0, we define B = (b;;) as follows:

by = {-1 if (6,5) = (k k)

0 otherwise

Since B # 0 and Syq(B) = Ao B =0 > 0, this contradicts to the assumption. So
agr, > 0 for all k.
The positivity of A implies that

Agk Akl > 0,

Qi au
in particular, axray — agay, > 0. We assume that agray — agay, > 0. We define
B = (b;;) as follows:

(1ol 5t 6. 5) = (k)

o
a . ..
by={ 5  EG)=0D
1 if (¢,7) = (k,1) or (I,k)

0 otherwise
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Since |ax|* = aman < agray, we have B # 0. But we have

la|  if (¢,5) = (k, k) or ({,1)
Qi if (4,7) = (k, 1)

ik if (4,7) = (I, k)

0 otherwise

(Ao B);; = ;
and A o B > 0. This contradicts to the assumption. So we can get the following:
ke, au > 0, apkan = agaw(= |aw/?).
(4) = (2) Define r, > 0 (k = 1,2,...,n) by the following relation:
Qre = T3

Then, for any k and [, we can choose 8(k,[) € R such that

ap = ryrie?®h,
and we may assume that the following relation:

e0(k0) e—ie(l,k)’ 00kk) — 1.

If we show the relation
ei@(k,l)eie(l,m) — ei@(k,m)

for any k,! and m, then we can see that A is of strict rank 1 as follows:

([
—~i6(1,2
e j( ) (7"1 roetd(1:2) ... rneiﬁ(l,n))
Krne—;a(l,n)
T1
16(2,1
= 7‘23’.(’) (7’1 T2610(1,2) rne“’(l’”))

\Tn ei;(n,l)

( 73 r1roeif1:2) ce T pe
i6(2,1) 5i0(1,n)

i6(1,n)

ror1 €1 p20i0(21)¢i0(1,2) FoTme
\anleie(n,l) Tnmew(n,l)ew(l,z) L rflew("’l)ew(l’")
( 7"% T1T2€i6(1’2) cee rlrneie(l:n)
ror €031 r2 oo rgr,if@m)
- = A.
\%7"1 eif(n,1) ToTo eib(n2) . ‘ r,%
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It suffices to show the relation e®kd)eiflhm) — ¢ib(km) in the case of each two of
k,l,m are different. By the positivity of A, we have

ke Gkl Qpm
ae  ay @ | > 0.
Amk Qml Qmm

Since
akk Gkl Okm T’% T.k,r.leif)(k,l) rk'rme’:"(’“’m)
ik au G | = | rirge®®R r? 17y €00™)
Amk Qml Gmm Tm"'kew(m’k) 'I‘m'f‘zew(m‘l) 7"72“
,rkew(k,l) 1 1 o Tkeiﬂ(l,k)
Tmew(m’l) a 1l 1 rmeio(l5m)
and
o = e~ i0k]) g=ib(Lm) gio(km)
we have
11 o
11 1]>0
a 11
Remarking that |o| =1 and
11 o -1 -1
0<({1 11 2 1,1 2 |)=a+a-2
all -1 -1
we can get = 1. So we have the desired relation. O

We now consider the condition, for C € H,(J) and A, B € Hy:
f(C+tA) < f(C+tB) forany 0 <t <e. (*)

Since

F(C+1A) ~ £(C) _ f(C+1B) - F(C)
t - t ’
we have Df(C)(A) < Df(C)(B), i.e., Df(C)(B — A) > 0. As stated above fl/(0)
is of strict rank 1 when C = cI or f(t) has the form (at + b)/(ct + d). Using the
property (1) in Proposition 2, we have the following:

Fact 1°. When C = cI for some scalar in J, (*) implies A < B.
Fact 2’. When the operator monotone function f on J has the following form:

_ at+b

a,b,c,d € R, ad — bc > 0,
ct+d

f(®)

(*) implies A < B.
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When f does not have the form (at + b)/(ct + d), f/(A) is not of rank 1 for

A= (3 2) (A # p € J). This means f'(\)f'(1) > fH(\ )% So we choose

H= (M h”) € H, with hy1, hoe > 0 and
ho1  haa

;I[E] () f’(l;) h11h22
Then H % 0 and Df(A)(H) = fl(A)o H > 0. Let A,B > 0 with H = B — A.

Since

hithag < |ha]? <

0 < Df(A)(H) = Df(A)(B) — Df(A)(A)
~ lim (f(tB+A) —f(A)  flA+A) - f(A))

t—0 t i
o fEB ) — FEA+ A)

t—0 t

?

there exists € > 0 such that
f(tB+A) — f(tA+A) >0

for 0 < ¢t < e. In the case, A £ B because H } 0.
Using the embedding

11 T12 o0 --- 0
Tor Zoz 0 0
H, > <CC11 $12> s 0 0O 0 --- 0 € H,,
T21 T22 : o e
0o o0 0 -0

we can prove the following:

Fact 3°. When C is not scalar operator in H,(J) and f does not have the form

t+b
f®) = 2 -I—{: 7 then there exist positive operators A and B such that A £ B and

they satlsfy the condition (*).

Using the relation of an operator monotone function f on (0,00) with f(1) =1
and the operator mean o related with f, i.e.,

AcB = Bl/2f<A_1/2BA_1/2)B1/2,

we can prove Fact i from Fact ¢ (i =1,2,3).
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