Comparison among Magnus/Floquet/Fer expansion schemes in solid-state NMR
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We here revisit expansion schemes used in nuclear magnetic resonance (NMR) for the calculation of effective Hamiltonians and propagators, namely, Magnus, Floquet, and Fer expansions. While all the expansion schemes are powerful methods there are subtle differences among them. To understand the differences, we performed explicit calculation for heteronuclear dipolar decoupling, cross-polarization, and rotary-resonance experiments in solid-state NMR. As the propagator from the Fer expansion takes the form of a product of sub-propagators, it enables us to appreciate effects of time-evolution under Hamiltonians with different orders separately. While 0th-order average Hamiltonian is the same for the three expansion schemes with the three cases examined, there is a case that the 2nd-order term for the Magnus/Floquet expansion is different from that obtained with the Fer expansion. The difference arises due to the separation of the 0th-order term in the Fer expansion. The separation enables us to appreciate time-evolution under the 0th-order average Hamiltonian, however, for that purpose, we use a so-called left-running Fer expansion. Comparison between the left-running Fer expansion and the Magnus expansion indicates that the sign of the odd orders in Magnus may better be reversed if one would like to consider its effect in order. © 2015 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4916324]

I. INTRODUCTION

In nuclear magnetic resonance (NMR), it is frequently necessary to examine effects of complex time-dependent spin interactions on NMR observables. The time dependence can arise from the time-dependent radiofrequency (RF) field and additionally from magic-angle spinning (MAS) in solid-state NMR. For a given time-dependent spin Hamiltonian \( H_0(t) \), the propagator is written as

\[
U(t) = T \exp(-i \int_0^t H_0(t')dt'),
\]

where \( T \) is the Dyson time-ordering operator. In case of calculating evolution of spins under periodic perturbations, such as multiple pulse sequences and/or sample rotation, the average Hamiltonian theory allows us to calculate a time-independent effective Hamiltonian, which is given as a kind of “average” of interactions over a cycle time \( \tau_c \) defined for a periodic Hamiltonian as \( H_0(t) = \mathcal{H}_0(t + \tau_c) \).

The time-independent effective Hamiltonian (the average Hamiltonian) is generally expanded to an infinite series of nth-order average Hamiltonians \( \mathcal{H}_n(t) \), whose magnitude decreases in order of \( n \). So far, the scheme called as the Magnus expansion has been a working horse in the average Hamiltonian theory. CW decoupling is examined first as its 0th-order Hamiltonian separately from those by higher-order Hamiltonians. For that purpose, we also examine so-called left-running Fer expansion and compare the three expansion schemes (Magnus/Floquet/Fer) for three representative experiments, namely, CW decoupling, cross-polarization (CP), and rotary-resonance recoupling (R3) under sample spinning. CW decoupling is examined first as its 0th-order Hamiltonian is 0, so that we can naively expect that the higher-order Hamiltonians are similar for the three expansion schemes. For CP and R3, their 0th-order Hamiltonians are not 0, and we expect to find some subtle differences among the three expansions.
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sion schemes. In fact for the R3 case, the 2nd-order average Hamiltonian obtained with the Magnus/Floquet expansion is different from that obtained by using the Fer expansion. We show that the latter Hamiltonian can also be derived approximately for the Magnus/Floquet expansion. It is concluded that the Fer expansion is more suitable for examination of solid-state NMR experiments.

II. THE AVERAGE HAMILTONIAN

A. Magnus/Floquet/Fer expansions

The propagator expressed in the form of an infinite expansion for the three expansion schemes can be written as

\[
U(\tau_c) = \exp(-i\tau_c \sum_{n=0}^{\infty} \mathcal{H}(n)) \quad (\text{the Magnus expansion})
\]

\[
= \exp(-i\tau_c \sum_{n=0}^{\infty} \mathcal{H}_n) \quad (\text{the Floquet expansion})
\]

\[
= \prod_{n=0}^{\infty} \exp(-i\tau_c \mathcal{H}_n^{\text{Fer}}) \quad (\text{the Fer expansion})
\]  

(2)

The first three terms for the Magnus expansion are given by \(^1-^3\)

\[
\mathcal{H}_0 = H_0, \quad \mathcal{H}_1 = \frac{1}{2} \sum_{k \neq 0} \frac{1}{k\omega} [H_{-k}, H_k] + \frac{1}{k\omega} [H_0, H_k],
\]

\[
\mathcal{H}_2 = \frac{1}{3} \sum_{k \neq 0, j \neq 0, k + j} \frac{1}{k j \omega^2} \left[ [H_j, [H_{-k-j}, H_k]] + \frac{1}{2} \sum_{k \neq 0} \frac{1}{k \omega^2} [H_k, [H_0, H_k]] - \frac{1}{2} \sum_{k \neq 0} \frac{1}{k \omega^2} [H_0, [H_0, H_k]] + \frac{1}{2} \sum_{k \neq 0, j \neq 0} \frac{1}{k j \omega^2} [H_j, [H_{-j}, H_k]] + \frac{1}{2} \sum_{k \neq 0, j \neq 0} \frac{1}{k j \omega^2} [H_j, [H_k, H_0]] \right].
\]  

(6)

Since these average Hamiltonians are derived directly from those using the Magnus expansion (Eq. (3)), it is natural to expect both to give identical results. In fact, we obtained the same Hamiltonians for the three test cases considered later. Hence, we shall use the notation used in Eq. (3) also for the Floquet expansion.

The Fer expansion is obtained by representing the solution of the time-dependent Schrödinger equation\(^4,12,13\)

\[
\frac{dU(t)}{dt} = -i\mathcal{H}(t)U(t).
\]  

(7)

as a product form of

\[
U(t) = \exp\{F(t)\}U(t)
\]

with

\[
F(t) = -i \int_0^t \mathcal{H}(t')dt'.
\]  

(9)

These lead to the next stage of the equation, which may be written as

\[
\frac{dU(t)}{dt} = -i\mathcal{H}(t)U(t).
\]  

(10)

With iterative substitution, the nth-order Hamiltonian \(\mathcal{H}_n(t)\) is obtained as

\[
\mathcal{H}_n(t) = \sum_{j=1}^{\infty} \frac{(-1)^j}{(j+1)!} ad_A^j \mathcal{H}^{n-1}(t), \quad n = 1, 2, \ldots
\]  

(11)

where \(ad_A\) is a linear operator whose action is written as

\[
ad_A B = [A, B], \quad ad_A^j B = [A, ad_A^{j-1} B], \quad \text{and} \quad ad_A^0 B = B
\]  

(12)

and

\[
F_n(t) = -i \int_0^t \mathcal{H}_n(t')dt'.
\]  

(13)

The \((n-1)\)th-order average Hamiltonian is simply given from \(F_n\) as

\[
\mathcal{H}(0) = \frac{1}{\tau_c} \int_0^{\tau_c} \mathcal{H}_0(t)dt,
\]

\[
\mathcal{H}^{(1)} = -i \frac{\tau_c}{2 \tau_c} \int_0^{\tau_c} dt_1 \int_0^{\tau_c} dt_2 [\mathcal{H}_0(t_2), \mathcal{H}_0(t_1)],
\]

\[
\mathcal{H}^{(2)} = -i \frac{\tau_c}{6 \tau_c} \int_0^{\tau_c} dt_3 \int_0^{\tau_c} dt_1 \int_0^{\tau_c} dt_2 [\mathcal{H}_0(t_3), [\mathcal{H}_0(t_2), \mathcal{H}_0(t_1)]] + [\mathcal{H}_0(t_1), [\mathcal{H}_0(t_2), \mathcal{H}_0(t_3)]]
\]

(3)

To apply the Floquet theory, we assume that the Hamiltonian is expanded in a Fourier series of the form

\[
\mathcal{H}_0(t) = \sum_{n=-\infty}^{\infty} H_n e^{int\omega},
\]

(4)

where \(\omega\) is the characteristic frequency and

\[
H_n = \frac{1}{\tau_c} \int_0^{\tau_c} dt \mathcal{H}_0(t) e^{-int\omega} \quad \text{and} \quad \omega = \frac{2\pi}{\tau_c}. \quad (5)
\]

Note that we assumed the so-called single-mode Floquet Hamiltonian for simplicity. The average Hamiltonians can be obtained by inserting Eq. (5) into Eq. (3), and the corresponding Hamiltonians are given by\(^7\)
The resulting $n$th-order Hamiltonian for the left-running Fer expansion ($\mathcal{H}_{n}^L(t)$) becomes
\[
\mathcal{H}_{n}^L(t) = \sum_{j=1}^{\infty} \frac{j}{(j+1)!} a_d^j \rho_{n,j}(t), \quad n = 1, 2, \ldots
\] (24)
with its expanded form being related to the right-handed ones (Eq. (16)) as
\[
\begin{align*}
\mathcal{H}_{n,0}^L(t) &= -\mathcal{H}_{n,0}(t), \\
\mathcal{H}_{n,1}^L(t) &= \mathcal{H}_{n,1}(t), \\
\mathcal{H}_{n,2}^L(t) &= -\mathcal{H}_{n,2}(t), \\
&\vdots \\
\end{align*}
\] (25)
and
\[
\mathcal{H}_{n,0}^{(L)} = \mathcal{H}_{n,0}^{(0)}. \tag{26}
\]
Alternatively, we apply the right-running Fer expansion to $U^{-1}$ as
\[
U^{-1}(t) = \prod_{n=0}^{\infty} \exp(i\tau_c \mathcal{H}_{n,0}^{(L)}) \tag{27}
\]
with
\[
F_n(t) = i \int_{0}^{t} \mathcal{H}_{n-1}^L(t') dt' \tag{28}
\]
and
\[
\mathcal{H}_{n,0}^{(L)} = -i \tau_c \mathcal{H}_{n,0}^{(0)}. \tag{29}
\]
Note that this also leads to Eq. (25). In the following, we shall use the right-running notation for simplicity unless otherwise stated.

### III. APPLICATION TO SPECIFIC PROBLEMS

Prior to calculation of average Hamiltonians for specific problems, we would like to discuss three key points envisaged by simple inspection of the above equations. The first key point may be realized if we compare the propagators with the 0th and 1st-order average Hamiltonians,
\[
U(\tau_c) \sim \exp\{-i\tau_c(\mathcal{H}^{(0)} + \mathcal{H}^{(1)})\}
\]
(the Magnus/Floquet expansion)
\[
\sim \exp\{-i\tau_c \mathcal{H}_{Fer}^{(0)}\} \exp\{-i\tau_c \mathcal{H}_{Fer}^{(1)}\} \quad \text{(the Fer expansion)}. \tag{30}
\]
These two are not equivalent unless $\mathcal{H}^{(0)} = \mathcal{H}_{Fer}^{(0)} = 0$ or $[\mathcal{H}^{(0)}, \mathcal{H}^{(1)}] = 0$. In the following, we examine three representative cases for a heteronuclear two-spin 1/2 system ($I$ and $S$); (1) $\mathcal{H}^{(0)} = \mathcal{H}_{Fer}^{(0)} = 0$ (CW decoupling), (2) $[\mathcal{H}^{(0)}, \mathcal{H}^{(1)}] = 0$ (CP), and (3) $[\mathcal{H}^{(0)}, \mathcal{H}^{(1)}] \neq 0$ (R3). The relationship among the average Hamiltonians for the third case is of particular interest.

The second key point is about the relative sizes of the average Hamiltonians in the Fer expansion. The 0th and 1st-order Hamiltonians to be considered should be $\mathcal{H}_{Fer}^{(0)}$ and $\mathcal{H}_{Fer}^{(1)}$, but which one is the 2nd-order? Is it $\mathcal{H}_{Fer}^{(1,0)}$ or $\mathcal{H}_{Fer}^{(2,0)}$?

How about the 3rd one? We will show in Sec. III A that it is
not difficult to evaluate the relative sizes among the average Hamiltonians obtained by using the Fer expansion; the 2nd-order Hamiltonian is $\mathcal{H}^{[2,0]}_{\text{Fer}}$ and the 3rd one is $\mathcal{H}^{[2,2]}_{\text{Fer}}$.

The last key point is the relation between the left-running Fer average Hamiltonian and the average Hamiltonian derived by using the Magnus/Floquet Hamiltonian. Equation (25) indicates some of the signs of the average Hamiltonians using the Magnus/Floquet expansion have to be changed if we want to consider the effect on time evolution of the density matrix in order from the 0th to higher-order corrections.

### A. CW decoupling: $\mathcal{H}^{(0)} = \mathcal{H}^{(0)}_{\text{Fer}} = 0$

Here, we examine the three expansion schemes by using heteronuclear decoupling as an example. In the doubly rotating frame of the $I$ and $S$ spins, the truncated dipolar interaction and the RF irradiation with intensity of $\omega_1$ along the $X$ axis of the $I$ spin for CW decoupling is given by

$$\mathcal{H} = dl_{Z}S_Z + \omega_1 I_X + \Delta \omega I_Z,$$

where $\Delta \omega$ denotes the off resonance, and the first term represents the dipolar interaction. The propagator $U(t) = \exp(-i\mathcal{H}t)$ is divided as

$$U = U_{d}U_{0},$$

$$U_{d} = \exp(-i\omega_1 I_X t),$$

$$U_{0} = T \exp(-i\int_{0}^{t} \mathcal{H}_0(t')dt'),$$

with the relevant Hamiltonian in the interaction frame defined by $U_{d}$ being

$$\mathcal{H}_0(t) = U_{d}^{-1}(dl_{Z}S_Z + \Delta \omega I_X)U_{d}$$

$$= A(I_Z \cos \omega t + I_Y \sin \omega t)$$

and

$$A = \Delta \omega + dS_Z.$$

(34)

The cycle time $\tau_c$ is defined by $U_d(\tau_c) = 1$, i.e.,

$$\tau_c = 2\pi/\omega_1.$$

(35)

In the following, we describe the calculation procedure using the Fer expansion rather closely. First, we calculate $F_1(t)$ as

$$F_1(t) = -i \int_{0}^{t} \mathcal{H}_0(t')dt'$$

$$= -i \frac{A}{\omega_1} \{I_Z \sin \omega t - I_Y (\cos \omega t - 1)\},$$

and the 0th-order average Hamiltonian is obtained as

$$\mathcal{H}^{[0]}_{\text{Fer}} = \frac{i F_1(\tau_c)}{\tau_c} = 0,$$

indicating good decoupling at the 0th-order. By using Eq. (16), we have the leading term in the 1st-order term as

$$\mathcal{H}_{1,0} = -\frac{1}{2} [F_1(t),\mathcal{H}_0(t)] = \frac{A^2}{2\omega_1} I_X (1 - \cos \omega t),$$

and the corresponding $F_{2,0}(t)$ term thus becomes

$$F_{2,0}(t) = -i \frac{A^2}{2\omega_1} I_X \int_{0}^{t} (1 - \cos \omega t')dt'$$

$$= -i \frac{A^2}{2\omega_1} I_X (t - \sin \omega t/\omega_1).$$

(39)

The 1st-order average Hamiltonian is therefore

$$\mathcal{H}^{[1,0]}_{\text{Fer}} = \frac{i F_{2,0}(\tau_c)}{\tau_c} = \frac{A^2}{2\omega_1} I_X.$$

(40)

Note that this does not affect the spectrum of the $S$ spin. Here, we have two "next" candidates; one is $\mathcal{H}^{[2,1]}_{\text{Fer}}$ and the other is $\mathcal{H}^{[2,0]}_{\text{Fer}}$ as the sizes of these two terms are in the same order ($A^3/\omega_1^2$). To evaluate $\mathcal{H}^{[2,0]}_{\text{Fer}}$, we write $\mathcal{H}_{2,0}(t)$ as

$$\mathcal{H}_{2,0}(t) = -\frac{1}{2} [F_2(t),\mathcal{H}_0(t)]$$

$$= -\frac{1}{2} \left( [F_{2,0},\mathcal{H}_0] + [F_{2,0},\mathcal{H}_{1,1}] + [F_{2,1},\mathcal{H}_{1,0}] + \cdots \right).$$

(41)

Since $F_{2,0}(t)$ is just the result of integral of $\mathcal{H}_{1,0}(t)$, they commute. Therefore, the leading term in Eq. (41) becomes 0. Note that this holds for the higher-order terms as well. Hence, the size of $\mathcal{H}^{[2,0]}_{\text{Fer}}$ should be smaller than $A^3/\omega_1^2$, and the next term we should examine is $\mathcal{H}^{[3,1]}_{\text{Fer}}$.

To calculate $\mathcal{H}^{[3,1]}_{\text{Fer}}$, we calculate $\mathcal{H}_{1,1}(t)$ as

$$\mathcal{H}_{1,1}(t) = \frac{1}{3} [F_3(t),[F_1(t),\mathcal{H}_0(t)]]$$

$$= \frac{1}{3} [F_1(t),-2\mathcal{H}_{1,0}(t)]$$

$$= \frac{A^3}{3\omega_1^3} \{ I_Y \sin \omega t (\cos \omega t - 1) + I_Z (\cos \omega t - 1)^2 \},$$

and the corresponding $F_{2,1}(t)$ is

$$F_{2,1}(t) = -i \int_{0}^{t} \mathcal{H}_{1,1}(t')dt'$$

$$= -i \frac{A^3}{3 \omega_1^3} \left\{ I_Y \left[ -3 + 4 \cos \omega t - \cos 2\omega t \right]$$

$$+ I_Z \left[ \frac{3}{2} - \frac{2 \sin \omega t}{\omega_1} + \frac{2 \sin 2\omega t}{4\omega_1} \right] \right\},$$

(43)

and its average becomes

$$\mathcal{H}^{[3,1]}_{\text{Fer}} = \frac{i F_{2,1}(\tau_c)}{\tau_c} = \frac{A^3}{2\omega_1^3} I_Z,$$

(44)

which is the 2nd-order average Hamiltonian in the Fer expansion.

For further pursuit of the higher orders, we now have to compare $\mathcal{H}_{1,2}$ and the second and the third terms in $\mathcal{H}_{2,0}$ (Eq. (41)). First, we calculate $\mathcal{H}_{1,2}$ as

$$\mathcal{H}_{1,2} = -\frac{1}{8} [F_1,[F_1,[F_1,\mathcal{H}_0]]]$$

$$= -\frac{1}{8} \left( F_{1,3} \mathcal{H}_{1,1} \right)$$

$$\vdots$$

$$= -\frac{A^4}{4\omega_1^4} I_X (\cos \omega t - 1)^2.$$
The average Hamiltonian thus becomes

\[ F_{2,2} = -i \int_0^t \! \! dr \mathcal{H}_{1,2} \]

\[ = -i \frac{A^4}{16 \omega_1^4} I_X (6 \omega_1 t - 8 \sin \omega_1 t + \sin 2 \omega_1 t) \]  \hspace{1cm} (46)

and

\[ \mathcal{H}_{\text{Fer}}^{(1,2)} = \frac{i F_{2,2}(\tau_c)}{\tau_c} = -\frac{3 A^4}{8 \omega_1^3} I_X. \]  \hspace{1cm} (47)

The second and the third terms in Eq. (41) are of \( A^2 \) order, hence, the next term (the 3rd-order average Hamiltonian) to be considered is \( \mathcal{H}_{\text{Fer}}^{(1,2)} \). In passing, the size of \( \mathcal{H}_{\text{Fer}}^{(2,1)} \), which is derived from \( \mathcal{H}_{2,1} = -\frac{1}{3} [F_2(t), \mathcal{H}(0)] \), \( \mathcal{H}_{2,0}(t) \), is \( \sim A^3/\omega_1^6 \). It is clear that the \( \mathcal{H}_{\text{Fer}}^{(n-1)} \) terms will emerge only as 6th-order corrections and can thus be ignored practically. To conclude, up to the 5th-order, the average Hamiltonians obtained by using the Magnus expansion are related to the 1st-order Hamiltonians by using the right-running Fer expansion as \( \overline{\mathcal{H}}^{(0)} = \mathcal{H}_{\text{Fer}}^{(1,1)} \) with \( i = 1, ..., 5 \). In other words, for most of practical NMR experiments, we only have to consider the first two sub-propagators for the Fer expansion \( U(\tau_c) = \exp(-i \tau_c \mathcal{H}_{\text{Fer}}^{(0)}) \exp(-i \tau_c \mathcal{H}_{\text{Fer}}^{(1)}) \) and can neglect the higher-order average Hamiltonians, \( \mathcal{H}_{\text{Fer}}^{(n-1)} \). As for the Magnus and Floquet expansions, after lengthy calculations, we confirmed that the average Hamiltonians using the two expansion schemes are identical and written as follows:

\[ \overline{\mathcal{H}}^{(0)} = 0, \]

\[ \overline{\mathcal{H}}^{(1)} = \frac{A^2}{2 \omega_1^4} I_X, \] \hspace{1cm} (48)

\[ \overline{\mathcal{H}}^{(2)} = \frac{A^3}{2 \omega_1^6} I_Z. \]

Note that \( \overline{\mathcal{H}}^{(1)} = \mathcal{H}_{\text{Fer}}^{(1,0)} \) and \( \overline{\mathcal{H}}^{(2)} = \mathcal{H}_{\text{Fer}}^{(1,1)} \). As the labor of calculation of the 3rd order for the Magnus/Floquet expansion is too heavy, we have not tried to obtain this for them. The propagators derived by using the three schemes become

\[ U(\tau_c) \sim \exp\{ -i \tau_c (\overline{\mathcal{H}}^{(1)} + \overline{\mathcal{H}}^{(2)} + \cdots) \} \] (the Magnus/Floquet expansion)

\[ \sim \exp\{ -i \tau_c (\overline{\mathcal{H}}_{\text{Fer}}^{(1,0)} + \mathcal{H}_{\text{Fer}}^{(1,1)} + \mathcal{H}_{\text{Fer}}^{(1,2)} + \cdots) \} \cdots \]

(the right-running Fer expansion)

\[ \sim \cdots \exp\{ -i \tau_c (\overline{\mathcal{H}}_{\text{Fer}}^{(1,0)} + \mathcal{H}_{\text{Fer}}^{(1,1)} - \mathcal{H}_{\text{Fer}}^{(1,2)} + \cdots) \}. \]

(49)

The propagator for the Magnus/Floquet expansion and that of the right-running Fer expansion is identical up to the 2nd order for the case of CW decoupling, which can be expected because the 0th-order Hamiltonian is 0 (\( \overline{\mathcal{H}}^{(0)} = \mathcal{H}_{\text{Fer}}^{(0)} = 0 \)). However, the propagator for the left-running Fer expansion indicates that application to a density operator must carefully be done as the former two propagators were built to appreciate the effects from higher-order to lower-order.

B. CP: \( [\overline{\mathcal{H}}^{(0)}, \overline{\mathcal{H}}^{(1)}] = 0 \)

The truncated Hamiltonian for the heteronuclear dipolar coupled two spins under double RF irradiation on both the \( I \) and \( S \) spin at “on resonance” is given by

\[ \mathcal{H} = d I_Z S_Z + \omega_1 I_X + \omega_1 S_X. \]

(50)

The relevant Hamiltonian in the interaction frame defined by \( U_d(t) = \exp\{ -i \omega_1 (I_X + S_X)t \} \) becomes

\[ \mathcal{H}_d(t) = \frac{d}{2} \{ I_Z S_Z + I_Y S_Y + (I_Y S_Z + I_Z S_Y) \sin 2 \omega_1 t + (I_Z S_Z - I_Y S_Y) \cos 2 \omega_1 t \}. \] \hspace{1cm} (51)

In this section, we simply show the calculated results as they are not controversial. The 0th-order average Hamiltonian is obtained straightforwardly as

\[ \overline{\mathcal{H}}^{(0)} = \overline{\mathcal{H}}_{\text{Fer}}^{(0)} = \frac{d}{2} (I_Z S_Z + I_Y S_Y). \] \hspace{1cm} (52)

After lengthy calculation, we obtain the 1st-order and the 2nd-order average Hamiltonians using the three expansion schemes as

\[ \overline{\mathcal{H}}^{(1)} = \overline{\mathcal{H}}_{\text{Fer}}^{(1,0)} = \frac{d^2}{16 \omega_1} (I_X + S_X), \]

\[ \overline{\mathcal{H}}^{(2)} = \overline{\mathcal{H}}_{\text{Fer}}^{(1,1)} = \frac{d^3}{64 \omega_1^2} (I_Z S_Z - I_Y S_Y). \] \hspace{1cm} (53)
The propagators for CP thus become

\[
U(\tau_c) \sim \exp\left[-i\tau_c \left\{ \frac{d}{2}(I_Z S_Z + I_Y S_Y) + \frac{d^2}{16\omega_1}(I_X + S_X) + \frac{d^3}{64\omega_1^2}(I_Z S_Z - I_Y S_Y) + \cdots \right\} \right]
\]

The geometric part of the heteronuclear dipolar interaction and MAS may be written as

\[
\bar{H}(0) = \frac{1}{\tau_c} \int_0^{\tau_c} \left\{ -\frac{1}{2} [F_i(t), H_0(t)] \right\} dt = \frac{1}{\tau_c} \int_0^{\tau_c} \left( \frac{A^2}{4\omega_1} I_X 2\omega_1 \sin 2\omega_1 t \right) dt = -\frac{A^2}{4\omega_1} I_X.
\]

Similarly, the 2nd-order term is obtained as

\[
\bar{H}_{\text{Fer}}^{(1)} = \frac{A}{16\omega_1^2} (4\pi I_Y - I_Z).
\]

Now, we calculate the average Hamiltonians using the Floquet expansion. We would like to mention that we have also calculated the average Hamiltonians for the Magnus expansion using Eq. (3) and had identical results. The \(H_n\) terms in (4) are given by

\[
H_0 = A I_Z,
\]

\[
H_{\pm 1} = \frac{A}{2} (I_Z \mp iI_Y).
\]

The 0th to the 2nd-order average Hamiltonians are obtained as

\[
\bar{H}_{\text{Fer}}^{(0)} = H_0 = A I_Z,
\]

\[
\bar{H}_{\text{Fer}}^{(1)} = -\frac{1}{16\omega_1^2} \left( \frac{1}{2\omega_1} [H_{-2}, H_2] + \frac{1}{-2\omega_1} [H_2, H_{-2}] \right) + \left( \frac{1}{2\omega_1} [H_0, H_2] + \frac{1}{-2\omega_1} [H_0, H_{-2}] \right) = -\frac{A^2}{4\omega_1} I_X.
\]
and
\[
\mathcal{H}^{(2)}_{\text{Fermi}} = \frac{1}{2} \left( \frac{1}{4\omega_1^2} [H_2, [H_0, H_2]] + \frac{1}{4\omega_1^2} [H_2, [H_0, H_2]] \right) - \frac{1}{2} \left( \frac{1}{4\omega_1^2} [H_0, [H_0, H_2]] + \frac{1}{4\omega_1^2} [H_0, [H_0, H_2]] \right) 
+ \frac{1}{4\omega_1^2} [H_2, [H_2, H_2]] + \frac{1}{4\omega_1^2} [H_2, [H_2, H_2]] \right) + \frac{1}{2} \left( \frac{1}{4\omega_1^2} [H_2, [H_0, H_0]] + \frac{1}{4\omega_1^2} [H_2, [H_0, H_0]] \right) 
- \frac{1}{4\omega_1^2} [H_2, [H_0, H_0]] - \frac{1}{4\omega_1^2} [H_2, [H_0, H_0]] \right) = C_1 \left( [I_Z - i\lambda Y, I_X] - [I_Z + i\lambda Y, I_X] \right) 
- \frac{A^3}{32\omega_1^2} \left( [I_Z - i\lambda Y, I_X] - [I_Z + i\lambda Y, I_X] + [I_Z - i\lambda Y, I_X] + [I_Z + i\lambda Y, I_X] \right) 
- \frac{A^3}{16\omega_1^2} I_Z.
\] (66)

It is thus apparent that the 2nd-order average Hamiltonian using the Fer expansion (Eq. (62)) and that using the Magnus/Floquet expansion (Eq. (66)) is different, and the corresponding propagators become
\[
U(\tau_c) \sim \exp\{-i\tau_c(AI_Z - \frac{A^2}{4\omega_1} I_X - \frac{A^3}{16\omega_1^2} I_Z)\}
\] (the Magnus/Floquet expansion) (67)
\[
\sim \exp\{-i\tau_c AI_Z\} \exp[-i\tau_c(-\frac{A^2}{4\omega_1} I_X + \frac{A^3}{16\omega_1^2} (-I_Z + 4\pi I_Y))] \] (the right-running Fer expansion) (68)

The different 2nd-order average Hamiltonians for the Magnus/Floquet and the Fer expansions may invoke the discrepancy found for the 1st-order Hamiltonians for the secular averaging theory (SAT) and the average Hamiltonian theory (AHT), which appears also for the case of non-zero 0th-order Hamiltonian. The present difference in Eqs. (67) and (68) is, however, not directly related to the discrepancy, and as shown below, the two propagators are, in fact, identical up to the 2nd order. Since the discrepancy between SAT and AHT arises by expanding its applicability to all times in SAT, the equivalence of the two expansions examined in this work is understandable as the present calculation is limited at multiples of the cycle time (stroboscopic observation). Equivalence between averaging theories, namely, SAT, AHT, and the van Vleck transformation, was discussed in details by Llor. Relation between the conventional stroboscopic Hamiltonian and the van Vleck effective Hamiltonian in the framework of the Floquet Hamiltonian theory was discussed extensively by Leskes et al.

The apparent difference in Eqs. (67) and (68) may be explained as follows. We adopt the following theorem about the exponential function of two operators, X and Y, and their commutator Z = [X, Y]. When both X and Y commute with Z, then
\[
\exp(X + Y) = \exp(X) \exp(Y - Z/2).
\] (69)

This theorem cannot be applied to separate AI_Z from \( \frac{A^2}{4\omega_1} I_X + \frac{A^3}{16\omega_1^2} I_Z \) in Eq. (67) as they do not commute. Here, we assume that it can be applied approximately. By putting
\[
X = -i\tau_c AI_Z
\] (70)

and
\[
Y = i\tau_c \left( \frac{A^2}{4\omega_1} I_X + \frac{A^3}{16\omega_1^2} I_Z \right),
\] (71)
we have
\[
Z = i\tau_c \frac{A^3}{4\omega_1} I_Y.
\] (72)

Hence, we approximately have
\[
\exp(X + Y) = \exp\{-i\tau_c(AI_Z - \frac{A^2}{4\omega_1} I_X - \frac{A^3}{16\omega_1^2} I_Z)\} \sim \exp\{-i\tau_c AI_Z\} \times \exp\{-i\tau_c(-\frac{A^2}{4\omega_1} I_X + \frac{A^3}{4\omega_1^2} I_Y - \frac{A^3}{16\omega_1^2} I_Z)\}.
\] (73)

Indeed, the difference in the 2nd-order terms for the Magnus/Floquet expansion and the Fer expansion arises from the separation of the 0th-order average Hamiltonian in the Fer expansion.

With the left-running Fer propagator for Eq. (68), it is easy to calculate time evolution of the S transverse magnetization under R3 as
\[
\rho(\tau_c) = U(\tau_c) S_X U(\tau_c)^{-1} = U(\tau_c) (S_X \cos \left( \frac{dm}{2} \tau_c \right) + S_Y \sin \left( \frac{dm}{2} \tau_c \right)) U(\tau_c)^{-1},
\] (74)
with U(\tau_c) being the 1st-order correction term as
\[
U(\tau_c) = \exp\{-i\tau_c\left( \frac{A^2}{4\omega_1} I_X + \frac{A^3}{16\omega_1^2} (-I_Z + 4\pi I_Y) \right)\}
\] (75)
and m = ±1/2 being the eigenvalues of I_Z. Note that S_X \cos \left( \frac{dm}{2} \tau_c \right) + S_Y \sin \left( \frac{dm}{2} \tau_c \right) in Eq. (74) represents the desired and ideally recoupled S resonance. It is notable that calculation of the time evolution is not straightforward when we adopt the right-running version (Eq. (68)) or the Magnus propagator. Hence, we claim that the separation of the 0th-order average Hamiltonian from the higher-order terms is one of the advantages of using the left-running Fer expansion, which in certain cases makes calculation easier.

Another advantage of the Fer expansion may be appreciated if we consider a case of (\pi A)/\omega_1 > 1. Note that this condition can be consistent with the convergence condition of A/\omega_1 < 1 for these expansions. For (\pi A)/\omega_1 > 1, the leading
term in $U_1$ becomes the $I_\tau$ term:

$$U_1(\tau_c) \sim \exp(-i\tau_c \frac{\pi A^3}{4\omega_1 I_\tau}),$$  \hspace{1cm} (76)$$

which is different from that of the 1st-order average Hamiltonian derived with the Magnus/Floquet expansion. This clearly shows that, in modification of a certain pulse sequence, the largest correction term obtained by using the Magnus expansion may not be the right one as some cross terms, which are deduced automatically in the Fer expansion, can be larger and thus must be considered first.

IV. CONCLUSIONS

Detailed calculations are shown for three common experiments in solid-state NMR to highlight the similarities and differences among the average Hamiltonian theories with the Magnus expansion, the Floquet theory, and the Fer expansion schemes. While the first two are common in solid-state NMR field, the Fer method is a relative new comer although the mathematical formalism has been known for several decades.

We showed that, while the Magnus/Floquet expansion schemes give us a clear perspective of the size of the correction associated with the order $n$, the Fer does not. Instead, the calculation involved in the Fer expansion is much less than that in the Magnus expansion. Our calculations suggest that the Fer expansion is easier in the tabulation of higher-order terms than the other methods. There have been experiments suggested recently making use of such higher-order terms, and we believe Fer expansion method could shed more light in such a scenario.\(^{18}\)

Since the Fer expansion employs the form of a product of sub-propagators, it appears that the Fer expansion is suitable for examination of time-dependence of the density matrix for each average Hamiltonian at different orders. It becomes, however, clear that the 1st to 5th-order average Hamiltonians, which are enough to examine an NMR experiment, are included in the 1st correction of the Fer expansion. The most salient feature of the Fer expansion is therefore appreciable only when the 0th-order average Hamiltonian is not 0. We showed that for a $[\mathbf{H}^{(0)}, \mathbf{H}^{(1)}] \neq 0$ case, correction arising from the separation of $\mathbf{H}^{(0)}$ from others would manifest itself as a second-order correction in the Fer expansion. This term can be important as the relative size of this one can be larger than the other 1st and 2nd-order terms.

It is shown that the average Hamiltonians obtained by using the Magnus expansion are similar to those by using the right-running Fer expansion. By comparing with those obtained by the left-running Fer expansion (Eq. (49)), we suggest that, when we appreciate time-evolution of a density matrix evolved under 0th to higher-order average Hamiltonian in order, the sign of the odd-order terms obtained by using the Magnus expansion should be reversed. This, however, may not be very crucial, since in some cases the eigenvalues of the spin operators involved in the odd-order terms is binary, i.e., $\pm 1/2$ for spin $= 1/2$. Hence, the sign of the odd-order term does not affect the result. Further, for most of the multiple pulse sequences, the sequence is constructed to be symmetric $(\mathbf{H}_0(t) = \mathbf{H}_0(\tau_c - t))$ to remove the odd terms.\(^2\)