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Abstract 
Analysis of surface water flows is of central importance in understanding and 

predicting a wide range of water engineering issues. Dynamics of surface water is 
reasonably well described using the shallow water equations (SWEs) with the 
hydrostatic pressure assumption. The SWEs are non-linear hyperbolic partial 
differential equations that are in general required to be solved numerically. Application 
of a simple and efficient numerical model is desirable for solving the SWEs in practical 
problems. This study develops a new numerical model of the depth averaged 
horizontally 2-D SWEs, referred to as 2-D finite element/volume method (2-D FEVM) 
model. The continuity equation is solved with the conforming, standard Galerkin finite 
element method scheme and the momentum equations with an upwind, cell-centered 
finite volume method scheme, utilizing the water surface elevation and the line 
discharges as unknowns aligned in a staggered manner. The 2-D FEVM model relies on 
neither Riemann solvers nor high-resolution algorithms in order to serve as a simple 
numerical model. Water at a rest state is exactly preserved in the model. A fully explicit 
temporal integration is achieved in the model using an efficient approximate matrix 
inversion method. A series of test problems, containing three benchmark problems and 
three experiments of transcritical flows, are carried out to assess accuracy and versatility 
of the model. 
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1. Introduction 
 
Analysis of surface water flows is of central importance in understanding and 

predicting a wide range of water engineering issues. Dynamics of surface water is 
reasonably well described using the shallow water equations (SWEs) with the 
hydrostatic pressure assumption. The SWEs consist of non-linear hyperbolic partial 
differential equations that describe conservation of mass and momentum in a surface 
water body as an incompressible fluid. Although the SWEs are simple compared with 
the three-dimensional non-hydrostatic models [1-3], they adequately describe various 
practically important flows such as river flows, dam break flash floods, and tidal flows 
in estuaries [4-6]. The SWEs have also been used in analyzing transport phenomena in 
shallow water bodies [7, 8]. 

Analytical solutions to the SWEs are available only for a limited number of cases 
[9-12]. The SWEs are therefore in general numerically solved in applications. 
Numerical models based on the cross-sectionally averaged 1-D and the depth averaged 
horizontally 2-D SWEs have extensively been applied to both scientific and engineering 
problems. Researches showed that the 1-D models are sufficient for simulating the 
flows traveling down narrow and steep channels [13-15]. 1-D models equipped with 
internal boundary conditions have been used in simulating the flows in open channel 
networks, such as urban and agricultural drainage systems, river networks, and 
multi-channel estuaries [16-18]. On the other hand, 2-D models are necessary when the 
flow has inherently 2-D structures in the horizontal directions such that 1-D models 
cannot appropriately capture [19, 20]. 

Among various numerical models of the SWEs, those utilizing the finite volume 
method (FVM) have been accepted as the most effective because of their inherent 
conservation property and high ability to handle flows in complex geometries. Most of 
the FVM models are based on Riemann solvers, which use approximate [21, 22] or 
exact solutions [23] to local Riemann problems in evaluation of numerical fluxes. Toro 
and Garcia-Navarro [24] provided an extensive review of the Riemann solvers. 
High-resolution algorithms such as slope limiter [25, 26] and adaptive remeshing [27, 
28] also are widely used numerical techniques.  

On the other hand, some researchers developed simple and sufficiently accurate 
numerical models of the SWEs utilizing neither Riemann solvers nor high-resolution 
algorithms. Van Reeuwijk [29] proposed a central FVM model of the 2-D SWEs for 
structured mesh that correctly conserves both mass, momentum, and energy, which has 
later been extended to be used with unstructured mesh [30]. Shi et al. [31] developed a 
projection type FVM model of the viscous 2-D SWEs having source terms. Finite 
element method (FEM) models and FVM models based on dual mesh (staggered mesh), 
such as the median mesh [32] and the Voronoi diagram [33], have practically been used 
because of their high abilities to suppress spurious oscillations and accuracy to conserve 
both mass and momentum [34, 35]. Analogous numerical models have been applied to 
both the compressible and incompressible Navier-Stokes equations [36, 37], the Euler 
equations [30, 38], and the Boussinesq equations for dispersive wave dynamics [39]. 
Numerical models concurrently using both the FEM and FVM techniques, here referred 
to as FEVM (Finite Element/Volume Method) models, are among the most simple and 
effective ones to solve the SWEs [40, 41]. Compatibility between FEM schemes and 
cell-centered FVM schemes helps develop successful FEVM models that take 



advantages of both of the numerical schemes [42-44]. Sparse element formulation for 
the SWEs presented in Mewis [45], which uses linear and constant basis for the water 
depth and the velocities, respectively, can be regarded as an FEVM model. Wang and 
Liu [46] developed an FEVM model of the viscous 2-D SWEs. One of the authors 
showed that the 1-D FEVM models for the 1-D SWEs that apply the standard Galerkin 
FEM scheme and an upwind, cell-centered FVM scheme to the continuity equation and 
the momentum equation, respectively, exhibit satisfactory accuracy to simulate 
subcritical, supercritical, and transcritical flows in both idealized and engineering 
problems [47-49]. The FEVM models consistently deal with channel bends and 
junctions in terms of a corrected momentum flux method. The use of a staggered 
alignment for the unknowns, which are the nodal water surface elevation and the 
elemental discharge, is essential in the 1-D FEVM models to compute steady and 
transient solutions that the conventional FEM models fail [50, 51]. FVM counterparts of 
the 1-D FEVM models have also been developed by the authors [52, 53]. Artificial 
dissipative terms and shock capturing terms [54-56] are not utilized in the 1-D FEVM 
models. The FEM scheme used in the models are conforming in terms of that their test 
functions are globally continuous, which is not the case for some of the Petrov-Galerkin 
FEM schemes [57, 58]. The 1-D FEVM models exactly preserve water at a rest state, 
and do not utilize any water surface reconstruction algorithms [59-61]. The 1-D FEVM 
models are sufficiently accurate and robust for a wide range of problems; however, 
clearly the models cannot be applied to the flows having horizontally 2-D structures.  

This study develops a new FEVM model of the 2-D SWEs, referred to as 2-D 
FEVM model, for subcritical, supercritical, and transcritical flows with horizontally 2-D 
structures such that 1-D models cannot appropriately capture. The 2-D FEVM model is 
a 2-D counterpart of the 1-D FEVM models [47-49]. Spatial discretization of the model 
is based on triangular mesh. As with the 1-D FEVM model, the continuity equation is 
solved using the standard Galerkin FEM scheme with linear basis and the momentum 
equations using an upwind, cell-centered finite FVM scheme, so that discrete 
conservation of mass and momentum are achieved without complex interpolation 
algorithms. Since the 2-D FEVM model uses a non-lumped discretization for the 
temporal term as in typical FEM models, application of a linear system solver is 
required at each time step to carry out the temporal integration, even if an explicit 
method is utilized. This problem can be avoided by the use of a mass-lumping for the 
temporal term analogous to some of the vertex-centered FVM models [62, 63]. 
Although the mass-lumping serves as a simple and efficient computational strategy, 
researches pointed out its disadvantages that should not be overlooked. Application of 
the mass-lumping results in the loss of phase accuracy [64, 65] and adds significant 
artificial dissipation [66]. Fang and Sheu [67] proposed an efficient and accurate 
iterative temporal integration method for an FEM model of the 2-D SWEs, which is 
based on a combined use of both lumped and non-lumped mass matrices. Guermond 
and Pasuquetti [68] developed an approximated matrix inversion method for the 
non-lumped discretization of hyperbolic partial differential equations, which does not 
rely on any linear system solvers and thus does not spoil advantages of the explicit 
methods. Application of such an effective algorithm is necessary in practical analysis so 
that both accuracy and efficiency of a model are not degraded. Temporal integration of 
the 2-D FEVM model is therefore carried out using the matrix inversion algorithm [68]. 
Accuracy of the model is verified with a series of test problems that contain three 



benchmark problems and three experiments of transcritical flows. The last one of the 
experimental flows in particular serves as a severe 2-D test case that involves 
conversion and diversion of the flows, a hydraulic jump, oblique shocks, and a 
hydraulic bore propagating upstream. 

The remainder of this paper is organized as follows. A concise introduction is 
given for the 2-D SWEs in Section 2. The 2-D FEVM model is presented in Section 3. 
In Section 4, the 2-D FEVM model is verified with the test problems. Section 5 
provides conclusions of this study. 
 
2. 2-D SWEs 

 
The 2-D SWEs represent conservation of mass and momentum in a hydrostatic 

surface water body [69]. The 2-D SWEs used in this study are in a conservative form, 
which are appropriate for simulating not only gradually varied flows but also rapidly 
varied flows involving transitions. The 2-D SWEs on the Cartesian x y z- -  
coordinates consist of the continuity equation 
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where t  is the time, h  is the water surface elevation,  ( )h zh= -  is the water depth, 
g  is the acceleration due to gravity, p  and q  are the line discharges in the x  and 
y  directions, respectively. xf  and yf  are the friction slopes in the x  and y  
directions, which are given by the Manning’s formulae 
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respectively, where n  is the Manning’s coefficient which is assumed constant in this 
study. 
 
3. Finite element/volume method (FEVM) model 

 

3.1 Computational mesh 
 
The proposed 2-D FEVM model applies the standard Galerkin FEM scheme with 

linear basis to the continuity equation (1) and an upwind, cell-centered FVM scheme to 
the momentum equations (2) and (3). The model uses the water surface elevation h  



and the line discharges p  and q  as unknowns. The horizontally 2-D domain W  is 
firstly divided into a triangular mesh consisting of non-overlapping regular triangular 
elements [70]. The elements and the nodes are indexed with the natural numbers. The 
total numbers of elements and nodes are denoted by eN  and nN , respectively. The i
th node is denoted by Pi . The kth element is denoted by kW . The area of kW  is 
represented by kA . The three edges of kW  are denoted counterclockwise by ( ),1e k th 

edge, ( ), 2e k th edge, and ( ),3e k th edge. Length of ( ),e k m  is denoted by ,k ml . The 

two nodes that bound the edge ( ),e k m  are denoted as ( ), ,1k me th node and 

( ), , 2k me th node in an counterclockwise manner. The element that shares the edge 

( ),e k m  with kW  is denoted by the ( ),k mi th element, namely ( ),k miW . The number 

of elements that share Pi  is denoted by ( )in . The j th element shearing Pi  is 
denoted as ( ),i jkW . The element ( ),i jkW  has three nodes; one of them is the i th node, 

and the others are referred to as the ( ), ,1i jm th node and the ( ), , 2i jm th node in a 
counterclockwise manner. Length of the edge bounded by ( ), ,1P i jm  and ( ), ,2P i jm  is 

denoted by ,i jL . Figures 1(a) and 1(b) show schematic diagrams of the triangular mesh. 
The water surface elevation h  is attributed to the nodes whereas the line discharges 
p  and q  to the elements. The nodal h  at Pi  is denoted by ih . Distribution of the 

discretized h  within an element is assumed to linearly interpolate the nodal values. 
The water depth h  and the bed topography z  are distributed to the nodes in the same 
way as the water surface elevation h . The elemental p  and q  in kW  are denoted 
as kp  and kq , respectively. Application of the 2-D FEVM model to the problems with 
wet and dry interfaces is not the subject of this study, and will be focused on in future 
works. The water depth h  is therefore assumed to be positive in this study. 
 

 
Figure 1 Schematic diagrams of triangular mesh. 



3.2 Spatial discretization 

 

3.2.1 Continuity equation 
 
The continuity equation (1) can be represented as the weak form 

 *d d d dw ww x y p q x y Q
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for a test function w  with its compact support w  in W . The right hand side of (6), 
namely *Q , represents boundary integral terms. The standard Galerkin FEM scheme 
with the continuous, linear basis on the triangular mesh is used to spatially discretize (6). 
The weight function associated with the node Pi  is denoted by iw . The support of iw , 
denoted by iw , is given by the closed set of the elements shearing the node Pi  as 
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Substituting iw  into (6) yields 
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The first term of the left hand side of (8), namely the temporal term, is calculated as 
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The second term of the left hand side of (8) is calculated as 
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where ( ), , , ,,i j x i j yn n  is the outward unit normal vector on the edge bounded by the 

nodes ( ), ,1P i jm  and ( ), ,2P i jm . Consequently, (8) results in 
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 (11) 
The proposed spatial discretization for the continuity equation ensures conservation of 
mass because the second term of the left hand side of (11) is in a flux form analogous to 
some of the vertex-centered FVM schemes [63]. 
 
3.2.2 Momentum equations 

 
An upwind, cell-centered FVM scheme on the triangular mesh is used to spatially 

discretize the momentum equations (2) and (3). Application of the FVM scheme to (2) 
and (3) on the element kW  as a control volume leads to 
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respectively, where nV  is the velocity defined on the boundary of kW . The momentum 
fluxes ( ) ( ),n e k m

pV  and ( ) ( ),n e k m
qV  on the edge ( ),e k m  are determined from an 

upwind evaluation method utilizing local Froude number as a weight. Let f  denote p  
or q . The momentum flux evaluation method presented here is a 2-D counterpart of 
that used in the 1-D FEVM model [49]. The method is heuristic, but its accuracy for 
1-D problems was extensively verified through a number of benchmark problems. First, 
the velocity on the edge ( ),e k m  of kW  is calculated as 
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with the upwinding index 
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and the square of local Froude number 
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where  ( ), , , ,,k m x k m yn n  is the outward unit normal vector on ( ),e k m , ( ),e k mh  is the 

averaged water depth on ( ),e k m , which is calculated as 
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The upwinding index ,k mq  in (15) is determined so that the momentum flux is 
evaluated using the information of the upstream when the flow is supercritical 
depending on the magnitude of the local Froude number ,k mFr . The upwind water depth 

, ,upk mh  is determined as follows. Let ,k ml  be the straight line parallel to the vector 

( ),k kp q  and passing the middle point of the edge ( ),e k m . If the vector ( ),k kp q  is 

directing outward of ( ),e k m  then the line ,k ml  intersects with the boundary of kW  
at another point and , ,upk mh  is determined as the water depth at that point. Otherwise, 

, ,upk mh  is set equal to ( ),e k mh . The elemental momentum flux ( ) ( ),n e k m
Vf  on ( ),e k m  

of the triangular cell kW  is determined as 
  ( ) ( ) ( ),,n k e k me k m

V Vf f= . (18) 

The momentum flux on ( ),e k m  is finally determined by extending up the elemental 



fluxes in kW  and ( ),k miW  as 

 ( ) ( ) ( )( ) ( ) ( )( )( ) ( ) ( )( ), , ,, , , ,,n ke k m e k m k me k m m e k m me k m
V H V V H V Vii if f f¢ ¢= - -  (19) 

where H  is the Heaviside’s step function and the integer m¢  is chosen so that the 
edge ( ),e k m  coincides with the edge ( )( ), ,e k m mi ¢ . Momentum fluxes are directly 

specified if necessary when the edge ( ),e k m  is a part of the boundary of the domain 
W . 

The gravitational source terms in (12) and (13) are evaluated on the basis of the 
linearity of h , h , and z  in kW  as 
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where kh  is the water depth at the center of gravity of kW . The partial differences 
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 in (20) and (21) are spatially constant in kW , which are 

accordingly calculated utilizing the fact that the water surface elevation h  is linearly 
interpolated in each element. Evaluation of the friction slopes xf  and yf  is carried 

out using the elemental values kh , kp  and kq . The 2-D FEVM model exactly 
preserves water at a rest state without any special treatments of the source terms because 
it discretizes the gravitational source terms directly utilizing the water surface elevation 
h  as shown in (20) and (21). 
 
3.3 Temporal integration 

 
The 2-D FEVM model uses an explicit method in its temporal integration. The 

second-order Runge-Kutta method [71] is applied to the temporal integration 
incorporating boundary conditions if necessary. A higher order method, such as the 
fourth-order Runge-Kutta method, is also implementable in the temporal integration; 
however, preliminary computation showed that the application of the second-order 
Runge-Kutta method is satisfactory for the problems presented in the next section. The 
2-D FEVM model utilizes the efficient approximated matrix inversion method proposed 
in Guermond and Pasuquetti [68] so that a fully explicit temporal integration is achieved. 
Now the inverse of the mass matrix ,i iM M ¢é ù= ë û  for the spatially discretized continuity 

equation (11), which is given by an nN –dimensional positive definite matrix, is 
approximated as 
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where I  is the nN –dimensional identity matrix, 1d ³  is a fixed integer, B  is the 



nN –dimensional square matrix whose spectral radius is always smaller than 1, which is 
defined as 
 ( )1B N N M-= - , (23) 

and { }n1 Ndiag , ,N N N=   is the nN –dimensional lumped mass matrix whose i th 
entry is given by 
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In this study, the integer d  in (22) is fixed to 2 as Guermond and Pasuquetti [68] 
recommended. It has been confirmed that increasing d  does not significantly alter the 
numerical solutions presented below.  
 
4. Numerical tests 

 
The 2-D FEVM model is validated through a series of test problems containing 

three benchmark problems and three hydraulic experiments; these are steady flows over 
a bump [72], a partial dam break problem [73], an oblique hydraulic jump [74], steady 
transcritical flows in a sharply bending channel [48], and hydraulic bores in a 
rectangular flume with and without an obstacle [49]. Computational meshes for the test 
problems are created using a free unstructured mesh generator Voro Ver 3.17 (available 
at http://www32.ocn.ne.jp/~yss/voro.html.).  
 
4.1 Steady flows over a bump 

 
Steady flows over a bump are standard test problems to check accuracy of a 

numerical model to discretize the gravitational source terms of the momentum equations 
with a non-flat bed [72]. A 20 m long frictionless rectangular channel with the width of 
0.6 m is considered as the domain ( ) ( )0 m, 20 m 0.0 m, 0.6 mW = ´ . The bed 
topography of the channel is given by 
 ( ){ }2max 0,0.2 0.05 10z x= - - . (25) 

Three different cases, which are BUMPs A through C, are examined. Inflow line 
discharges for BUMPs A, B, and C are specified as 4.42 m2/s, 1.53 m2/s, and 0.18 m2/s, 
respectively. Analytical steady solutions under the different boundary conditions are 
obtained with the help of Bernoulli’s principle and the relation of the sequent depth for a 
hydraulic jump. The analytical steady solutions to BUMPs A, B, and C are a subcritical 
flow with a depression on the bump, a transcritical flow without hydraulic jump, and a 
transcritical flow with a hydraulic jump at the position of 11.667x =  m, respectively. 
These solutions are essentially 1-D along the channel and do not vary in the y
-direction, namely 0q =  m2/s in the entire domain. Initial guesses are fixed to 0.5h =  
m and 0p q= =  m2/s in the entire domain. Inflow momentum flux inF  is prescribed 
on the upstream boundary of the channel as 

 
2
in

in
in

pF
h

=  (26) 

http://www32.ocn.ne.jp/~yss/voro.html


where inp  is the inflow line discharge in the x  direction and inh  is the water depth 
at the middle point of the edge where the momentum flux is specified. The exact 
downstream water depths of 2.00 mh =  and 0.33 mh =  are directly specified in 
BUMPs A and C because their analytical solutions present subcritical outflows. On the 
other hand, in BUMP B, a free outflow boundary condition is specified on the 
downstream boundary because its analytical solution presents a supercritical outflow. A 
slip condition is specified on side walls of the channel. The domain W  is discretized 
into a computational mesh with eN 3,992=  elements and nN 2, 255=  nodes. The 
time increment is set as 0.0025 s. 

Figure 2 shows the analytical steady water surface profile and the scatter plots of 
the computed steady nodal water depths for each computational case. Steady numerical 
solutions are successfully obtained starting from the specified initial guesses 
incorporating the boundary conditions. Figure 3 shows an enlarged view of the 
computed water surface profile of BUMP C around the bump. Overall accuracy of the 
2-D FEVM model is satisfactory, only minor errors in the water levels are observed for 
BUMPs A and B in particular. Computed transition from subcritical to supercritical in 
BUMP B is smooth similar to that of the analytical solution, which cannot be 
appropriately handled using some of the conventional models [75]. The constant water 
depth regions upstream and downstream of the bumps are correctly reproduced in each 
computational case. The computed solution for BUMP C is oscillatory around the 
hydraulic jump. The high-order polynomial interpolation functions and gradient 
reconstruction techniques for the source terms in the momentum equations in published 
models [76, 77] will suppress the numerical oscillations, but forfeiting the simplicity of 
the 2-D FEVM model. The order of the line discharge q  is smaller than ( )310O -  
m2/s in each computational case except for around the hydraulic jump in BUMP C 
where the maximum order of q  is ( )210O - . However, the position of the hydraulic 
jump is accurately reproduced and the oscillations are observed only around the 
hydraulic jump not spreading out in the entire domain as in some of the conventional 
numerical models [78].  
 



 
Figure 2 Computed water surface profiles for the steady flows over a bump. 

 

 
Figure 3 Enlarged view of the computed water surface profile for BUMP C. 

 

4.2 Partial dam break problem 
 
The 2-D FEVM model is verified with a partial dam break problem in a flat and 

frictionless basin. The model with the lumped mass matrix N , referred to as the 



lumped model, is also applied to the problem to see influence of the mass-lumping on 
dispersive and dissipative natures of numerical solutions. For this problem, the 2-D 
FEVM model is referred to as the original model to distinguish it from the lumped 
counterpart. Figure 4 shows the computational domain W  for this test problem. Two 
regions of still water with the water depths of 10 m (upstream basin) and 5 m 
(downstream basin) are separated by an infinitesimally thin dam set along the line 

100x =  m, which is instantaneously and partially removed with the width of 75 m at 
the initial time 0t =  s. The partial removal of the dam generates a bore progressing 
downstream and a depression wave moving upstream. This type of test problems has 
widely been used as important benchmarks to verify capability of numerical models to 
handle transient flows involving bores and depression waves [79-86]. The domain W  
is discretized into a computational mesh with eN 6,738=  elements and nN 3,523=  
nodes. The time increment is set as 0.01 s.  

Figures 5 and 6 show the computed water surface profiles with the original model 
and the lumped model at the time 7.2t =  s, respectively. The computed flow fields 
were entirely subcritical. Both the water surface profiles reasonably well capture the 
transient nature of the flow. As expected, the computational results are diffusive 
compared with those of the recent high-resolution models [85, 87]. Nevertheless, the 
results are less diffusive than those of the first order models [88, 89] and are comparable 
with some of the high-resolution models [90, 91].  

The computational results with the two numerical models are qualitatively 
different; the lumped model preserves the monotonic surface water profiles of the 
depression wave upstream of the dam, while the original model gives slightly dispersive 
nature due to the use of the standard Galerkin FEM scheme. Similar results have been 
obtained for the 1-D models [49, 52]. The computed front of the bore with the lumped 
model is slightly smoother than that of with the original model, indicating less 
dissipative nature of the approximated matrix inversion method used in this study. The 
computational results show validity of the proposed FEVM model against the transient 
flows with horizontally 2-D structures. 
 

 
Figure 4 Computational domain for the partial dam break problem. 

 



 
Figure 5 Computed water surface profile of the partial dam break problem using the 

original model. 
 

 
Figure 6 Computed water surface profile of the partial dam break problem using the 

lumped model. 
 
4.3 Oblique hydraulic jump 

 
An oblique hydraulic jump in a flat, frictionless converging channel is considered 

(Figure 7). An inflowing supercritical flow from the upstream boundary hits the 
convergent wall generating an oblique, supercritical hydraulic jump. Steady transition 
from supercritical to supercritical via a hydraulic jump cannot be reproduced by the 1-D 
SWEs. The angle between the converging wall and the inflow direction is set as 8.95 
deg. A supercritical inflow with the water depth of 1.0 m and the velocity of 8.57 m/s 



are imposed on the upstream boundary in terms of the line discharge and the momentum 
flux. A free outflow condition is specified on the downstream boundary. Other 
boundaries are treated as slip walls. Initial guesses are set as 1hh = =  m, 8.57p =  
m2/s, and 0q =  m2/s, which amount to the Froude number of 2.74. This test problem is 
a common benchmark to verify capability of numerical models to handle steady 
supercritical flows involving shocks. Analytical solution to this test problem is available 
in the literature [74]. According to Alcrudo and Garcia-Navarro [92], the analytical 
water depth and the velocity downstream of the jump are 1.5 m and 7.9556 m/s, 
respectively. The domain is discretized into a computational mesh with eN 4,163=  
elements and nN 2,174=  nodes. The time increment is set as 0.0025 s.  

Figure 8 shows the steady water surface profile computed with the 2-D FEVM 
model. The computed water surface profile is oscillatory due to the absence of the 
limiting procedure in the model to preserve solution monotonicity; nevertheless, the 
computed position of the front of the oblique hydraulic jump agrees quite well with 
those of the analytical and the published results [73, 93, 94]. Oscillatory numerical 
solutions have also been obtained using the Godunov type model [27] and the Riemann 
solver with the superbee limiter [95]. The largest overshoot occurs at the downstream 
end of the front of the hydraulic jump common to the conventional FVM models [96]. 
The computed flow downstream of the jump was in good agreement with the published 
ones, within the relative errors almost less than 5 %. 

Another numerical simulation using a finer computational mesh under the same 
initial and boundary conditions with eN 9, 449=  elements and nN 4,862=  nodes is 
also carried out in order to see convergence of the numerical solution. Figure 9 shows 
the computed steady water surface profile with the fine mesh. Although the overshoot 
and undershoot of the water surface profile are not completely removed, the oblique 
hydraulic jump is more sharply captured than in the previous computational results. 
According to the computational results for this test problem, it is concluded that the 2-D 
FEVM model adequately handles steady supercritical flows with shocks despite its 
simplicity.  
 
 

 
Figure 7 Computational domain for the oblique hydraulic jump. 

 



 
Figure 8 Computed water surface profile of the oblique hydraulic jump. 

 

 
Figure 9 Computed water surface profile of the oblique hydraulic jump with the refined 

mesh. 
 
4.4 Steady transcritical flows in a bending channel 

 
Steady transcritical flows in a sharply bending channel are considered in order to 

see applicability of the 2-D FEVM model to experimental steady transcritical flows 
with shocks. Ishida et al. [48] carried out a series of laboratory experiments to validate a 
1-D FEVM model against transcritical flows involving bends. Concrete blocks are 
configured in a rectangular flume to create a channel having two sharp bends. Figure 10 
shows a schematic sketch of the channel serving as the domain W . Bricks were 
arranged at the upstream end of the channel to generate a control section for flow 
regulation. Width and bed slope of the channel were 0.21 m and 0.01, respectively. 
Downstream end of the channel was a free outfall. Three hydraulic experiments, which 
are referred to as Cases A through C, were carried out in the channel. In each case, water 
was continuously provided from the pump. Water discharges continuously supplied by 
the pump were 3.70 L/s, 4.55 L/s, 5.25 L/s in Cases A, B, and C, respectively. The water 
flowing down the channel hits the first bend generating a hydraulic jump in its upstream 
reach. Valiani and Caleffi [97] systematically investigated relevance of the 2-D SWEs 
for transcritical flows involving hydraulic jumps in bending channels. However, the 
front positions of the hydraulic jumps were not verified. Front position of the hydraulic 



jump in upstream of the first bend was therefore measured in each case. The hydraulic 
jumps were wavy and fluctuating, which are considered due to the slight instability of 
the discharges from the pump. The Manning’s coefficients for the flume and the 
concrete block were estimated as 0.010 s/m1/3 and 0.012 s/m1/3, respectively [48]. 
However, the value for the channel was not identified. The Manning’s coefficient for the 
channel should be chosen appropriately because it is considered to critically affect the 
front positions of the hydraulic jumps.  

The domain W  is discretized into a computational mesh with eN 4,299=  
elements and nN 2,403=  nodes. Water discharge and the corresponding uniform water 
depth are specified on the upstream end and a free outflow condition is specified on the 
downstream end in each case. Side walls of the channel are treated as slip walls. The 
time increment is fixed to 0.005 s. Numerical simulation in each case is carried out 
utilizing the water at a rest state with the water depth of 0.03 m as the initial guess, and 
is continued for sufficiently long time steps so that the flow reaches a steady state. On 
the basis of a try and error approach, the Manning’s coefficient n  for the channel is 
estimated as 0.0101 s/m1/3, which is determined so that the computed positions of the 
hydraulic jumps agree well with the observed ones. The front positions of the hydraulic 
jumps vary sensitively with n  in all the computational cases, modifying its value to 
0.0001 s/m1/3 shifts the position for several centimeters in some cases. The estimated 
value of the Manning’s coefficient is considered acceptable because it is an intermediate 
value of that of the flume and the concrete blocks. 

Figure 11 shows comparisons of the observed and computed front positions of the 
hydraulic jump for each case. The computed front positions with the 1-D FEVM model 
[48] are also shown in the figure. Observed front position of the hydraulic jump in each 
case, which was fluctuating, is plotted as a box to represent its fluctuation range. Both 
the 1-D and proposed 2-D models accurately capture the positions of the hydraulic 
jumps in all cases. The computed flow downstream of the hydraulic jump in each case 
presents 2-D structures involving a very shallow water region at the corner of the 
second bend such that 1-D models cannot capture. Although measured data to 
quantitatively validate the computed flows in the entire domain are not available, the 
results are qualitatively consistent with the observations [48]. The computational results 
show that the proposed model adequately simulates the transcritical flows involving 
shocks when the value of the Manning’s coefficient is chosen appropriately. 

 
Figure 10 Schematic sketch of the bending channel. 



 
Figure 11 Comparisons of the observed and computed positions of the hydraulic jumps 

for each case. 
 
4.5 Hydraulic bore in a rectangular flume 

 
The 2-D FEVM model is applied to a hydraulic bore running up a supercritical 

uniform flow. Shallow water models have merely been applied to this kind of 
challenging problems. Bourdarias and Gerbi [98] applied a 1-D Godunov type model to 
bores running up partially pressurized pipes. Their model qualitatively reproduced the 
observed water surface profiles; however, they did not make comparison between the 
experimental and numerical celerity of the shock. Unami and Alam [49] demonstrated 
that the 1-D FEVM model reasonably simulates a hydraulic bore in a rectangular flume, 
accurately capturing the celerity of shock fronts. 

A laboratory experiment in a 20 m long flume having a rectangular cross-section 
with the width of 0.60 m and the bed slope of 0.01 was carried out. Initially a uniform 
supercritical flow with the water depth of 0.026 m and the discharge of 12.95 L/s was 
set up. The Froude number of the initial steady flow was 1.64. Downstream end of the 
flume was suddenly closed to generate a hydraulic bore propagating upstream. The front 
position of the shock was estimated from a video image as 
 * *(0.2137 1.9344)t x x= + . (27) 
where *x  is the position of the front measured from the downstream end of the flume. 
The Manning’s coefficient n  of the flume is determined as 0.0106 s/m1/3 so that the 
same uniform supercritical flow is computationally set up. The entire flume is 
discretized into a computational mesh with eN 3,992=  elements and nN 2, 255=  
nodes. The time increment is set as 0.01 s. The order of the computed line discharge q  
at the initial steady flow ( 0t =  s) is smaller than ( )1010O -  m2/s in the entire domain 
despite the used triangular mesh is not structured. 

Figures 12 shows the computed water surface profiles at the interval of 10 s. 
Observed positions of the shock are also plotted in the figure. The 2-D FEVM model 
adequately predicts the celerity of the shock with a slight underestimation, which is 
considered due to the hydrostatic pressure assumption of the 2-D SWEs. Similar results 
have been obtained for the 1-D FEVM model [49]. The computational results of this test 
problem show satisfactory accuracy of the 2-D FEVM model for transient transcritical 
flows involving moving shocks. 
 



 
Figure 12 Computed water surface profiles for the hydraulic bore in a rectangular 

flume.  
 
4.6 Hydraulic bore in a rectangular flume with an obstacle 

 
Another hydraulic experiment was carried out utilizing the same rectangular flume 

in order to further validate the 2-D FEVM model. A bricks-made obstacle with the 
width of 0.208 m and the length of 0.816 m was placed in the flume. The downstream 
side of the obstacle was at 9.282 m from the downstream end of the flume. One of the 
long sides of the obstacle was along the centerline of the flume, creating a 0.300 
m-width reach on the right side and a 0.092 m-width reach on the left side. 
Consequently, an asymmetric multiply connected channel network with two junctions 
was created in the flume. A steady flow with the same inflow discharge of 12.95 L/s was 
firstly set up. After that the downstream end of the flume was suddenly closed so that a 
hydraulic bore propagating upstream is created. Based on a video image, the arrival 
time of the hydraulic bore at the downstream end of the obstacle was estimated as 35.0 s. 
In the experiment, water surface upstream of the obstacle developed an undular 
hydraulic jump due to the reflection effect by the channel separation. A very shallow 
water region was created just the downstream side of the obstacle followed up by 
oblique shocks. This test problem is therefore considered to serve as a critical test case 
to validate a 2-D model against complex transient transcritical flows. The Manning’s 
coefficient n  for the domain is again set as 0.0105 s/m1/3. The entire flume is 
discretized into a computational mesh with eN 9,353=  elements and nN 5,111=  
nodes. A steady flow with the discharge of 12.95 L/s is taken as the initial condition. 
The time increment is set as 0.005 s.  

Figure 13 shows the computed water surface profile in the entire flume at each 
time step. Figure 14 shows the computed water surface profile around the obstacle at 
each time step. The steady flow involves a hydraulic jump at the upstream of the 
obstacle and a very shallow water region with the depth of less than 0.010 m at 
immediately downstream of the obstacle, followed up by oblique shocks, all of them 
were observed in the experiment. As shown in Figure 13, the observed and computed 
front positions of the hydraulic jumps at the initial steady flow ( 0t =  s) agree well, 
which was not reasonably reproduced by the 1-D FEVM model. The undular nature of 
the hydraulic jump that the SWEs cannot deal with is considered to be handled using a 
Boussinesq type model [40, 99], but which is beyond the scope of this study. Figure 14 
shows that the front of the hydraulic bore becomes gradually not perpendicular to the 
channel direction as it gets closer to the downstream end of obstacle, and approaches 



faster at the narrower left reach than the wider right reach. It has been confirmed that 
these computational results are consistent with the experimental observations. The 
arrival time of the hydraulic bore is computed as 34 s by the 1-D model and 36 s by the 
2-D model; both of them are slightly different from the observed results mainly due to 
the hydrostatic pressure assumption of the SWEs. Nevertheless, the proposed 2-D 
model more adequately reproduces the general physical behaviors of the experimental 
results than the 1-D counterpart. The computational results show high capability of the 
2-D FEVM model to handle complex transient transcritical flows with horizontally 2-D 
flow structures. 
 

 
Figure 13 Computed water surface profiles for the hydraulic bore in a rectangular flume 

with an obstacle. 
 

 
Figure 14 Computed water surface profiles around the obstacle. 

 
5. Conclusions 

 
A numerical model of the depth averaged horizontally 2-D SWEs utilizing both the 

FEM and FVM schemes, referred to as the 2-D FEVM model, was developed and 
verified through a series of test problems. The model does not use Riemann solvers and 
high-resolution algorithms, but uses a simple, heuristic numerical algorithm. The model 
utilizes the triangular mesh and applies the conforming, standard Galerkin FEM scheme 
to the continuity equation and the upwind, cell-centered FVM scheme to the momentum 
equations, respectively. Any special treatments for the gravitational source terms of the 
momentum equations were not employed in the model. The model applies a consistent, 
non-lumped spatial discretization to the temporal term of the continuity equation, whose 
numerical resolution in general requires the application of a linear system solver. This 
disadvantage was avoided by incorporating an efficient approximate matrix inversion 
method in the temporal integration, which does not rely on any linear system solvers. 



The computational results for the test problems indicated satisfactory accuracy of 
the 2-D FEVM model to a wide range of problems. The model computes slightly 
oscillatory solutions for the flows with shocks; nevertheless, the positions of the 
hydraulic jumps and the front positions of the hydraulic bores were quite well captured. 
The computational results for the last test problem, a hydraulic bore running up a 
rectangular flume with an obstacle, in particular indicated the limitations of the 1-D 
model and the superiority of the proposed 2-D model in simulating the complex 
transient transcritical flows.  

Overall, it is concluded that the 2-D FEVM model is stable, sufficiently accurate, 
and versatile in spite of its simplicity. Improvement of the model to suppress 
non-physical oscillations around shocks will be achieved with a computationally 
efficient stabilization technique for the source terms in the momentum equations. Future 
research will focus on application of the 2-D FEVM model to real world problems with 
irregular bed topography and wet and dry interfaces through extensive analytical and 
numerical investigations. 
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