Backward Clusters, Hierarchy and Wild Sums for a Hard Sphere System in a Low–Density Regime
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ABSTRACT. We study the statistics of backward clusters in a gas of hard spheres at low density. A backward cluster is defined as the group of particles involved directly or indirectly in the backwards–in–time dynamics of a given tagged sphere. We derive upper and lower bounds on the average size of clusters by using the theory of the homogeneous Boltzmann equation combined with suitable hierarchical expansions. These representations are known in the easier context of Maxwellian molecules (Wild sums). We test our results with a numerical experiment based on molecular dynamics simulations.
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1 Introduction

Consider a system of $N$ identical hard spheres of diameter $\varepsilon$ moving in the whole space $\mathbb{R}^3$ or in a bounded box with reflecting boundary conditions. The collisions between spheres are governed by the usual laws of elastic reflection. We order the particles with an index $i = 1, 2, \ldots, N$. A configuration of the system is $z_N = (z_1, \ldots, z_N)$, where $z_i = (x_i, v_i)$ are the position and the velocity of particle $i$ respectively. Let us assign a probability density $W_0^N$ on the $N$–particle phase space, assuming it symmetric in the exchange of the particles, and let $W^N(t)$ be its time evolution according to the hard sphere dynamics. Finally, for $j = 1, 2, \ldots, N$, denote by $f_{0,j}^N$ and $f_j^N(t)$ the $j$–particle marginals of $W_0^N$ and $W^N(t)$ respectively.
Given a tagged particle, say particle 1, consider \( z_1(t; z_N) \) its state (position and velocity) at time \( t \) for the initial configuration \( z_N \). We define the backward cluster of particle 1 (at time \( t \) and for the initial configuration \( z_N \)) as the set of particles with indices \( J \subset I_N \), where \( I_N = \{1, 2, \cdots, N\} \), constructed in the following way. Going back in time starting from \( z_1(t; z_N) \), let \( i_1 \) be the (index of the) first particle colliding with 1. Next, considering the two particles 1 and \( i_1 \), let us go back in time up to the first collision of one particle of the pair with a new particle \( i_2 \) and so on up to time 0. Then \( J = \{i_1, i_2, \cdots, i_n\} \) with \( i_r \neq i_s \) for \( r \neq s \). We denote by \( K \) the cardinality of \( J \), i.e., \( K = |J| \).

In this paper we are interested in studying the quantity \( \langle K \rangle_t \) that is the average (with respect to the initial distribution) of the cardinality of the backward cluster of a tagged particle at time \( t \). In a general context this is a hard task, however we limit ourselves in considering \( \langle K \rangle_t \) in a low-density situation, namely in the Boltzmann–Grad limit \([5, 6]\)

\[ N \to \infty, \quad \varepsilon \to 0 \quad \text{and} \quad N\varepsilon^2 \to \lambda^{-1} > 0 , \]

(1.1)

where \( \lambda \) is a constant proportional to the mean free path. We fix \( \lambda = 1 \) in the rest of the paper.

Moreover, we shall assume that the initial distribution is approximately factorized, namely the marginals of the initial distributions do factorize in the Boltzmann–Grad limit, and that the one particle distribution is independent of \( x \).

In this situation it is believed (and in fact proved for short times and under suitable uniform estimates on the \( f_{0,j}^N \)) that the system is ruled by the homogeneous Boltzmann equation, which we remind here for the unknown \( f = f(v, t) \):

\[ \partial_t f(v, t) = \int_{\mathbb{R}^3 \times S^2_+} dv_1 d\omega \ (v - v_1) \cdot \omega \left\{ f(v_1', t) f(v', t) - f(v_1, t) f(v, t) \right\} , \]

(1.2)

where \( S^2_+ = \{ \omega \in S^2 | \ (v - v_1) \cdot \omega \geq 0 \} \), \( S^2 \) is the unit sphere in \( \mathbb{R}^3 \) (with surface measure \( d\omega \)), \( (v, v_1) \) is a pair of velocities in incoming collision configuration and \( (v', v_1') \) is the corresponding pair of outgoing velocities defined by the elastic reflection rules

\[ \begin{cases} 
v' = v - \omega |\omega \cdot (v - v_1)| \\
v_1' = v_1 + \omega |\omega \cdot (v - v_1)| 
\end{cases} \]

(1.3)

The Cauchy theory of equation (1.2) is well known, see [20] and references quoted therein. The solution \( f = f(v, t) \) is usually interpreted as the one-particle distribution of the system in the low-density regime.

In the next section we will give a precise definition for the quantity \( \langle K \rangle_t \) associated to the Boltzmann equation (1.2). In order to describe the long time behaviour of \( \langle K \rangle_t \), it will
be convenient to focus on:
\[ r = \lim_{t \to \infty} \frac{1}{t} \log \langle K \rangle_t. \quad (1.4) \]

In Section 3 we shall compute exactly \( \langle K \rangle_t \) and \( r \) for a simplified model of Maxwellian molecules. In this case \( r \) is an absolute constant. In Sect. 4 we come back to the hard sphere system and prove an exponential estimate of the growth in time of \( \langle K \rangle_t \). However the rate is not constant anymore, but depends on the initial datum.

A comparison of \( \langle K \rangle_t \), \( r \) with the corresponding quantities at the level of the particle system (\( \varepsilon > 0 \)) will be performed numerically in Section 5.

The cluster dynamics outside the low-density regime has been studied previously, both analytically [18, 19] as regards the equilibrium dynamics of infinite particle systems, and numerically [4]. We stress however that the notion of cluster introduced in these papers (see e.g. [4], Section 2) differs from that of “backward cluster” considered in the present work. This refers exclusively to the backward dynamics of one single tagged particle. In particular, note that the particles join a backward cluster one by one. In other words, when particle \( i \) joins the backward cluster of particle 1, the particles belonging to the backward cluster of \( i \), not involved in the backward cluster of 1, are ignored. This concept emerges naturally from the perturbative description of the Boltzmann–Grad limit, as enlightened in the following section, and is related to the Markovian character of the dynamics.

Possible applications of the dynamics of clusters include plasma physics, geophysics, models of swarming or economics [13, 16, 9, 7, 8]. In this connection, it is interesting to study the distributions of various characteristics such as the size of the clusters or the statistics of particles in a cluster. For more details we refer to [4], where recent applications to several domains are mentioned and discussed. Here it is also shown that the distribution of cluster sizes can be used to predict the approach of appropriately defined critical events, in models where a multitude of processes in different scales generates instability (e.g. earthquakes, economic recessions, socio-economic extreme events). It may be worth noting that the notion of backward cluster can be of interest in problems of population dynamics where one is interested in the mean growth of a group of individuals which contacted, directly or indirectly, a given one. In particular, the analysis of growth of backward clusters could be relevant in models of epidemiology (propagation of diseases by contact), although we are not aware of any precise reference in this direction.

We conclude this introduction by observing that the interest on the control of the backward cluster is also related to the problem of “mathematical validity of the Boltzmann equation”. It is known that the validity of the Boltzmann equation is crucially dependent
on the factorization of the marginals of the $N$–particle system $f_j^N(v_j,t)$, where $v_j = (v_1,\cdots,v_j)$, at any positive time $t$. In order that this property is fulfilled, it is necessary that the backward clusters of any couple of particles (say 1 and 2) are disjoint. When such two clusters are finite, the probability that the two particles are dynamically correlated is $O\left(\frac{\langle K \rangle t^2}{N}\right)$. We estimate in Sect. 4 $\langle K \rangle t$ assuming that the Boltzmann–Grad limit has been achieved. Therefore this result can be interpreted as a compatibility argument.

Another connected problem is the following. Even though the convergence $f_j^N(v_j,t) \to f(v_1,t)f(v_2,t)\cdots f(v_j,t)$ in the Boltzmann–Grad limit has been proven at least for short times [10], one can wonder for which $j$ the asymptotic equivalence holds. If the $j$ particles have finite backward clusters, we can argue that the probability of correlations between any pair in the group of $j$ particles is $O\left(j^2 N\right)$. Therefore we expect that the factorization property of marginals holds when $\lim_{N \to \infty} j^2 N = 0$. Actually in [14] it has been proven that the propagation of chaos holds for short times if $j \leq N^\alpha$ for $\alpha$ small enough.

## 2 Preliminaries: the Boltzmann-Grad limit

In what follows we expand the solution of (1.2), i.e. $f(v,t)$, in terms of a sum

$$f = \sum_{n=0}^{\infty} f^{(n)} ,$$

where $f^{(n)}$ is interpreted as the contribution to the probability density $f$ due to the event: the backward cluster of 1 has cardinality $n$.

Let $f_0 = f_0(v)$ be the initial datum for the Boltzmann equation. By (1.2) it follows naturally that

$$f^{(0)}(v,t) = e^{-\int_{0}^{t} ds R(v,s)} f_0(v),$$

where

$$R(v,t) = \int_{\mathbb{R}^3 \times S_1^2} dv_1 d\omega (v - v_1) \cdot \omega f(v_1,t) = \pi \int_{\mathbb{R}^3} dv_1 |v - v_1| f(v_1,t) .$$

Before giving the other terms of the expansion we introduce a useful tool, namely the Boltzmann hierarchy.

Suppose that $f$ is a solution to the Boltzmann equation (1.2) and consider the products

$$f_j(v_j,t) = f(t)^{S_j}(v_j) = f(v_1,t)f(v_2,t)\cdots f(v_j,t) ,$$

where $v_j = (v_1,\cdots,v_j)$. The family of $f_j$ solves then the hierarchy of equations

$$\partial_t f_j(v_j,t) = \mathcal{C}_{j+1} f_{j+1}(v_j,t) - R_j(v_j,t) f_j(v_j,t) ,$$
where
\[
C_{j+1} = \sum_{k=1}^{j} C_{k,j+1},
\]
and
\[
C_{k,j+1} f_{j+1}(v_j, t) = \int_{\mathbb{R}^3 \times S^2_{+}} dv_{j+1} d\omega (v_k - v_{j+1}) \cdot \omega f_{j+1}(v_1, \ldots, v_k', \ldots, v_j, v_{j+1}', t),
\]
\[(2.6)\]

\[
\begin{aligned}
v'_{k} &= v_{k} - \omega [v_{k} - v_{j+1}], \\
v'_{j+1} &= v_{j+1} + \omega [v_{k} - v_{j+1}],
\end{aligned}
\]
\[(2.7)\]

\[
S^{2}_{+} = \{ \omega \mid (v_{k} - v_{j+1}) \cdot \omega \geq 0 \},
\]

and
\[
R_{j}(v_j, t) = \sum_{k=1}^{j} R(v_k, t).
\]
\[(2.8)\]

By using a formal solution of (2.5) iteratively, we can express \( f_j(t) \) via the following series
\[
f_j(t) = \sum_{n \geq 0} \int_{0}^{\tau_{1}} dt_1 \int_{0}^{\tau_{2}} dt_2 \cdots \int_{0}^{\tau_{n-1}} dt_n 
\cdot S_j(t_1, t) C_{j+1} S_{j+1}(t_2, t_1) \cdots C_{j+n} S_{j+n}(0, t_n) f_{0}^{\otimes (j+n)},
\]
\[(2.9)\]

where we use the conventions \( t_0 = t, t_{n+1} = 0 \), and the term \( n = 0 \) should be interpreted as \( S_j(0, t) f_{0}^{\otimes j} \). Here \( S_j(t_1, t_2) \) is the multiplicative operator defined as
\[
S_j(t_1, t_2) f_j(v_j, \cdot) = e^{- \int_{t_1}^{t_2} ds R_j(v_j, s) f_j(v_j, \cdot)}.
\]
\[(2.10)\]

Note that in (2.9), and in the formulas below, the dependence on \( v_j \) is not shown explicitly. In more detail,
\[
f_j(t) = \sum_{n \geq 0} \sum_{k_1, \ldots, k_n} \int_{0}^{\tau_{1}} dt_1 \int_{0}^{\tau_{2}} dt_2 \cdots \int_{0}^{\tau_{n-1}} dt_n 
\cdot S_j(t_1, t) C_{k_1,j+1} S_{j+1}(t_2, t_1) \cdots C_{k_n,j+n} S_{j+n}(0, t_n) f_{0}^{\otimes (j+n)},
\]
\[(2.11)\]

where \( k_1 \in \{1, \ldots, j\}, k_2 \in \{1, \ldots, j+1\}, \ldots, k_n \in \{1, 2, \ldots, j+n-1\} \). We call any sequence \( \{k_1, \ldots, k_n\} \) of this type a “\( j \)–particle tree with \( n \) creations”. Indeed any new created particle in formula (2.11), say \( j+r \), can be attached to any of the previous \( j+r-1 \)
introduce a sequence of vector velocities $v_s$, $s = 0, \ldots, n$, by setting:

$$v^0 = v_j, \quad v_s = (v_1^{s-1}, \ldots, v_k^{s-1}, \ldots, v_{j+s-1}^{s-1}, v'_{j+s}) \quad s \geq 1,$$

where, at step $s$, the pair $v_k^{s-1}, v'_{j+s}$ are the pre-collisional velocities (in the collision with impact vector $\omega_s$) of the pair $v_k^{s-1}, v_{j+s}^{s-1}$ (which are, by construction, post-collisional). This allows to write (2.11) more explicitly as

$$f_j(t) = \sum_{n \geq 0} \sum_{\Gamma_n(j)} \int_0^t dt_1 \cdots \int_0^{t_{n-1}} dt_n \int_{\mathbb{R}^{3n}} dv_{j+1} \cdots dv_{j+n} e^{-\int_{t_1}^t ds R_j(v_j, s)} \left( \prod_{r=1}^n \int (v_r^{r-1} - v_{j+r-1}) \cdot \omega_r e^{-\int_{t_r}^{t_{r+1}} ds R_{j+r}(v_r, s)} \right) f_0^{\otimes (j+n)}(v^n),$$

(2.12)

where we are using the convention $t_{n+1} = 0$.

Formula (2.9) expresses the solution to the Boltzmann equation (1.2) in terms of an expansion on the number of collisions. Each term of the series is the contribution to $f_j$ due to the event in which the first $j$ particles and the collided particles in the backward dynamics deliver exactly $n$ collisions. Setting $f_j = \sum_n f_j^{(n)}$, we identify

$$f_j^{(n)}(t) = \int_0^t dt_1 \cdots \int_0^{t_{n-1}} dt_n e^{-\int_{t_1}^t ds R_j(s)} C_{j+1} e^{-\int_{t_2}^t ds R_{j+1}(s)} C_{j+2} \cdots C_{j+n} e^{-\int_{t_n}^t ds R_{j+n}(s)} f_0^{\otimes (j+n)}.$$  

(2.13)

In particular (2.1) holds with

$$f^{(n)}(t) = \int_0^t dt_1 \cdots \int_0^{t_{n-1}} dt_n e^{-\int_{t_1}^t ds R_1(s)} C_2 e^{-\int_{t_2}^t ds R_2(s)} C_3 \cdots C_{1+n} e^{-\int_{t_n}^t ds R_{1+n}(s)} f_0^{\otimes (1+n)}.$$  

(2.14)

As a consequence, we define

$$\langle K \rangle_t = \sum_{n=0}^{\infty} n \int dv f^{(n)}(v, t).$$  

(2.15)

A remarkable property which will be used later on is the following:

$$f_2^{(n)} = \sum_{\substack{n_1, n_2: \quad n_1 + n_2 = n}} f^{(n_1)} f^{(n_2)}.$$  

(2.16)
This is consequence of the rather obvious identity

$$
\sum_{n} \int_{0}^{t} dt_{1} \cdots \int_{0}^{t_{n-1}} dt_{n} = \sum_{n_{1}, n_{2}} \int_{0}^{t} dt_{1} \cdots \int_{0}^{t_{n_{1}-1}} dt_{n_{1}} \int_{0}^{t} dt_{2} \cdots \int_{0}^{t_{n_{2}-1}} dt_{n_{2}}.
$$

(2.17)

As we shall discuss in the next section, the expansion (2.12) is a version of the Wild sums in the context of the hard sphere dynamics.

We expect $\langle K \rangle_{t}$ to be bounded for a fixed $t$ and exponentially growing in $t$, so that it is natural to introduce the quantities

$$
r_{+} = \limsup_{t \to \infty} \frac{1}{t} \log \langle K \rangle_{t},
$$

(2.18)

$$
r_{-} = \liminf_{t \to \infty} \frac{1}{t} \log \langle K \rangle_{t}.
$$

(2.19)

Note that $r_{\pm}$ are computed by using the macroscopic scale of times, in which the mean flight time is $O(1)$. We stress that the introduced quantities refer only to the kinetic reduced description, given by the homogeneous Boltzmann equation. The corresponding quantities at the level of the particle system ($\varepsilon > 0$) are very difficult to handle with. In particular we have no results stating that such quantities are equivalent to (2.18), (2.19) in the Boltzmann–Grad limit. In the last section, we shall present related numerical simulations.

As we shall discuss later on, generally speaking we expect that $r_{+} = r_{-} = r$ defined as in (1.4).

The quantities we have introduced make sense also at equilibrium, namely when $f_{0} = M_{\beta}$ is a uniform Maxwellian with inverse temperature $\beta > 0$. Presently we are not able to show, even in this case, that $r_{-} = r_{+} = r$. If this is true, observe that $r = r_{\beta}$ depends only on the temperature (or the energy) of the Maxwellian $M_{\beta}$. On the other hand, by virtue of the $H$ Theorem, any (non equilibrium) distribution $f_{0}$ with the same energy should have the same value of $r$. In the last section we will show some numerical evidence of this behaviour for the hard sphere system.

We observe further that the dependence on the temperature should be given by

$$
r_{\beta} = \frac{r_{1}}{\sqrt{\beta}}.
$$

(2.20)

This follows from $M_{\beta}(v) = \beta^{3/2}M_{1}(\sqrt{\beta}v)$ which implies, by (2.3) and (2.14), $R^{3}(v) = (1/\sqrt{\beta})R^{1}(\sqrt{\beta}v)$ and

$$
f^{(n)}_{\beta}(v, t) = \beta^{3/2}f^{(n),1}\left(\sqrt{\beta}v, \frac{t}{\sqrt{\beta}}\right).
$$
Here we have used an upper index to indicate the dependence on the temperature of the corresponding quantities. The last equation can be obtained easily from (2.14) by a rescaling of all the integration variables (times and velocities). It follows that \( \langle K \rangle_t^{\beta} = \langle K \rangle_t^{1/\sqrt{\beta}} \), so that (2.20) holds if \( r_\beta \) exists.

3 A simple model

In this section we briefly analyze a simplified model of the Boltzmann equation for Maxwellian molecules with angular cut-off \([1]\), for which the computations of the mean cluster size \( \langle K \rangle_t \) can be made explicitly.

We consider the Boltzmann equation

\[
\partial_t f = J(f, f) - f , \tag{3.1}
\]

where

\[
J(f, f)(v) = \int_{\mathbb{R}^3 \times S^2} dv_1 dw \ g(\cos \theta) f(v'_1)f(v') , \tag{3.2}
\]

for some nonnegative function \( g \) satisfying \( g = 0 \) for \( \cos \theta < 0 \), and

\[
\cos \theta = \frac{(v - v_1)}{|v - v_1|} \cdot \omega .
\]

Note that we have fixed the time scale in such a way that

\[
\int_{S^2} d\omega g(\cos \theta) = 1 . \tag{3.3}
\]

Proceeding as in the previous section, we write the associated hierarchy

\[
\partial_t f_j = J_{j+1}f_{j+1} - jf_j , \tag{3.4}
\]

where \( J_{j+1} \) is defined as \( C_{j+1} \) (see (2.6)) with the function \((v_k - v_{j+1}) \cdot \omega \) replaced by \( g \left( \frac{(v_k - v_{j+1})}{|v_k - v_{j+1}|} \cdot \omega \right) \). Again \( f_j = f^{\otimes j} \) where \( f = f(v, t) \) solves (3.1). The initial condition for (3.4) is \( f_0^{\otimes j} \).

From (3.4) one deduces (the analogous of (2.12) for \( j = 1 \))

\[
f(v, t) = \sum_{n \geq 0} \sum_{\Gamma_n(1)} \int_0^t dt_1 \cdots \int_0^{t_{n-1}} dt_n \int_{\mathbb{R}^{3n}} dv_2 \cdots dv_{1+n} \int_{S^{2n}} d\omega_1 \cdots d\omega_n \\
\cdot g(\cos \theta_1) \cdots g(\cos \theta_n) e^{-(t-t_1)}e^{-2(t_1-t_2)} \cdots e^{-(n+1)t_n} f_0^{\otimes (1+n)}(v^n) , \tag{3.5}
\]
where $\cos \theta_i = \frac{(v_{ki} - v_{k+1})}{|v_{ki} - v_{k+1}|} \cdot \omega_i$. Note that this coincides with the Wild sums introduced in [21], see also [11, 2].

The integral of the $n$-th term in (3.5) is

$$\int dv f^{(n)}(v, t)$$

$$= e^{-t} \sum_{\Gamma_n(1)} \int_0^t dt_1 e^{-t_1} \cdots \int_0^{t_{n-1}} dt_n e^{-t_n} \int_{S^{2n}} d\omega_1 \cdots d\omega_n \int_{\mathbb{R}^{3(n+1)}} d\mathbf{v}_{1+n}$$

$$\cdot g(\cos \theta_1) \cdots g(\cos \theta_n)f_0^\otimes(1+n)(\mathbf{v}^n)$$

$$= e^{-t} \sum_{\Gamma_n(1)} \int_0^t dt_1 e^{-t_1} \cdots \int_0^{t_{n-1}} dt_n e^{-t_n} \int_{S^{2n}} d\omega_1 \cdots d\omega_n \int_{\mathbb{R}^{3(n+1)}} d\mathbf{v}^n$$

$$\cdot g(\cos \theta_1) \cdots g(\cos \theta_n)f_0^\otimes(1+n)(\mathbf{v}^n),$$

(3.6)

where we applied repeatedly $dv_i' dv_k' = dv_i dv_k$ in the collision between particles $i$ and $k$ for a fixed impact vector $\omega$. Using the normalization of $f_0$ and (3.3), and computing the time integrations, we easily arrive to

$$\int dv f^{(n)}(v, t) = e^{-t} \left( \int_0^t e^{-s} ds \right)^n.$$  

(3.7)

Therefore we conclude that

$$\langle K \rangle_t = \sum_{n \geq 0} n \int dv f^{(n)}(v, t) = e^t - 1.$$ 

(3.8)

In particular, it follows that

$$r = 1,$$

where $r$ is defined by (1.4).

4 Estimate of the mean cluster size for hard spheres

We observe preliminarily that there is an important difference between the expansion (2.12) for hard spheres and the corresponding expansion (3.5) for Maxwell molecules. The first is an equation in the unknown $f$. Indeed in the expression of $R$, the $f$ itself appears. Conversely, the Maxwellian expansion yields the explicit solution in terms of the initial datum $f_0$. In particular, the control of (2.15) cannot work simply by direct computation as in the previous section. Furthermore the proof that the series defining $\langle K \rangle_t$ for the hard
sphere system is absolutely and uniformly convergent, works for a sufficiently small time only [10].

In what follows we shall obtain information on \( \langle K \rangle_t \) by computing the time derivative of \( f^{(n)} \) given in (2.14). In this way we manage to exploit conservation laws, exact compensations and the known properties of the solution to the homogeneous Boltzmann equation.

Let us take the derivative of \( f^{(n)}(t) \) defined by (2.14):

\[
\partial_t f^{(n)}(t) = -R f^{(n)}(t) + C_2 \left( \int_0^t dt_2 \cdots \int_0^{t_{n-1}} dt_n e^{-f^{(n)}_{t_2} ds} R_2(s) C_3 \cdots C_{1+n+1} e^{-f^{(n)}_{t_n} ds} f^{(1+n)}(s) \right)
\]

having used (2.13). Applying (2.16) and writing explicitly the collision operator, one obtains the following differential hierarchy:

\[
\partial_t f^{(n)}(v, t) = -R f^{(n)}(v, t) + \sum_{n_1=0}^{n-1} \sum_{n_2=0}^{n_1+1} \int_{\mathbb{R}^3 \times S^2_+} dv_1 d\omega \cdot \omega \left\{ f^{(n_1)}(v_1', t) f^{(n_1-1)}(v_1', t) \right\}.
\]

Setting

\[
K(v, t) = \sum_{n=0}^{\infty} n f^{(n)}(v, t),
\]

it follows that

\[
\partial_t K(v, t) = -R K(v, t) + \sum_{n_1=0}^{\infty} \sum_{n_2=0}^{n_1+1} \int_{\mathbb{R}^3 \times S^2_+} dv_1 d\omega \cdot \omega \left\{ K(v_1', t) f^{(n_1)}(v_1', t) + f(v', t) K(v_1', t) + f(v', t) f(v_1', t) \right\}.
\]

Note that the above integral includes a positive collision operator linearized around \( f \), plus an inhomogeneous term given by a positive collision operator acting on \( f^{\otimes 2} \).

Now we define

\[
K_0 = \int dv K(v, t) = \langle K \rangle_t, \quad K_2 = \int dv K(v, t) v^2.
\]
Using (4.4) and (2.3),
\[
\frac{d}{dt}K_2 = -\pi \int dv \int dv_1 v^2 |v - v_1| f(v_1) \mathcal{K}(v) \\
+ \int dv \int dv_1 \int_{S^2_v} d\omega \cdot (v - v_1) v^2 \left( \mathcal{K}(v) f(v_1) + \mathcal{K}(v_1) f(v) \right) \\
+ \int dv \int dv_1 \int_{S^2_v} d\omega \cdot (v - v_1) v^2 f(v_1) f(v) .
\] (4.6)

Moreover, symmetrizing and using the energy conservation,
\[
A_2 := \int dv \int dv_1 \int_{S^2_v} d\omega \cdot (v - v_1) v^2 f(v_1) f(v) \\
= \frac{\pi}{2} \int dv \int dv_1 |v - v_1|(v^2 + v_1^2) f(v_1) f(v) \\
\leq \pi \|f\|_3^2 ,
\] (4.7)

where
\[
\|f\|_s := \int dv f(v)(1 + v^2)^{\frac{s}{2}} .
\] (4.8)

Similarly, the second term in the right hand side of (4.6) can be written as
\[
\int dv \int dv_1 \int_{S^2_v} d\omega \cdot (v - v_1) v^2 \left( \mathcal{K}(v) f(v_1) + \mathcal{K}(v_1) f(v) \right) \\
= \int dv \int dv_1 \int_{S^2_v} d\omega \cdot (v - v_1) (v^2 + v_1^2) \mathcal{K}(v)f(v_1) \\
= \pi \int dv \int dv_1 |v - v_1|(v^2 + v_1^2) \mathcal{K}(v)f(v_1) .
\] (4.9)

Notice that the first term above cancels exactly the first term in the r.h.s. of (4.6). In conclusion:
\[
\frac{d}{dt}K_2 = \pi \int dv \int dv_1 v_1^2 |v - v_1| f(v_1) \mathcal{K}(v) + A_2 .
\] (4.10)

With a similar computation we obtain
\[
\frac{d}{dt}K_0 = \pi \int dv \int dv_1 |v - v_1| f(v_1) \mathcal{K}(v) + A_0 \\
= \int dv R(v) \mathcal{K}(v) + A_0,
\] (4.10)

where
\[
A_0 := \pi \int dv \int dv_1 |v - v_1| f(v_1) f(v) \\
= \int dv R(v) f(v) .
\] (4.11)
We observe now that, if the initial datum has finite norm $\|f_0\|_3$, then $\|f(t)\|_3$ remains bounded at any positive time. This is shown for instance in Theorem 1.1 of [12] (and proved already in [3]). In the same assumptions, putting $C_1 = \pi \sup_{t \geq 0} \|f(t)\|_3$ and $C_2 = 2\pi \sup_{t \geq 0} \|f(t)\|_3^2$, we get

$$\frac{d}{dt} K_2 \leq C_1 (\sqrt{K_0 K_2} + K_0) + C_2 ,$$

and

$$\frac{d}{dt} K_0 \leq C_1 (\sqrt{K_0 K_2} + K_0) + C_2 .$$

Indeed,

$$\frac{d}{dt} K_2 \leq \pi \int dv \int dv_1 v_1^2 (|v| + |v_1|) f(v_1) K(v) + A_2$$

$$= \pi \left( \int dv |v| K(v) \right) \left( \int dv v^2 f(v) \right) + \pi K_0 \left( \int dv |v|^3 f(v) \right) + A_2$$

$$\leq \pi \left( \int dv |v| K(v) \right) \|f\|_3 + \pi K_0 \|f\|_3 + \pi \|f\|_3^2 .$$

By Cauchy–Schwarz inequality,

$$\int dv |v| K(v) \leq \sqrt{\int dv |v|^2 K(v)} \sqrt{\int dv K(v)} = \sqrt{K_2 K_0} ,$$

hence

$$\frac{d}{dt} K_2 \leq \pi \|f(t)\|_3 \left( \sqrt{K_0 K_2} + K_0 \right) + \pi \|f(t)\|_3^2 ,$$

which implies (3.12). To obtain the estimate (3.13) we follow the same path, but

$$A_0 \leq 2\pi \left( \int dv |v| f \right) \leq 2\pi \|f(t)\|_3 \leq 2\pi \|f(t)\|_3^2 .$$

Finally, to obtain a lower bound, we use that, if the initial datum $f_0$ has finite mass, energy and entropy, then $f(t)$ is bounded from below by a Maxwellian for any $t > 0$ (see e.g. [15]). In particular

$$R(v,t) \geq \tilde{C} ,$$

for some $\tilde{C} > 0$ (depending on $f_0$). Therefore from (4.10)–(4.11) we obtain

$$\frac{d}{dt} K_0 \geq \tilde{C} (K_0 + 1) .$$

Summarizing, we established the following:
Theorem 1 Let \( f(t) \) be the solution of (1.2) with initial datum \( f_0 \) such that \( \|f_0\|_3 < +\infty \) and \( \int dv f_0(v) \log f_0(v) < \infty \). Then there exist positive constants \( \overline{C}_1, \overline{C}_2, \tilde{C} \) such that
\[
(e^{\overline{C}_1 t} - 1) \leq \langle K \rangle_t \leq \overline{C}_2 (e^{\overline{C}_1 t} - 1),
\]
for any \( t \geq 0 \). In particular, \( r_+ \leq \overline{C}_1 \) and \( r_- \geq \tilde{C} \).

Note that the constant \( \overline{C}_1 \) is proportional to \( \sup_{t \geq 0} \|f(t)\|_3 \). (for instance using \( \sqrt{K_0 K_2} \leq (K_0 + K_2)/\sqrt{2} \), one finds \( \overline{C}_1 = C_1(2 + \sqrt{2}) \)).

5 Numerical simulation

The average size of backward clusters of a real hard sphere system is difficult to investigate mathematically and the agreement of its behaviour with the predictions of Theorem 1 is not obvious a priori. In this section we carry out the molecular dynamics simulation for hard spheres and compare it with the above results. It turns out that \( \langle K \rangle_t \) grows indeed exponentially. The present simulations have to be considered as preliminary. A more detailed analysis will be presented in a forthcoming paper.

Let us explain the setting of our simulation. We consider \( N \) particles of diameter \( \varepsilon \) confined in a cube of side \( L \). The position and velocity of the \( i \)-th particle at time \( t \) are denoted here by \( x_i(t), v_i(t), i \in I_N = \{1, 2, \cdots, N\} \). At initial time \( t = 0 \), the particles are uniformly distributed in the cube in such a way that they do not overlap each other. The initial velocities are independently distributed according to a function \( f_0 \), which will be specified later. We let the particles evolve freely until either following two events occur: (i) two of them collide with each other or (ii) one of them undergoes elastic collision with the wall of the cube. The velocity of particle(s) involved in the event is changed according to the collision law. The above procedure is iterated until a given time \( t \) is achieved.

The sequence of times \( 0 < t_1 < \cdots < t_m < \cdots < t_{m_c} < t, (m = 1, 2, \cdots, m_c) \) is defined here as the instants at which the collision between two particles occurs. During the simulation, we retain the pair of particles [say, a pair \( (p_m, q_m) \)] which undergoes a collision at time \( t_m \). Therefore, at the end of simulation, we have \( \{t_m\} \) and \( \{(p_m, q_m)\} \) for \( m = 1, \cdots, m_c \). Based on these quantities, we can obtain the backward cluster \( J_i \) of a particle with index \( i \), according to the definition given in Section 1. Note that \( J_i \) does not include \( i \) itself, i.e., if the \( i \)-th particle does not collide with any particle, then \( J_i \) is empty. Let us denote by \( K_i \) the cardinality of the backward cluster \( J_i \). Then, we define by
$g_N(K,t)$ the distribution of $K_i$ at time $t$:

$$g_N(K,t) = N^{-1} \#\{i \in I_N \mid K_i(t) = K\}, \quad \left[\sum_{K=0}^{N-1} g_N(K,t) = 1\right]. \quad (5.1)$$

The average of the cardinality is thus defined as

$$\langle K \rangle_t = \sum_{K=0}^{N-1} Kg_N(K,t). \quad (5.2)$$

It may be worth showing that the quantity $g_N(k,t)$ is actually expected to be close to the quantity $\int f^{(k)} dv$ which we have studied at the level of the Boltzmann equation. Indeed for a typical configuration $z_N$ and a fixed $t$

$$g_N(k,t) = \frac{1}{N} \sum_i \chi_{\{K_i(t)=k\}}(z_N) \approx \frac{1}{N} \sum_i \langle \chi_{\{K_i(t)=k\}} \rangle,$$

by virtue of the law of large numbers ($N$ large). Here $\chi\{\ldots\}$ is an indicator function and $\langle \cdot \rangle$ is the expectation with respect to the (almost factorized) initial distribution of the initial datum $z_N$. Moreover the Boltzmann–Grad limit yields

$$\frac{1}{N} \sum_i \langle \chi_{\{K_i(t)=k\}} \rangle = \langle \chi_{\{K_1(t)=k\}} \rangle \approx \int f^{(k)}(v,t) dv.$$

In accordance with the analysis, we fix $N\epsilon^2 = \lambda^{-1} = 1$. Moreover, $L = 1$. The initial velocities $v_i(0)$ ($i \in I_N$) are generated according to the distribution $f_0$, which is, in the present simulation,

Case 1: $f_0(v) = f_\infty(v) \equiv \frac{1}{(2\pi/3)^{3/2}} \exp\left(-\frac{|v|^2}{2/3}\right), \quad (E = \frac{1}{2}), \quad (5.3a)$

Case 2: $f_0(v) = \frac{1}{8} \prod_{p=1,2,3} \chi\{|v^{(p)}| < 1\}, \quad (E = \frac{1}{2}), \quad (5.3b)$

Case 3: $f_0(v) = \frac{1}{(8\pi/3)^{3/2}} \exp\left(-\frac{|v|^2}{8/3}\right), \quad (E = 2), \quad (5.3c)$

where $E = \int_{\mathbb{R}^3} \frac{1}{2}|v|^2 f_0(v) dv$ is the energy (we let the mass of particles be unity) and $v^{(p)}$ is the $p-$th component of $v$. Cases 1 and 3 are equilibrium states with different energy, while Case 2 is a nonequilibrium state having same energy as Case 1. The velocity distribution of particles in Case 2 approaches the equilibrium $f_\infty$ as time goes on. In the actual simulation, due to noise, the energy $E$ is not exactly identical to the assigned one.
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Before stating the numerical results, it is necessary to mention the mean free time of the system. The mean free time at an equilibrium state (with energy $E$) can be easily computed as $\tau = \left[ \frac{4(2\pi E/3)^{1/2}N\epsilon^2}{1} \right]^{-1}$, see [17]. Therefore, we obtain $\tau = (4\sqrt{\pi/3})^{-1} \approx 0.244$ for Cases 1 and 2, and $\tau = (8\sqrt{\pi/3})^{-1} \approx 0.122$ for Case 3. On the other hand, $\tau$ can be also computed from the numerical simulation. At the end of the simulation, we know $m_c$, which is the total number of collisions between particles. Since a single collision involves two particles, the total number of particles involved in $m_c$ collisions is $2m_c$. The time-averaged free time is then $t/(2m_c)$, during which one of the $N$ particles experiences a collision with one of the others. Thus, for a tagged particle, it takes $Nt/(2m_c)$ (on average) to experience a collision with one of the others. In the simulation, we have obtained $Nt/(2m_c) = 0.242$ for Case 1, $Nt/(2m_c) = 0.241$ for Case 2 and $Nt/(2m_c) = 0.121$ for Case 3 when $N = 101135$ and $t = 2$.

The plot in Fig. 1 and values in Table 5 show that the exponential behavior $\langle K \rangle_t \approx e^{rt} - 1$ is approached as $N$ increases ($\epsilon$ decreases), in a range of times including several mean free flights. The value of $\frac{1}{t} \log(\langle K \rangle_t + 1)$, which should converge to $r$ as $N \to \infty$ and $t \to \infty$, in Case 1 and that in Case 2 are almost coincident, as expected from the discussion before Eq. (2.20). Observe that no transient is even visible in the case of a non-equilibrium, uniform distribution of velocities (Case 2). It is seen from Table 5 that the value of $\frac{1}{t} \log(\langle K \rangle_t + 1)$ in Case 3 is almost twice larger than that of Case 1. This
Finally, we have checked whether $r$ is different between Cases 1 and 2, especially for small time $t \in [0, 0.2]$. Note that $t \in [0, 0.2]$ is within one mean free time at equilibrium ($\tau \approx 0.244$). Figure 2 shows that the values of $\frac{1}{t} \log(\langle K \rangle_t + 1)$ for both cases differ, but the discrepancy is small.
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Figure 2: The value of $\frac{1}{t}\log(\langle K \rangle_t + 1)$ for Cases 1 (square) and 2 (circle) in the range of time less than one mean free time; $(N, M) = (1802, 720)$.


